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Preface

Preface

Audience

This guide describes the features and use of Oracle WebLogic Server Multitenant and
how you can use domain partitions in your WebLogic Server Multitenant (MT)
environment.

This guide is intended for system administrators. Oracle WebLogic Server system
administrators have complete access and control over the domain, including
applications and resources within domain partitions.

Related administrator responsibilities may include maintaining critical production
systems, configuring and managing security realms, implementing authentication and
authorization schemes for server and application resources, upgrading security
features, and maintaining security provider databases. System administrators have in-
depth knowledge of the Java security architecture, including web services, web
application and Enterprise JavaBeans (EJB) security, public key security, Secure
Sockets Layer (SSL), and Security Assertion Markup Language (SAML).

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at htt p: / / www. or acl e. conl pl s/t opi ¢/ | ookup?
ct x=acc& d=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support
through My Oracle Support. For information, visit ht t p: / / www. or acl e. com pl s/t opi c/
| ookup?ct x=accé&i d=i nf o or visit htt p: // www. or acl e. com pl s/t opi ¢/ | ookup?
ctx=acc&i d=trs if you are hearing impaired.

Related Documents

ORACLE

The following information is relevant to WebLogic Server MT:

*  Administering Oracle WebLogic Server with Fusion Middleware Control -
Describes how to configure, manage, and monitor Oracle WebLogic Server and
Oracle WebLogic Server Multitenant using Fusion Middleware Control.

*  Deploying Applications to Oracle WebLogic Server - Describes deploying Java EE
applications or application modules to WebLogic Server instances or clusters,
including deploying to domain partitions, resource group templates, and resource
groups.
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Conventions

The following text conventions are used in this guide:

Preface

Administering Security for Oracle WebLogic Server - Explains how to configure
security for WebLogic Server.

Securing Resources Using Roles and Policies for Oracle WebLogic Server -
Introduces the various types of WebLogic Server resources, and provides
information that lets you secure these resources using WebLogic Server. The
current version of this document primarily focuses on securing URL (web) and
Enterprise JavaBeans (EJB) resources.

Upgrading Oracle WebLogic Server - Provides procedures and other information
that you need to upgrade 6n and earlier versions of WebLogic Server to the latest
version. It also provides information about moving applications from a 6n or earlier
version.

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated

with an action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for

which you supply particular values.

monospace Monospace type indicates commands within a paragraph, URLS, code

in examples, text that appears on the screen, or text that you enter.

New and Changed Features in This Release

ORACLE

For a comprehensive listing of the new WebLogic Server features introduced in this
release, see What's New in Oracle WebLogic Server.
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Oracle WebLogic Server Multitenant

ORACLE

Oracle WebLogic Server Multitenant (MT) enhances the Oracle platform for Software
as a Service (SaaS) and Platform as a Service (PaaS) and provides complete lifecycle
management: web tier, middle tier, cache, and database.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

WebLogic Server Multitenant domain partitions enable the configuration of a
portion of a WebLogic domain that is dedicated to running application
instances and related resources. Oracle recommends that customers using
domain partitions as a container dedicated to specific applications and
resources consider the use of alternative container-based architectures,
including the deployment of WebLogic applications and services in Docker
containers running in Kubernetes clusters.

The following information introduces WebLogic Server MT and describes its use in
multitenant environments.

About WebLogic Server MT

Key Concepts in WebLogic Server MT
WebLogic Server MT Administrators
Understanding SaaS Multitenancy
Understanding PaaS Multitenancy

Lifecycle Management

# Note:

Many new WebLogic Server MT features such as resource groups, resource
group templates, and deployment plan overrides are also available in the
non-MT version of WebLogic Server. This chapter notes when a given
feature is available in the non-MT version and refers to the WebLogic Server
documentation and online help where appropriate.
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Chapter 1
About WebLogic Server MT

About WebLogic Server MT

ORACLE

Multitenancy in WebLogic Server provides a sharable infrastructure for use by multiple
organizations. These organizations are a conceptual grouping of your own choosing,
which you can think of as tenants. By allowing one domain to support multiple
tenants, WebLogic Server MT improves density and achieves a more efficient use of
resources while eliminating the hurdles typically present when trying to share multiple
applications: runtime cross-application effect, security differences, data commingling,
and administrative challenges.

WebLogic Server MT provides resource isolation within a domain partition, an
administrative and runtime slice of a WebLogic Server domain that is dedicated to
running application instances and related resources for a tenant. Domain partitions
achieve greater density by allowing application instances and related resources to
share the domain, WebLogic Server itself, the Java Virtual Machine (JVM), and the
operating system while isolating tenant-specific application data, configuration, and
runtime traffic, as shown in Figure 1-1.

Figure 1-1 WebLogic Server Domain Partitions

Container Datebese

Each domain partition has its own runtime copy of the applications and resources.
Changes in how WebLogic Server handles classloading provide both application
isolation and efficiency. Deploying to multitenant environments requires no changes to
your applications. For example, you could run multiple instances of a payroll
application in different domain partitions without modifying the application.

WebLogic Server MT enables an end to end multitenant infrastructure, including
multitenancy from the load balancer to the middle tier and cache tier, and to the
database tier. WebLogic Server MT extends the Oracle WebLogic Server Enterprise
Edition and Oracle WebLogic Suite products, and includes the following components:

» Oracle WebLogic Server MT, which enables the consolidation of applications into
fewer domains (by allowing partitions within domains) while maintaining secure
isolation
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*  WebLogic MT extensions to Java SE Advanced, which enables memory, CPU and
I/O isolation, monitoring, and management for applications within a JVM

» Oracle WebLogic Coherence Enterprise Edition to Grid Edition option, which
enables the consolidation of caches into fewer Oracle Coherence clusters while
maintaining secure isolation

»  Oracle Traffic Director, which provides WebLogic Server MT-aware and fully
integrated tenant-aware local load balancing

WebLogic Server MT Supports Only Java EE Applications

In this release of WebLogic Server MT, only Java Platform, Enterprise Edition (Java
EE) applications are supported. Products that depend on Oracle Java Required Files
(JRF) are not supported.

JRF consists of those components not included in the WebLogic Server installation
that provide common functionality for Oracle business applications and application
frameworks. JRF consists of a number of independently developed libraries and
applications that are deployed into a common location. The following components are
considered part of JRF: Oracle Application Development Framework, Oracle Fusion
Middleware Audit Framework, Dynamic Monitoring Service, Fabric Common, HTTP
Client, Infrastructure Security, Java Object Cache, IMX Framework, JPS, logging,
MDS, OJSP.Next, Oracle Web Services, Oracle Web Services Manager, Oracle
TopLink, UCP, XDK.

This means that WebLogic Server MT does not support the following products:

* Oracle Web Services Manager

* Oracle SOA Suite

*  Oracle Application Development Framework (Oracle ADF)
*  Oracle WebCenter

*  Oracle Service Bus

* Oracle Enterprise Scheduler

* Oracle WebLogic Service Component Architecture (SCA)

Key Concepts in WebLogic Server MT

Tenants

ORACLE

In addition to domain partitions, WebLogic Server MT introduces these new concepts:
tenants, resource groups, resource group templates, virtual targets, scopes, and
resource isolation.

The following sections describe their use.

Distinct user organizations, such as different external companies (for example,
Company A and Company B), or different departments within a single company (for
example, HR and Finance), that use applications and resources within a WebLogic
Server domain.

A tenant is a logical grouping of your own choosing; it is not a configurable object. That
is, you manage domain partitions, not tenants.
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A tenant's identity is the association of a given user with a given tenant. For example,
you might choose to associate the tenant Finance with a specific domain partition
called Fi nance-partition.

The system identifies which tenant a given user belongs to from the user's identity as
prescribed by the user identity store. Further, the user's identity helps the system
enforce what that user will be authorized to do as they move throughout the system,
including but not limited to, which tenant the user belongs to.

Resource Groups

A named collection of (typically) related deployable resources, such as Java EE
applications and the data sources, JMS artifacts, and other resources that the
applications use.

A traditional WebLogic Server domain may contain many types of deployable
resources: Java EE applications, JMS servers and queues, data sources, and such. In
this traditional model, if an application suite contains multiple Java EE applications and
various resources that support those applications, the administrator defines these
resources and deploys these applications individually rather than as a coherent unit.

WebLogic Server MT introduces resource groups, simply as a convenient way to
group together Java EE applications and the resources they use into a distinct
administrative unit within the domain. The resources and applications are fully qualified
in that the administrator provides all the information needed to start or connect to
those resources, including credentials for connecting to a data source and targeting
information for Java EE applications. A resource group will either contain these
deployable resources directly or refer to a resource group template that defines the
resources. Resource groups can be defined at the domain level, or be specific to a
domain partition.

All the resources in or referenced by a resource group are targeted together (to the
same target). Resource groups can be started and stopped.

Resource Group Templates

ORACLE

A named, domain-level collection of deployable resources intended to be used as a
pattern by (usually) multiple resource groups. Each resource group that refers to a
given template will have its own runtime copies of the resources defined in the
template. A resource group template is a convenient way to define and replicate
resources for multiple tenants. Resource group templates make it very easy to deploy
the same collection of applications and resources to multiple domain partitions.

Resource group templates can define:

e Application deployments

e Library deployments

e Java Database Connectivity (JDBC) system resources
e JMS system resources

e Oracle Coherence system resources

*  File stores

* JMS servers

e Messaging bridges
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* Path services

* Persistent stores

e  Store-and-Forward (SAF) agents

*  Foreign JNDI providers

e Mail sessions

*  WebLogic Diagnostic Framework (WLDF) modules

Resource group templates are defined at the domain level, and then referenced by
one or more resource groups.

Resource group templates are particularly useful in a SaaS environment where
WebLogic Server MT activates the same applications and resources multiple times,
once per domain partition. Some of the information about such resources is the same
across all domain partitions, while some of it, such as the attributes of a IMS queue or
of a database connection, varies from one partition to the next. For example, the URL,
user name, and password used to connect to a data source would be different among
different partitions. WebLogic Server MT will activate the application suite represented
by the template differently for each partition. You can specify override configuration
MBeans and resource deployment plans to override some attribute values in a
partition. See Configuring Resource Overrides.

Virtual Targets

Scopes

ORACLE

The locations where a partition or resource group runs and instructions how to route
traffic to them, including addresses, protocol settings, and targeting. Request routing is
determined by the host name and optional URI.

May include:

* Host name and port

e Optional URI

* Network access point/channel

*  Protocol specific configuration

» Target clusters and Managed Servers

Virtual targets isolate a domain partition and the global (domain-level) runtime from the
physical attributes of the target WebLogic Server instances so that your application
does not have to know these details.

When you deploy an application or library, you have four deployment scope options:

* Global. This is the equivalent of the domain level in a nonpartitioned environment.

* Resource group template. This is always at the domain level. Whether the
application or library that you deploy to a resource group template is available at
the domain level or a partition depends on the scope of the resource group that
references the resource group template.

* Resource group in a partition. This is the only scope that is limited to a partition.

* Resource group at the domain level.
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You cannot share an application or library between domain partitions: the application
or library is available only within the partition. When you deploy the application or
library, you specify the resource group in the partition. In Fusion Middleware Control,
applications and libraries that are deployed to a resource group in a partition display
the name of the domain partition and the resource group within that partition where
they are deployed.

The key differences between an application or class running at the domain level and
an application or class running in the context of a partition are:

e Applications or classes running at the domain level are available across the
domain and are not available in partitions.

e Applications or classes running in the context of a partition are available only
within that partition.

# Note:

The recommended best practice is that you deploy all applications and
resources to domain partitions.

Resource Isolation

ORACLE

Resource isolation is critically important within a partitioned environment. When you
create a resource group in a domain partition, WebLogic Server MT creates runtime
copies of all the resources needed by the application, including JMS servers, JMS
stores and JMS modules (including connection factories, queues, topics, and such),
Java Connector Architecture (JCA) adapters, and other associated resources.

When you deploy an application or library within a partition, any configuration changes
that you make are specific to that partition. WebLogic Server MT ensures that
applications in one partition refer to the resources that apply to that partition only and
not to resources associated with other partitions.

Resource isolation in WebLogic Server MT encompasses:

*  Security: A unique security realm and identity domain for each domain partition.
*  Administration:

— Partition-specific administration

— Independent deployment, configuration, and software updates

— Partition-specific monitoring and troubleshooting
* Runtime:

— Dedicated Java Naming and Directory Interface (JNDI): Isolation between
partitions at the JNDI level, which is partition-aware. Applications can bind
named objects and retrieve them on a per-partition basis. Each resource is
tagged (internally) with a partition-specific name, and is placed in a JNDI tree
that is exclusive to the partition. Intra- and inter-application communication for
a partition within a cluster is automatically isolated for the partition.

— Isolated data: JMS, file system, and data sources.
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— Resource isolation and fairness: Resource consumption management (RCM)
of resources provided by the JVM or the OS. This allows system
administrators to specify resource consumption management policies
(including constraints, recourse actions and notifications) on resources such
as CPU, heap, file, and network.

— Partition Work Managers: The fair distribution of thread usage and
prioritization of work requests among partitions that share the same WebLogic
Server instance.

WebLogic Server MT Administrators

Two main administrators of WebLogic Server MT are WebLogic Server system
administrators, who create and configure partitions in a domain, and partition
administrators, who log in directly to a domain partition.

WebLogic Server system administrators create and delete partitions for tenants.
System administrators can set or change the security characteristics of a partition
(such as the security realm or SSL configuration), or reference a shared (domain-level)
resource group or resource group template.

The significant difference between WebLogic Server system administrators and
partition administrators is that partition administrators log in directly to a partition-
specific security realm, as described in Administrative Roles for Configuration and
Management.

Partition administrators manage partitions at the partition level, such as changing
partition configuration, deploying applications, creating JMS resources, data sources,
JDBC connections, and such, for each resource group in the partition. The partition
administrator can also manage the security realm data associated with the partition,
such as managing users and groups, credential maps, roles, and policies. To enable
security management capabilities for the partition administrator, the system
administrator must specify a management identity domain to which the partition
administrator belongs. The management identity domain must be the same as the
primary identity domain for the partition as shown in Step 5 in Configuring Security
Realms and Primary ldentity Domains: Main Steps and Examples.

Both system and partition administrators:

e Create, modify, and delete resource groups in partitions.
»  Deploy and undeploy applications to resource groups in partitions.

e Start and stop partitions: all of the resource groups and all of the applications
deployed to those resource groups are started or shut down.

e Manage users and groups, credential maps, roles, and policies in the partitions.

Analogous to their WebLogic counterparts, partition-constrained roles exist for
Deployers, Operators, and Monitors.

Understanding SaaS Multitenancy

ORACLE

The WebLogic Server MT SaaS model provides a way to get the most efficient use
from server resources while still providing resource isolation.

In a SaaS environment, if an application cannot internally provide a per-tenant view or
the necessary per-tenant isolation, then you might instead deploy separate instances
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of the application and its related server-side resources for each tenant. At the very
least, this is inefficient: each tenant might get its own stack that includes hardware
capacity or Java virtual machines, WebLogic Server domains, Administration Servers,
Managed Servers, clusters, and other related resources, such as web servers, data
grids, networking, and storage.

With WebLogic Server MT, each tenant gets an application instance plus resource
instances on the targeted servers and clusters. The same application or applications
run concurrently and independently on multiple domain partitions. No code changes to
the applications are needed: WebLogic Server manages the domain partition
identification and isolation.

In the SaaS model, you typically define one or more applications and the resources
they depend on in a resource group template. You then reference this template from
every domain partition in which you want to use the same applications. You make any
domain partition-specific changes by editing the values of the associated resource

group.
From a high-level view, the SaaS model procedural flow is:

1. The WebLogic Server system administrator creates the JMS resources, data
sources, and other resources for a resource group template.

2. The WebLogic Server system administrator deploys the needed applications to the
resource group template.

3. When ready to deploy for a tenant, the system administrator does the following:
a. Creates a virtual target, if necessary.

b. Creates a domain partition configuration, including the resource group,
pluggable database information, the virtual target, and the security realm, and
then targets the partition to a cluster or set of Managed Servers.

c. Overrides some attributes in certain resource groups and all application
deployment values.

d. Starts the partition, which starts all of the applications deployed to the
resource group for that partition.

4. After a partition is started, a partition administrator can view the runtime state of
the partition applications and resources, view partition log entries, manage the
security realm data in the partition, and stop and restart the partition applications.

At deployment, the applications and resources in the resource group template are
replicated and deployed for each domain partition in a resource group, with the
following results:

*  WebLogic Server infrastructure is shared among domain partitions.
e Separate application instances have their own JNDI tree and resources.
* Runtime traffic is isolated. You access the application using the virtual target.

« Partition Work Managers provide fairness of thread usage and prioritization of
work requests among partitions.

- Data is segregated with pluggable databases. The data source implementation
creates a separate physical connection pool for each domain partition to its
assigned pluggable database.
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Testing Applications in a Saas Environment

One of the many benefits of using domain partitions in a SaaS environment is to test
new versions of applications in a controlled production environment.

For example, assume that a business-critical application is deployed to Partition A. If
you make significant changes to this application, then you would probably want to test
it in your production environment before it is generally available to users. WebLogic
Server MT provides an easy way to do this. You could create Partition Band deploy
the updated application, without affecting the stable version of the application running
inPartition A

You can target the updated version of the application running in Partition Bto real
production clusters and data sources, test and tune performance metrics, and so forth,
all in a controlled environment.

Understanding PaaS Multitenancy

ORACLE

The WebLogic Server MT PaaS model is synonymous with consolidation.
Consolidation means that you can deploy different applications from many tenants into
the same WebLogic Server infrastructure. WebLogic Server MT shares the
infrastructure and underlying resources including the domain, clusters, Managed
Servers, hardware, and network.

In the SaaS use case, the WebLogic Server system administrator typically manages
all the domain partitions and their resource instances. However, in the PaaS use case,
partition administrators are more likely to administer their respective domain partitions
and the resources within them, including configuring resources, managing security
realm data in the partition, and deploying applications.

Consolidation:

* Makes it easy to deploy applications from many tenants into the same WebLogic
Server infrastructure.

* Results in one domain to manage and one JVM consuming resources.

* Isolates management. WebLogic Server system administrators manage the
infrastructure. Partition administrators manage partition security realm data,
partition deployments and related resources.

* Isolates the runtime, including partition-specific components: security realm (per
tenant), virtual target (addresses), pluggable database, JNDI (internal traffic), JMS,
Partition Work Managers. Each tenant gets its own set of application instances
and dedicated resources.

In the PaaS use case, each tenant would typically run different applications, and these
applications may or may not overlap with the applications run by other tenants. When
implementing a WebLogic Server MT PaasS solution, you would typically create self-
contained resource groups that do not refer to resource group templates but instead
represent applications and their related resources that are to be available only within
that domain partition. However, even though a PaaS solution is less likely to use
resource group templates, this does not mean you cannot use resource group
templates in a PaasS solution if they fit your use case.

From a high-level view, the PaaS model procedural flow is:
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1. The WebLogic Server system administrator creates a virtual target, if necessary.

2. The WebLogic Server system administrator creates a domain partition with a
specified Partition Work Manager or quality of service (QoS) definition to manage
the workload.

The Partition Work Manager defines the relative priority and underlying memory
and CPU availability for the partition.

3. The WebLogic Server system administrator selects a security realm for the domain
partition, and sets the list of available targets.

Resources and applications in the domain partition are available only to users
within the domain partition's security realm. Other tenants cannot see or access
the resources or applications.

4. The WebLogic Server system administrator assigns the partition to a partition
administrator.

Resources, applications, and partition security realm data are managed by the
partition administrator. (The underlying Managed Servers and clusters are not
managed by a partition administrator.)

5. The partition administrator creates one or more resource groups for that domain
partition and selects the resource group from the list of available targets.

6. The partition administrator creates different JMS resources, data sources, PDB
info, application deployments, and such for each resource group in the domain
partition.

7. The partition administrator starts the partition, which starts all of the applications
deployed to the resource groups in the partition.

8. Repeat steps 1-4 for each additional tenant.

Lifecycle Management

ORACLE

Enterprise deployments of Oracle Fusion Middleware can be complex. WebLogic
Server MT simplifies consolidating many domains into one using partitions for isolation
and introduces new levels of coordination between component configurations.

WebLogic Server MT lifecycle management connects partitions across different
components to form one cohesive unit that serves a tenant's needs. To do this, the
lifecycle manager (LCM) provides configuration integration across components.

When a partition is created, updated, or deleted—either through Representational
State Transfer (REST), WebLogic Scripting Tool (WLST), Fusion Middleware Control,
or the Oracle WebLogic Server Administration Console—the lifecycle manager detects
these out of band actions and synchronizes its configuration with the Administration
Server's configuration. The lifecycle manager then informs registered plug-ins, such as
the Oracle Traffic Director plug-in, of these changes to keep the entire environment
synchronized.

When a domain partition is created or updated in WebLogic Server MT, the changes
are orchestrated across multiple tiers:

» The Oracle Traffic Director configuration is updated and synchronized with the
new partition.

*  Applications are associated with Oracle Coherence caches or services.
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« Data sources are associated with existing databases or pluggable databases
(PDBs), or new pluggable databases are created.

Figure 1-2 depicts the traffic segregation and flow from the web tier to the database
tier.

Figure 1-2 Lifecycle Management

ORACLE"
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Configuring and managing Oracle WebLogic Server Multitenant (MT) may involve
several Oracle Fusion Middleware tools and products, including Oracle Fusion
Middleware Control, Oracle WebLogic Scripting Tool (WLST), Oracle Coherence, and
Oracle Traffic Director.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

The following information describes a high-level view of managing and configuring
Oracle WebLogic Server Multitenant (MT):

* How to Manage WebLogic Server MT
e Configuring WebLogic Server MT

How to Manage WebLogic Server MT

You can use your choice of the following tools to manage WebLogic Server MT:
Oracle Enterprise Manager Fusion Middleware Control (FMWC), which is the preferred
graphical user interface, Oracle WebLogic Server Administration Console, WebLogic
Scripting Tool, and Representational State Transfer (REST) APIs.

For each task, this chapter presents:

* The main steps for accomplishing a given task, with a link to the related Fusion
Middleware Control online help topic

e A WLST example

In some instances, there is a difference in how a feature is presented by Fusion
Middleware Control and the WebLogic Server Administration Console. This chapter
identifies those instances, and includes a link to the WebLogic Server Administration
Console online help where appropriate.

Configuring WebLogic Server MT

ORACLE

Configuring a WebLogic Server MT environment encompasses several main steps,
including installing WebLogic Server MT and, optionally, Oracle Traffic Director,
creating domains, virtual targets, and domain partitions, configuring resource groups,
deploying applications, and more.
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This high-level view of WebLogic Server MT shows the relationship of domain
partitions, Oracle Traffic Director, a WebLogic Server domain, and Oracle Coherence.
Consider the graphic shown in Figure 2-1.

Figure 2-1 WebLogic Server MT High-Level View
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To configure WebLogic Server MT:

1. Install WebLogic Server for MT, as described in Installing Oracle WebLogic Server
and Oracle Coherence for WebLogic Server MT in Installing and Configuring
Oracle WebLogic Server and Coherence.

" Note:

If you plan to use Oracle Traffic Director to manage traffic to applications
running in partitions, then you must install WebLogic Server in the same
path on any remote host where Managed Servers will run. New lifecycle
management facilities require access to plug-in Java Archive (JAR) files
that must be available at the same relative path as installed on the
Administration Server host.

2. To use Oracle Traffic Director to manage traffic to your partitions, install it in
collocated mode as described in Oracle Traffic Director Installation Guide.

You can install Oracle Traffic Director and WebLogic Server in different
O acl e_Hone locations on different systems (as shown in Figure 2-1), or in the
same Oracl e_Home location on a single system.

3. To use Oracle Traffic Director to manage traffic to your partitions, use the
Configuration Wizard to create an Oracle Traffic Director domain, as described in
Creating the Domain for Oracle Traffic Director.

Usethe Oracle Traffic Director - Restricted JRFtemplate to create the
domain. This template automatically includes several other necessary templates.

4. Create a new domain, as described in Creating a WebLogic Server domain in
Creating WebLogic Domains Using the Configuration Wizard.

Use the Oracl e Enterprise Manager - Restricted JRFtemplate to create the
domain, as described in Installing Oracle WebLogic Server and Coherence for
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10.
11.

12.

13.

14.

15.

16.
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WebLogic Server Multitenant in Installing and Configuring Oracle WebLogic
Server and Coherence. This template automatically includes several other
necessary templates.

To use the WebLogic Server lifecycle manager (LCM) to coordinate partition
configuration changes with Oracle Traffic Director, use WLST to enable the LCM
on the WebLogic Server domain:

edit()

startEdit()

cd("/")

| emConf i g=cno. get Li f ecycl eManager Confi g();
| cnConfi g. set Depl oynent Type("adni n")

| cnConfi g. set Qut Of BandEnabl ed(t r ue)

Create any clusters and Managed Servers that you want to use for domain
partitions.

If you use Fusion Middleware Control or the WebLogic Server Administration
Console, then there is nothing partition-specific when creating a cluster. See
Setting up WebLogic Clusters in Administering Clusters for Oracle WebLogic
Server.

However, if you use WLST to create Managed Servers (configured or dynamic),
then the required Oracle Java Required Files (JRF) template is not applied. Fusion
Middleware Control requires the JRF template to enable domain monitoring.

Therefore, for the WLST use case:
a. Use WLST to create the cluster or Managed Server.

b. Use the appl yJRF command to apply the JRF template to the Managed
Servers. See WLST Command Reference for Infrastructure Components.

Create one or more virtual targets, as described in Configuring Virtual Targets.

Create and configure a resource group template, as described in Configuring
Resource Group Templates.

Optionally, deploy applications to the resource group template, as described in
Deploying Applications. Your applications might require partition-specific database
connections.

Create a new security realm as described in Configuring Security.

To use Oracle Traffic Director to manage traffic to your partitions, use Fusion
Middleware Control to create an Oracle Traffic Director instance, as described in
Creating an Oracle Traffic Director MT Configuration and Instance.

Create domain partitions, as described in Configuring Domain Partitions.

Override resources such as Java Database Connectivity (JDBC) connections, as
described in Configuring Resource Overrides.

Optionally, configure Oracle Coherence, as described in Configuring Oracle
Coherence.

Optionally, configure resource managers, as described in Configuring Resource
Consumption Management.

Monitor your domain partitions, as described in Monitoring and Debugging
Partitions.
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Configuring a virtual target includes providing host names to which the virtual target
will serve requests and the names of available Managed Servers or a cluster to which
the virtual target is itself targeted. A virtual target is a prerequisite when creating a
domain partition or a resource group.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

e About Virtual Targets

* Creating Virtual Targets: Main Steps and Examples
* Managing Virtual Targets: Main Steps and Examples

»  Configuring Virtual Targets: Related Tasks and Links

About Virtual Targets

ORACLE

A virtual target represents a target for a resource group, both at the domain level and
in a domain partition. It defines the access points to resources, such as one or more
host names, a URI prefix, and the Managed Servers or cluster to which the virtual
target is itself targeted.

Virtual targets are similar to virtual hosts in Oracle WebLogic Server. Like virtual hosts,
virtual targets provide a separate HTTP server (web container) on each target.

A virtual target isolates a resource group from the physical attributes of where the
container is running.

Each resource group requires one or more virtual targets. The virtual targets that you
can select depend on whether the resource group is at the domain level, or associated
with a domain partition:

e For domain-level resource groups, you can select any existing virtual target that is
not already assigned as an available target to a partition.

»  For resource groups in a domain partition, you must select only from the existing
virtual targets available to the patrtition.

Consider the following guidelines for using virtual targets:
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A virtual target can be used by only one partition at a time, or at the domain level.
A virtual target is never shared by more than one partition, or by a partition and the
domain level.

A virtual target can be used by many resource groups within a partition, or by
many resource groups at the domain level.

A virtual target can be targeted to one cluster or one Managed Server.
Many virtual targets can be targeted to the same cluster or Managed Server.

If two virtual targets have the same host names, URI prefix, and port number, they
must be targeted to different clusters or Managed Servers.

Components of a Virtual Target

A virtual target contains the following:

ORACLE

Host names. The list of host names to which this virtual target will serve requests.
The host names that you specify must have domain name system (DNS) entries
that resolve to the correct servers, or to a load balancer:

— If you are not using Oracle Traffic Director to balance the connection load for a
partition, then specify the actual host name of the WebLogic Server cluster or
Managed Server.

— If you are using Oracle Traffic Director to load balance connections for a
partition, then you access applications through Oracle Traffic Director. The
host names that you specify for a virtual target must resolve to the location of
the Oracle Traffic Director Administration Server.

If you do not specify a host name, then it is the equivalent of using a wild card for
the host name to match all incoming requests.

The host name used by a client to access the resource group must exactly match
one of the host names specified in the virtual target.

You can specify multiple host names for the virtual target. You might find it
convenient to specify both the simple and the fully qualified host name to ensure a
match.

Optional URI prefix to which this virtual target will serve requests. For example, if
you enter wmw. exanpl e. comas the host name and MyApp as the URI prefix, then
this virtual target serves requests to www. exanpl e. com MyApp, but not to

www. exanpl e. comor www. exanpl e. cont f oo.

To extend this example, assume that your application root is / app. The resulting
URL for the application would be ww. exanpl e. com? MyApp/ app.

Target cluster and Managed Server from the list of the targets in the current
domain. Targets must be either a single server or a single cluster.

There are two general approaches when using virtual targets: route by the host name
(http://partitionl.comhttp://partition2.con), or by URI prefix (http://

exanpl e. com partitionl, http://exanple.com partition2). You might find it easier
to manage your environment if you consistently use one approach, but there is no
requirement that you do so.

You must specify at least one of host name, URI prefix, or port number.
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Virtual Targets and Load Balancing

Virtual targets do not determine how a request gets to a particular server. DNS or a
load balancer determines how requests get to a specific server instance. The host
names used in the virtual target do not control the routing, but they must be consistent
with it.

Virtual targets do determine what happens to a request after it enters a server. When a
request enters a server, it is matched against all of the virtual targets targeted to that
server. If an incoming request matches the information on any of the virtual targets,
then it is assumed that the request is intended for that virtual target. If both host names
and URI prefix are specified, then both must match. If two virtual targets match, then
the one with the longest URI prefix match receives the request. If none matches, then
the request is sent to the default HTTP server.

For example, assume that you have a virtual target with the host names

www. exanmpl el. com www. exanpl e2. com and www. exanpl e3. com The virtual target is
targeted to cl ust er 1. Requests sent to www. exanpl el. com www. exanpl e2. com and
www. exanpl e3. comall match that virtual target and are all sent to cl uster 1.

If you specify multiple virtual targets for a resource group, then the virtual target
matching works the same. There is no implicit load balancing among virtual targets.

For example, assume that in Partiti onAyou have a virtual target with the host name
www. exanmpl el. comtargeted to cl ust er 1, and a second virtual target with the host
name wwv. exanpl e2. comtargeted to cl ust er 2. Requests sent to ww. exanpl el. com
match only that virtual target and are sent only to cl ust er 1. Requests sent to

www. exanpl e2. commatch only that virtual target and are sent only to cl ust er 2.

Use Oracle Traffic Director if you require load balancing.

Using Partition Channels with Virtual Targets

ORACLE

You can optionally specify existing channel and port (explicit or offset) information to
use as a reference for a partition-specific channel for a virtual target.

A network channel is a configurable resource that defines the attributes of a network
connection to WebLogic Server. A network channel in a WebLogic Server instance is a
combination of the following four attributes: communication protocol, listen address,
listen port, and channel name. See Understanding Network Channels in Administering
Server Environments for Oracle WebLogic Server.

The channel must exist on the selected target and be configured using the same
protocol. If you specify a value for Partition Channel, then you must specify either an
explicit port or a port offset.

Allowable values for an explicit port are 1 to 65535, with 1 to 1023 (well-known or
system ports) requiring system (or root) process privileges. The port must not already
be bound by another process.

Consider the following example:

1. Create a virtual target with the host name nyexanpl e. comand the URI prefix / f 0o.

2. In the Partition Channel field, specify the existing channel Channel - 1 to use as a
reference for creating a partition-specific channel.

3-3



Chapter 3
About Virtual Targets

3. Channel -1 has a listen address and listen port of 127. 0. 0. 1: 7002 and an external
address and listen port of 127. 0. 0. 1: 7002.

Specify a port offset of 5. That results in 7002 +5 for the listen port.
nyexanpl e. commust resolve to 127. 0. 0. 1.

To access this virtual target, use nyexanpl e. com 7007/ f 0o.

N o g »

If you create another virtual target that also uses Channel - 1, then you must use
another port offset (or explicit port) or there will be a port conflict.

8. In all cases, specify either an explicit port value to use as-is, or a port offset.
Otherwise, there is no port assigned and the channel is not created and used.

You use the Oracle WebLogic Server Administration Console to create a channel. See
Configure custom network channels in the WebLogic Server Administration Console
online help.

# Note:

The partition channel is ignored if you use Oracle Traffic Director to load
balance the domain partition.

About Partition Administrative Virtual Targets

ORACLE

A partition administrative virtual target is a virtual target that is created automatically
for every partition when the partition is created and has the domain's Administration
Server as its physical target.

A partition administrative virtual target contains the following settings:

e Hostname: empty (wildcard)

e uriPrefix: / partitions/<partition-nane>

" Note:

You can change the uriPrefix, / partiti ons, to something else. This
setting is used for the entire domain. To change it, use:

Donmi nMBean. set PartitionUri Space(String uriPrefix);

However, Oracle recommends leaving this the default setting if possible.

» Target: the Administration Server
* ltinherits its other settings from the Administration Server's default HTTP server

You can retrieve the partition administrative virtual target settings from the partition's
configuration MBean.

Using WebLogic Scripting Tool (WLST):

server Config()
partition = cno. | ookupPartition(partitionNanme)
adm nVT = partition.get Adm nVirtual Target ()
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The administrative virtual target is not automatically added to the list of available
targets for a partition. The system administrator must explicitly add it to the partition's
available targets if partition administrators are to be allowed to use it for resource
group targeting.

You can use the administrative virtual target for targeting a partition the same as you
would any other virtual target; however, the administrative virtual target is read-only
and cannot be changed or deleted.

Creating Virtual Targets: Main Steps and Examples

ORACLE

Creating virtual targets includes certain required steps, such as providing a name,
specifying host names, and selecting available targets.

# Note:

Do not configure a virtual target as host name: "", URl prefix: /,
explicit port: 0, port offset: 0.This configuration makes the virtual
target intercept all requests intended for the default HTTP server. This
configuration is not allowed.

The main steps for creating a virtual target are as follows:

1. Enter a name for this virtual target.
2. Optionally, enter a URI prefix for this virtual target.

3. Add one or more host names for the virtual target. The host names that you
specify must resolve to the target cluster and Managed Servers that you specify,
or resolve to the Oracle Traffic Director Administration Server if you are using
Oracle Traffic Director for load balancing.

4. Optionally, specify partition channel and port (explicit or offset) information to use
for this virtual target, as described in Using Partition Channels with Virtual Targets.
The channel must exist on the selected target and be configured using the same
protocol. If you specify a value for Partition Channel, then you must specify either
an explicit port or a port offset.

# Note:

These options are ignored if you use Oracle Traffic Director to load
balance the domain partition.

5. Select one target from the available targets. You can select a single Managed
Server or a single cluster.

6. If you are using the WebLogic Server Administration Console, WebLogic Scripting
Tool (WLST), or Representational State Transfer (REST) to create the virtual
target, additional HTTP configuration options are available for configuring the
virtual web server. See Configure HTTP for a virtual target in Oracle WebLogic
Server Administration Console Online Help.
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To create a virtual target using Fusion Middleware Control, see Create virtual targets
in the online help.

Creating Virtual Targets: WLST Example

The example does the following:
Creates a domain partition.
Creates a virtual target.

Sets the host name and URI prefix for the virtual target.

P ® NP

Targets the virtual target to the Administration Server. (You would typically not
select the WebLogic Administration Server.)

Adds the virtual target as an available target in the partition.
Creates the resource group.
Adds the virtual target to the resource group.

Activates the changes.

© ® N o a

Starts the partition.

# Note:

If this is the first partition created in production mode, then you must
restart the Administration Server before you can start the partition.

# Create virtual target

edit()

startEdit()

w s:/base_donain/edit/ !> domai n=get MBean('/")

wl s:/base_donain/edit/ !> peppart=domain.createPartition('Pep')

W s:/base_domain/edit/ !> vt=domain.createVirtual Target (' TestVT")

W s:/base_domain/edit/ !> vt.setHostNames(jarray.array([String('localhost')],String))
W s:/base_domain/edit/ !> vt.setUriPrefix('/foo")

wl s:/base_domain/edit/ !> tgt=get MBean('/Servers/Adni nServer')

W s:/base_domain/edit/ !> vt.addTarget(tgt)

wl s:/base_donmain/edit/ !> peppart.addAvail abl eTarget (vt)

w s:/base_domain/edit/ !> peprg=peppart.createResourceG oup(' TestRG )
w s:/base_donain/edit/ !> peprg.addTarget (vt)

wl s:/base_domain/edit/ !> activate()

W s:/base_domain/edit/ !> startPartitionVait(peppart)

Creating Virtual Targets: REST Example

For an example of creating virtual targets using REST, see Creating Partitions in
Administering Oracle WebLogic Server with RESTful Management Services.

In particular, see the section "Create a virtual target for the new partition."

Managing Virtual Targets: Main Steps and Examples

To manage virtual targets, you can modify the URI prefix, host names for the virtual
target, and its target servers or cluster.
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If you make a change to a virtual target that is in use by a running resource group in a
running partition, then you may need to restart the partition to have the change take
effect.

The main steps for managing a virtual target are as follows:

1. Select the virtual target that you want to manage.
2. Enter a URI prefix for this virtual target or modify the existing URI prefix.

3. Add one or more host names for the virtual target. The host names that you
specify must resolve to the target cluster and Managed Servers that you specify,
or resolve to the Oracle Traffic Director Administration Server if you are using
Oracle Traffic Director for load balancing.

4. If needed, delete one or more host names for the virtual target.

5. Optionally, specify partition channel and port (explicit or offset) information to use
for this virtual target, as described in Using Partition Channels with Virtual Targets.
The channel must exist on the selected target and be configured using the same
protocol. If you specify a value for Partition Channel, then you must specify either
an explicit port or a port offset.

# Note:

These options are ignored if you use Oracle Traffic Director to load
balance the domain partition.

6. Select one target from the available targets. You can select a single Managed
Server or a single cluster. (You would typically not select the WebLogic Server
Administration Server unless you have a special reason to do so.)

Deselect any target that you do not want to use.

7. If you are using the WebLogic Server Administration Console, WLST, or REST to
manage the virtual target, then additional HTTP configuration options are available
for configuring the virtual web server. See Configure HTTP for a virtual target in
Oracle WebLogic Server Administration Console Online Help for more information.

8. If you made a change to a virtual target that is in use by a running resource group
in a running partition, then restart the partition to have the change take effect.

To manage a virtual target using Fusion Middleware Control, see Configure virtual
targets in the Fusion Middleware Control online help.

Deleting Virtual Targets in Use by a Partition

ORACLE

You cannot delete a virtual target that is in use by a resource group in a partition. You
must first remove it from the resource group.

To delete a virtual target that is in use by a partition:

1. Stop the partition.

2. Remove the virtual target from the resource group in that partition.

3. Remove the virtual target from the list of available targets for the partition.
4

If the virtual target is used by default with the partition, then deselect this option.
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5. Restart the partition.
6. Delete the virtual target.

To delete a virtual target using Fusion Middleware Control, see Delete virtual targets in
use by a patrtition in the Fusion Middleware Control online help.

Deleting Virtual Targets in Use by a Resource Group at the Domain

Level

You cannot delete a virtual target that is in use by a resource group at the domain
level. You must first remove it from the resource group.

To delete a virtual target that is in use by a resource group at the domain level:
1. Remove the virtual target that you want to delete from the resource group.

2. Delete the virtual target.

To delete a virtual target, see Delete virtual targets in use by a resource group at the
domain level in the Fusion Middleware Control online help.

Managing Virtual Targets: WLST Example

ORACLE

The following example modifies the existing virtual target Test VT with the URI
prefix / app and sets the host name to be nyhost . exanpl e. com

myVT is an instance of Vi r t ual Tar get MBean.

cd('/")

edit()

startEdit()

cd(' Virtual Targets')

cd (' TestVT")

cno.setUriPrefix('/app')

cno. set Host Nanes(j array. array([ String("nyhost.exanpl e.cont)], String))
activate()

You can also use the Domai nMBean to look up a virtual target by name and return the
Vi rtual Tar get MBean.

domai n=get MBean("' /")
vt =domai n. | ookupVi rt ual Target (' Test VT")
vt.setUriPrefix('/app')

Delete a Virtual Target

The following example deletes the virtual target Test VT. It first removes the virtual
target as an available target for the partition Pep.

cd('/")

edit()

startEdit()

domai n=get MBean(' /")

vt =domai n. | ookupVi rt ual Target (' Test VT")
part =donai n. | ookupPartition(' Pep')
part.renoveAvail abl eTar get (vt)

donai n. destroyVirtual Target (vt)
activate()
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Retarget a Virtual Target

The example does the following:

1
2
3.
4

© ® N o a

Creates a domain partition.
Creates a virtual target.
Sets the host name and URI prefix for the virtual target.

Targets the virtual target to the Administration Server. (You would typically not
select the WebLogic Server Administration Server unless you have a special
reason to do so.)

Adds the virtual target as an available target in the partition.
Creates the resource group.

Adds the virtual target to the resource group.

Activates the changes.

Starts the partition.

# Note:

If this is the first partition created in production mode, then you must
restart the Administration Server before you can start the partition.

10. Removes the Administration Server as a target.

11. Retargets the virtual target to Cl ust er - 0.

# Create Pep partition and ResourceG oup
edit()
startEdit()

W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:

/ base_domain/edit/ !> domai n=get MBean('/")

/ base_domain/edit/ !> peppart=domain.createPartition('Pep")

/ base_domain/edit/ !> vt=domain.createVirtual Target (' TestVT')
/base_domain/edit/ !> vt.setHostNanes(jarray.array([String('localhost')],String))
/base_domain/edit/ !> vt.setUriPrefix('/foo")

/ base_domain/edit/ !> tgt=get MBean('/Servers/AdninServer')
/base_domain/edit/ !> vt.addTarget(tgt)

/ base_domain/edit/ !> peppart.addAvail abl eTarget (vt)

/ base_domain/edit/ !> peprg=peppart.createResourceG oup(' TestRG)
/ base_domain/edit/ !> peprg.addTarget (vt)

/ base_domain/edit/ !> activate()

/base_domain/edit/ !> startPartitionWait(peppart)

startEdit()

w s:/base_domain/edit/ !> vt.renoveTarget (tgt)

w s:/base_domain/edit/ !> tgt=get MBean('/Cl usters/Cluster-0')
w s:/base_domain/edit/ !> vt.addTarget(tgt)

w s:/base_domain/edit/ !> activate()

Managing Virtual Targets: REST Example

For an example of creating virtual targets using REST, see Creating Partitions in
Administering Oracle WebLogic Server with RESTful Management Services.

In particular, see the section "View the default values for a new virtual target."

ORACLE
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Configuring Virtual Targets: Related Tasks and Links

e Configuring Domain Partitions

* Understanding Network Channels in Administering Server Environments for
Oracle WebLogic Server
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Configuring Resource Group Templates

Resource group templates are particularly useful in a Software-as-a-Service
environment where WebLogic Server Multitenant (MT) activates the same applications
and resources multiple times, once per domain partition.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

*  About Resource Group Templates

* Creating Resource Group Templates: Main Steps and WLST Examples

»  Configuring Resource Group Templates: Main Steps and WLST Examples
» Deleting Resource Group Templates: Main Steps and WLST Examples

»  Configuring Resource Group Templates: Related Tasks and Links

About Resource Group Templates

ORACLE

A resource group template is a named, domain-level collection of deployable
resources intended to be used as a pattern by multiple resource groups. Each
resource group that refers to (references) a given template will have its own runtime
copies of the resources defined in the template.

A resource group template is a convenient way to define and replicate resources for
multiple tenants. Resource group templates make it very easy to deploy the same
collection of applications and resources to multiple domain partitions. Some of the
information about such resources is the same across all domain partitions, while some
of it, such as the attributes of a Java Message Service (JMS) queue or of a database
connection, varies from one patrtition to another.

You can create a resource group template in two ways:

» Create a new resource group template. This creates the basic structure for the
resource group template. You must then edit this resource group template as
needed.

* If you are using the Oracle WebLogic Server Administration Console, then you can
clone (copy) an existing resource group template. The configuration is copied from
the template to the new resource group template. You must then edit and override
values from the resource group template as needed.

For more information about resource group templates, see the following topics:
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What Is the Difference Between a Resource Group Template and a Resource
Group?

What Is in a Resource Group Template?

Resource Group Templates and Overrides

What Is the Difference Between a Resource Group Template and a
Resource Group?

One major difference between resource group templates and resource groups is that
resource group templates do not have targets. Because resource group templates are
intended to be used only as a pattern by multiple resource groups, possibly in many
partitions, any target-specific information will most likely be unique to the resource

group.

Therefore:

If you deploy applications to the resource group template, then you cannot start
the applications until the resource group template is referenced by a resource

group.
You cannot start or stop a resource group template.

What Is in a Resource Group Template?

Resource group templates are based on the Resour ceG oupTenpl at eMBean and can
include the following resources:

General (name)

Deployments

Services

— Java Database Connectivity (JDBC)

— Messaging

— Mail sessions

— Persistent stores

— Foreign Java Naming and Directory (JNDI) providers
— OSGi frameworks

— Diagnostics

Notes

Resource Group Templates and Overrides

Overriding resources lets you customize resources at the partition level.

ORACLE

You override resource settings that are derived from a resource group template as
follows:

1.
2.

Create the resource group template.

Deploy applications to the resource group template as needed.
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3. Define services in the resource group template as needed.

4. Create a partition and then create a resource group that references the resource
group template.

5. Override the values from the resource group template in the resource group.

You can override resource definitions in partitions using override configuration
MBeans, resource deployment plans, and partition-specific application deployment
plans. For more information about resource overrides, see Configuring Resource
Overrides. For information about application overrides, see Deploying Applications to
Partition Resource Groups.

Resource Group Template Example

ORACLE

Assume that you have a SaaS environment, and that you want to run an instance of a
specific business application in three different partitions. This business application
requires a pluggable database, which means you need one pluggable database per
partition because each application instance needs its own data isolated from the other
application instances.

Assume further that the configuration for the pluggable databases will be identical for
the three partitions, with the exception of the database name, user name, and
password. For these values, plan to use the values from Table 4-1.

Table 4-1 Example Pluggable Databases

PDB Name User name/Password For Use by
pdbl. exanpl e. com pdbuserl/pdbuserl Partition1
pdb2. exanpl e. com pdbuser2/pdbuser2 Partition2
pdb3. exanpl e. com pdbuser3/pdbuser3 Partition3

To configure your resource group template, follow these steps:
1. Create a resource group template.
2. Goto Services > JDBC.

3. Create a JDBC system data source. For the purpose of this example, create a
generic data source.

4. Enter the configuration values for the JDBC data source.
5. For the connection properties, use the following values:

You will override these values in the resource groups that reference this resource
group template. However, by entering initial values here you can test the database
connection.

» Enter the database name. For example, from Table 4-1 enter
pdbl.example.com.

* Enter the database user name. For example, from Table 4-1 enter pdbuser1.
» Enter the password. For example, from Table 4-1 enter pdbuserl.

6. Create your three partitions from Table 4-1, with resource groups based on the
resource group template.
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7. ForPartitionl, you do not have to override any of the JDBC data source values
because you used the correct values in the resource group template.

8. ForPartition2 and Partition3, override the database name, user name, and
password with the correct values from Table 4-1.

To do this using Oracle Enterprise Manager Fusion Middleware Control, go to
Domain Partitions > Partition > Resource Overrides, as described in WebLogic
Server Resource Overrides in Administering Oracle WebLogic Server with Fusion
Middleware Control.

Creating Resource Group Templates: Main Steps and
WLST Examples

Creating a new resource group template provides only its basic structure. After you
create a resource group template, you must configure its resources.

To create a new resource group template:
1. Go to Domain > Environment > Resource Group Templates.
2. Create a new resource group template. The name must be unique in the domain.

These tasks are described in Create resource group templates in Administering Oracle
WebLogic Server with Fusion Middleware Control.

For information about configuring resource group templates, see Configuring
Resource Group Templates: Main Steps and WLST Examples.

Creating Resource Groups: WLST Example

The example does the following:

Creates a domain patrtition.

Creates a virtual target.

Sets the host name and URI prefix for the virtual target.
Adds the virtual target as an available target in the partition.
Creates the resource group.

Adds the virtual target to the resource group.

Creates a resource group template.

Associates the resource group with the resource group template.

© ® N o a O NP

Activates the changes.

10. Starts the partition.

# Note:

If this is the first partition created in production mode, then you must
restart the Administration Server before you can start the partition.
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# Create Pep partition

edit()
startEdit()

W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:

/ base_donai n/ edit/
/ base_donai n/ edit/
/ base_donai n/ edit/
/ base_donmi n/ edit/
/ base_donai n/ edit/
/ base_donai n/ edit/
/ base_donai n/ edit/
/ base_donai n/ edit/
/ base_donmi n/ edit/
/ base_donai n/ edit/
/ base_donai n/ edit/
/ base_donai n/ edit/
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resource group, and resource group tenplate

>
>
>
>
>
>
>
>
>
>
>
>

domai n=get MBean("' /")

peppart =donai n. createPartition(' Pep')

vt=domai n. createVirtual Target (' Virtual Target-0")
vt.set Host Nanes(j array. array([String('local host')],String))
vt.setUiPrefix('/foo'")

peppart . addAvai | abl eTar get (vt)

peprg=peppart. creat eResour ceG oup(' Test RG )

peprg. addTar get (vt)

pepr gt =donai n. cr eat eResour ceG oupTenpl at e(' Test RGT" )
peprg. set Resour ceGr oupTenpl at e( peprgt)

activate()

startPartitionWit(peppart)

Configuring Resource Group Templates: Main Steps and
WLST Examples

The initial resource group template configuration is a basic skeleton that you must
configure before you can use it. The tasks may include configuring JDBC data
sources, JMS servers and resources, foreign JNDI providers, and so forth.

For detailed information about configuring resource group templates, see the following
tasks:

Configuring Resource Group Template Deployment Settings

Configuring Resource Group Template Services Settings

Configuring Resource Group Template Notes

Configuring Resource Group Template Deployment Settings

To view and define resource group template deployment settings:

1.
2.

3.

Select the resource group template that you want to configure.

You can take the following deployment actions:

*  Deploy
* Redeploy
* Undeploy

*  Fetch deployment plan

Save your changes.

These tasks are described in Configure resource group template deployments in
Administering Oracle WebLogic Server with Fusion Middleware Control.

See Deploying Applications to Resource Group Templates.

Configuring Resource Group Template Services Settings

This section includes the following tasks:

ORACLE

Configuring Resource Group Template JDBC Settings
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Configuring Resource Group Template JMS settings
Configuring Resource Group Mail Session Settings
Configuring Resource Group Persistent Store Settings
Configuring Resource Group Foreign JNDI Provider Settings

Configuring Resource Group Diagnostic System Module Settings

Configuring Resource Group Template JDBC Settings

To view configuration settings for the JDBC system resources that have been created
in this resource group template:

1.
2.

3.
4,

Select the resource group template that you want to configure.
Go to Services > JDBC.

The read-only JDBC information for a resource group includes:
e Name

* JNDI name

«  Type

e Algorithm type

*  Row prefetch enabled

*  Row prefetch size

e Stream chunk size

Create or delete the system data sources as needed.

Save your changes.

See Configuring JDBC.

Configuring Resource Group Template JMS settings

This section includes the following tasks:

Configuring JMS Server Settings
Configuring SAF Agent Settings
Configuring JMS Resource Settings
Configuring JMS Module Settings
Configuring Messaging Bridges
Configuring JMS Bridge Destinations

Configuring Path Services

Configuring JMS Server Settings

To view configuration settings for the JMS servers that have been created for this
resource group template:

1.
2.

ORACLE

Select the resource group that you want to configure.

Go to Services > Messaging > JMS Servers.
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The following read-only information is available for IMS servers already configured
in this resource group template:

*  Name

* Health

* Health reason

* Persistent store

e Temporary template name

*  Bytes maximum

¢ Messages maximum

*  Bytes threshold high

*  Bytes threshold low

* Messages threshold high
3. Create or delete JMS servers as needed.
4. Save your changes.

These tasks are described in WebLogic Server Messaging in Administering Oracle
WebL ogic Server with Fusion Middleware Control.

See Configuring Messaging.

Configuring SAF Agent Settings

To view configuration settings for the store-and-forward (SAF) agents that have been
created for this resource group template:

1. Select the resource group template that you want to configure.
2. Goto Services > Messaging > SAF Agents.

The following read-only information is available for the SAF agents configured in
this resource group template:

*  Name

* Agent type

* Persistent store
3. Create or delete SAF agents as needed.
4. Save your changes.

These tasks are described in Configure SAF Agent Settings in Administering Oracle
WebLogic Server with Fusion Middleware Control.

See Configuring Messaging.

Configuring JMS Resource Settings

ORACLE

To monitor the resource settings for a resource group template:

1. Select the resource group template that you want to configure.

2. Go to Services > Messaging > JMS Resources.
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The following read-only information is available for the JMS resources configured
in this resource group template:

3. Create or delete JMS resources as needed.

Name

Type

JMS module name
JNDI name
Subdeployment

4. Save your changes.

These tasks are described in Configure SAF Agent Settings in Administering Oracle

WebLogic Server with Fusion Middleware Control.

For information about configuring existing JMS resources, see Configuring Messaging.

Configuring JMS Module Settings

To configure the JMS modules for a resource group template:

1. Select the resource group template that you want to configure.

2. Goto Services > Messaging > JMS Modules > JMS Modules.

The following read-only information is available for the JIMS modules configured in
this resource group template:

3. Create or delete JIMS modules as needed.

Name

Queues

Topics

Connection factories
Distributed queues
Distributed topics

Foreign servers

Quotas

SAF error handlers

SAF imported destinations
SAF remote contexts
Templates

Uniform distributed queues
Uniform distributed topics

Destination keys

Type

4. Save your changes.

ORACLE
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These tasks are described in Configure JMS module settings in Administering Oracle
WebLogic Server with Fusion Middleware Control.

See Configuring Messaging.

Configuring Messaging Bridges

To configure the messaging bridge settings for a resource group template:

1. Select the resource group template that you want to configure.
2. Goto Services > Messaging > Messaging Bridges.

The following read-only information is available for the messaging bridges
configured in this resource group template:

*  Name

e Source bridge destination

e Target bridge destination
3. Create or delete messaging bridges as needed.
4. Save your changes.

These tasks are described in Configure messaging bridges in Administering Oracle
WebLogic Server with Fusion Middleware Control.

See Configuring Messaging.

Configuring JMS Bridge Destinations

To configure the JMS bridge destination settings for a resource group template:

1. Select the resource group template that you want to configure.
2. Go to Services > Messaging > Bridge Destinations.

The following read-only information is available for the JMS bridge destinations
configured in this resource group template:

*  Name

* Adapter JNDI name
3. Create or delete JMS bridge destinations as needed.
4. Save your changes.

These tasks are described in Configure JMS bridge destinations in Administering
Oracle WebLogic Server with Fusion Middleware Control.

See Configuring Messaging.

Configuring Path Services

ORACLE

To configure the path services settings for a resource group template:
1. Select the resource group template that you want to configure.
2. Go to Services > Messaging > Path Services.

The following read-only information is available for the path services configured in
this resource group template:
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*  Name

* Persistent store
3. Create or delete path services as needed.
4. Save your changes.

These tasks are described in Configure path services in Administering Oracle
WebLogic Server with Fusion Middleware Control.

See Configuring Messaging.

Configuring Resource Group Mail Session Settings

To view configuration settings for the mail sessions that have been created in this
resource group template:

1. Select the resource group template that you want to configure.
2. Goto Services > Mail.

The following read-only information is available for mail sessions configured in this
resource group template:

* Name

* JNDI name
3. Create or delete mail sessions as needed.
4. Save your changes.

These tasks are described in WebLogic Server Mail Sessions in Administering Oracle
WebLogic Server with Fusion Middleware Control.

Configuring Resource Group Persistent Store Settings

To view configuration settings for the persistent stores that have been created in this
resource group template:

1. Select the resource group template that you want to configure.
2. Go to Services > Persistent Stores.

The following read-only information is available for the persistent stores configured
in this resource group template:

*  Name

«  Type
3. Create or delete persistent stores as needed.
4. Save your changes.

These tasks are described in WebLogic Server Persistent Stores in Administering
Oracle WebLogic Server with Fusion Middleware Control.

See Configuring Messaging.

Configuring Resource Group Foreign JNDI Provider Settings

To view configuration settings for the foreign JNDI providers that have been created in
this resource group template:
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1. Select the resource group template that you want to configure.
2. Go to Services > Foreign JNDI Providers.

The following read-only information is available for the foreign JNDI providers
configured in this resource group template:

*  Name

e Initial context factory

* Provider URL

* User

e Targets
3. Create or delete foreign JNDI providers as needed.
4. Save your changes.

These tasks are described in WebLogic Server Foreign JNDI Providers in
Administering Oracle WebLogic Server with Fusion Middleware Control.

See Configuring and Programming JNDI.

Configuring Resource Group Diagnostic System Module Settings

To view configuration settings for the diagnostic system modules that have been
created in this resource group template:

1. Select the resource group template that you want to configure.
2. Goto Services > Diagnostics.

The following read-only information is available for the diagnostic system modules
configured in this resource group template:

*  Name

e Description

* Targets
3. Create or delete diagnostic system modules as needed.
4. Save your changes.

These tasks are described in WebLogic Server Diagnostics in Administering Oracle
WebLogic Server with Fusion Middleware Control.

See Monitoring and Debugging Partitions.

Configuring Resource Group Template Notes

ORACLE

To create notes for a resource group template:

1. Select the resource group that you want to configure.
2. Go to Notes.

3. Enter your notes.

4

Save your changes.
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Configuring Resource Group Template: WLST Example

The example does the following:

Creates a domain partition.

Creates a virtual target.

Sets the host name and URI prefix for the virtual target.
Adds the virtual target as an available target in the partition.
Creates the resource group.

Adds the virtual target to the resource group.

Creates a resource group template.

Deploys the application MySi npl eEj b to the resource group template.

© ® N o o p w0 NP

Associates the resource group with the resource group template.
10. Activates the changes.

11. Starts the partition.

# Note:

If this is the first partition created in production mode, then you must
restart the Administration Server before you can start the partition.

# Create Pep partition resource group, and resource group tenplate

edit()

startEdit()

w s: /base_domain/edit/ !> domai n=get MBean('/")

w s:/base_domain/edit/ !> peppart=domain.createPartition(' Pep")

w s:/base_domain/edit/ !> vt=domain.createVirtual Target (' Virtual Target-0")

w s:/base_domain/edit/ !> vt.setHostNanes(jarray.array([String('localhost')],String))
w s:/base_domain/edit/ !> vt.setUriPrefix('/foo")

w s:/base_domain/edit/ !> peppart.addAvail abl eTarget (vt)

w s:/ base_domain/edit/ !> peprg=peppart.createResourceG oup(' TestRG)

w s:/base_donmain/edit/ !> peprg.addTarget (vt)

w s:/base_domain/edit/ !> peprgt=domain. createResourceG oupTenpl ate(' Test RGT" )
w s:/base_domain/edit/ !> depl oy(appName=" MySi npl eEJB', path="c:/webservices/
M/Si mpl eEj b. jar', resourceG oupTenpl at e=' Test RGT" )

w s:/base_domain/edit/ !> peprg.setResourceG oupTenpl at e( peprgt)

W s:/base_domain/edit/ !> activate()

w s:/base_domain/edit/ !> startPartitionWit(peppart)

Deleting Resource Group Templates: Main Steps and WLST
Examples

Deleting a resource group template permanently removes it from the domain's
configuration. When you delete a resource group template, all of the applications
deployed to the resource group template are undeployed. You cannot delete a
resource group template that is being referenced by one or more resource groups.

ORACLE 4-12



Chapter 4
Deleting Resource Group Templates: Main Steps and WLST Examples

You must first remove the references to the resource group template before you can
delete it.

1.

2.
3.

Select the referencing resource groups of the resource group template that you
want to delete.

Delete the resource groups.

Delete the resource group template.

Deleting Resource Group Templates: WLST Example

The example does the following:

ORACLE
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Creates a domain partition.

Creates a virtual target.

Sets the host name and URI prefix for the virtual target.

Adds the virtual target as an available target in the partition.
Creates the resource group.

Adds the virtual target to the resource group.

Create a resource group template.

Associates the resource group with the resource group template.

Unsets the resource group template from the resource group.

. Deletes the resource group template from the domain.
. Activates the changes.

. Starts the patrtition.

< Note:

If this is the first partition created in production mode, then you must
restart the Administration Server before you can start the partition.

# Create Pep partition resource group, and resource group tenplate
edit()
startEdit()

ws:
ws:
ws:
ws:
ws:
ws:
ws:
ws:
ws:
ws:
ws:
ws:
ws:
ws:

/ base_donmi n/edit/ !> domai n=get MBean('/")

/ base_donmi n/edit/ !> peppart=domain.createPartition('Pep')

/ base_donmin/edit/ !> vt=domain.createVirtual Target (' Virtual Target-0")
/base_donmin/edit/ !> vt.setHostNanes(jarray.array([String('localhost')],String))
/base_domain/edit/ !> vt.setUriPrefix('/foo")

/ base_donmin/edit/ !> peppart.addAvail abl eTarget (vt)

/ base_donmin/edit/ !> peprg=peppart.createResourceG oup(' TestRG )

/ base_donmin/edit/ !> peprg.addTarget (vt)

/ base_donai n/edit/ !> peprgt=donai n. creat eResour ceG oupTenpl at e("' Test RGT")
[ base_donmin/edit/ !> peprg.set ResourceG oupTenpl at e( peprgt)

[ base_donmin/edit/ !> peprg.unSet (' ResourceG oupTenpl ate')

/ base_donmi n/edit/ !> domain. destroyResour ceG oupTenpl at e( peprgt)
/base_donain/edit/ !> activate()

/base_donmin/edit/ !> startPartitionWait(peppart)
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Configuring Resource Group Templates: Related Tasks and
Links

* Resource Group Templates
»  Configuring Resource Groups
*  Configuring Virtual Targets

*  Configuring Messaging
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Configuring Security

WebLogic Server MT expands upon the traditional WebLogic Server security support
in significant ways, with multiple security realms, identity domains, and administrative
roles for configuration and management when logged in directly to a partition.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter assumes that you have a working knowledge of the WebLogic Server
security concepts and tasks described in Understanding Security for Oracle WebLogic
Server.

This chapter includes the following sections:
e New Security Features in Domain Partitions

e Configuring the Administrative Identity Domain: Main Steps and WLST Example

e Configuring Security Realms and Primary Identity Domains: Main Steps and
Examples

e Setting the Identity Domain-Aware Providers Required Control: Main Steps

e Connecting Directly to Domain Partitions: Main Steps and WLST Example

e Managing Security Data as a Partition Administrator: Main Steps and Examples
e Configuring SSL in Domain Partitions

e Configuring Security in Domain Partitions: Related Tasks and Links

New Security Features in Domain Partitions

ORACLE

WebLogic Server MT provides a unique security realm and identity domain for each
domain partition, and administrative roles for configuring and managing users and
groups, credential maps, roles, and policies in the partitions.

# Note:

WebLogic Server Multitenant domain partitions are deprecated in WebLogic
Server 12.2.1.4.

e Multiple realms. WebLogic Server MT supports multiple active realms and allows
each partition to execute against a different realm.
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As before, there is only one active default realm used at the global (domain) level.

* ldentity domains. An identity domain is a logical namespace for users and groups,
typically representing a discrete set of users and groups in the physical data store.
Identity domains are used to identify the users associated with particular partitions.

* Administrative roles for configuration and management when logged in directly to
a partition. You can use Fusion Middleware Control and WebLogic Scripting Tool
(WLST) to connect directly to a domain partition instead of logging in to the
domain level.

These changes are described in the sections that follow.

Domain Partition Security Realms: Overview

As described in Security Realms in Understanding Security for Oracle WebLogic
Server, a security realm comprises mechanisms for protecting WebLogic Server
resources. Each security realm consists of a set of configured security providers,
users, groups, security roles, and security policies. You use realms to configure
authentication, authorization, role mapping, credential mapping, auditing, and other
services.

WebLogic Server traditionally supports multiple realms in a domain configuration, but
only one realm—typically referred to as the default realm or admin realm—can be
active at any given time.

In contrast, WebLogic Server MT supports multiple active realms and allows each
partition to execute against a different realm.

This means that a partition can have unique security providers, users, groups, security
roles, and security policies. Resources and applications in the domain partition are
available only to users within the domain partition's security realm. Other tenants
cannot see or access the resources or applications.

# Note:

Partitions can share a security realm, with consequent loss of independence
and isolation. In particular, if you do not specify a realm when you create a
partition, then the default realm is shared with the partition and there is no
security isolation between the partition and the domain.

You cannot use the RDBMS Authentication providers in a multitenant
environment. These providers require a data source that is defined at the
domain level and do not support partition-level data sources.

ORACLE 5-2



Chapter 5
New Security Features in Domain Partitions

Identity Domains: Overview

¢ Note:

Identity domains are an optional feature you should use only if your user
store supports them. The structure, configuration, and management of the
identity domain itself are outside the control of, and are invisible to,
WebLogic Server.

The purpose of an identity store is for a partition's users to able to access the partition,
while other partitions' users cannot.

Identity domains distinguish users associated with different partitions. You can
configure a partition with an identity domain that identifies the set of users associated
with the partition. Access policies allow those users—but not users from other identity
domains—to access the partition.

Identity domain names should be meaningful in your environment.

There is a generally a one-to-one mapping between partitions and identity domains.
However, it is possible for multiple partitions to use the same identity domain. The
result is to remove any distinction between users of those partitions, which may not be
appropriate in your environment.

Types of Identity Domains

ORACLE

There are two types of identity domains:

*  Administrative identity domain: The identity domain for the default security realm in
the domain. The purpose of the administrative identity domain is to distinguish
between global domain users and partition users. WebLogic Server system
administrators belong to this administrative identity domain.

The administrative identity domain is shown on the Oracle WebLogic Server
Administration Console Domain > Security page.

*  Primary identity domain: The primary identity domain configured for a partition.
The primary identity domain is used as the default identity domain when
authenticating partition users and for determining ownership of partition resources.

This primary identity domain is shown in the WebLogic Server Administration
Console, on the Authentication providers provider-specific pages.

The user store's representation of an identity domain can be anything supported by the
underlying technology. For example:

* You can create a separate Lightweight Directory Access Protocol (LDAP) instance
for each identity domain.

* Anidentity domain field can be added to user records in a database.

» |dentity domains are represented as distinct sub-trees in the Users and Groups
hierarchies of a single Oracle Internet Directory (OID) instance.

To enable partition administrators access to realm security data in a partition, the
system administrator must configure a management identity domain on the realm. The
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management identity domain can be the primary identity domain, the administrative
identity domain, or another identity domain supported by an authenticator in the realm.
A partition administrator with the identity domain that matches this management
identity domain can access a subset of the security MBeans and can invoke
management operations on the MBeans. Note that although the administrative identity
domain can be the management identity domain, it is not necessary because the
system administrator already has permission to manage the security realm.

Default Identity Domain Values

WebLogic Server MT creates a default administrative identity domain and a default
primary identity domain as follows:

* Administrative identity domain: WebLogic Server MT creates a default identity
domain named i dd_DOMAI Nin the default security realm. The administrative
identity domain is created when you create the first partition in a domain in
production mode.

If you create the first partition in a domain in development mode, then the default
value is nul I . (This is the only case in which null is considered a valid identity
domain.)

e Primary identity domain: WebLogic Server MT creates the default identity domain
for a partition with the name of the partition prefixed with i dd when you create the
partition.

This primary identity domain is shown on the provider-specific WebLogic Server
Administration Console page for the WebLogic Default Authenticator provider.

The default primary identity domain is a convenience feature for the Default
Authenticator with the embedded LDAP. It is intended for testing and internal
development use, not for a production environment. The embedded LDAP does
not actually use identity domains.

Administrative Roles for Configuration and Management

ORACLE

You can use Fusion Middleware Control and WLST to connect directly to a domain
partition instead of logging in at the domain level, as described in Connecting Directly
to Domain Partitions: Main Steps and WLST Example.

The configuration and management capabilities of the WebLogic Server administrative
roles in a partitioned environment are shown in Table 5-1.
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Configuring the Administrative Identity Domain: Main Steps and WLST Example

Table 5-1 Administrative Roles for Configuration and Management

Role

Logged In to Domain

Logged In to Partition

Administrator

Deployer

Operator

Monitor

Full control over domain resources,
including partition configuration and
management.

Configure the management identity
domain attribute on the Realm
MBean.

Configure resources within the
domain and patrtitions, deploy/
redeploy/undeploy/start/stop
applications within the domain and
partitions.

Start/stop servers, partitions,
resource groups.

Read-only access to domain and
partition resources.

Write access to partition-owned
MBeans.

Read-only access to own
PartitionMBean. Real mand
PartitionMBean. Primaryl denti
t yDonai n attributes.

Read-only access to own
RealmMBean and its children.

The partition administrator in the
management identity domain:

e Can invoke methods on a
subset of the security and realm
Runtime MBeans in its own
partition.

e Can invoke methods on a
subset of management
operations on the security
provider MBeans in its own
partition.

Configure resources within the
partition, deploy/redeploy/undeploy/
start/stop applications within the
partition.

Start/stop partition and resource
group.

Read-only access to partition
resources.

Configuring the Administrative Identity Domain: Main Steps
and WLST Example

If you are using the default security realm, and only the Default Authenticator is used
to store WebLogic Server system administrator credentials, then you can accept the
default i dd_DOMAI N value. However, if your chosen user store for the default realm
supports identity domains, and you have configured an identity domain for WebLogic
Server administrators, then you need to configure at least one authentication provider
in the default realm to match your administrative identity domain value.

The administrative identity domain is shown on the WebLogic Server Administration
Console Domain > Security page.

From the WebLogic Server Administration Console:

1. Select the Authentication provider in the default realm and specify an existing
administrative identity domain.

a. Inthe navigation pane, select Security Realms.

b. Select the default security realm.
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c. Select the Providers page.
d. Select the Authentication provider.
e. Select the Provider Specific page.

f. Enter the name of a valid administrative identity domain in the Identity
Domain field.

g. Save your changes.

2. Go to the Domain > Security page and change the Administrative Identity
Domain: value to the name of the administrative identity domain.

3. Save your changes.

4. Restart the Administration Server.

Configuring the Administrative Identity Domain: WLST Example

The example does the following:

Gets the domain MBean.

Gets the security configuration for the domain.

Sets the administrative identity domain for the security configuration.
Gets the default realm for the security configuration.

Looks up the default Authentication provider for the realm.

o o p W NP

Sets the identity domain for the default Authentication provider.

" Note:

You must restart the Administration Server. Setting the administrative
identity domain value is a nondynamic change and requires a server
restart.

edit()
startEdit()
wl s:/base_donain/edit/ !> domai n=get MBean('/")

W s:/base_domain/edit/ !> ADMN_IDD = "Adni n-idd"

W s:/base_domain/edit/ !> secure=domain. get SecurityConfiguration()

W s:/base_domain/edit/ !> secure.setAdm nistrativel dentityDomai n( ADM N_I DD)
W s:/base_domain/edit/ !> real m= secure. get Def aul t Real n()

w s:/base_domain/edit/ !> defAtn =

real m | ookupAut henti cationProvi der (' Def aul t Aut henticator')

W s:/base_domain/edit/ !> def Atn.set|dentityDomai n( ADM N_| DD)

Configuring Security Realms and Primary Identity Domains:
Main Steps and Examples

You are not required to create a security realm. Partitions can share a security realm,
or use the default realm. However, the best practice is to create a security realm for
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each partition. This is particularly true if you want to use identity domains to achieve
isolation between partitions.

If your user store does support identity domains, then configure the primary identity
domain and the management identity domain as described in this section.

Perform the following steps to configure security realms and identity domains in a
domain partition. Note that some of the steps require the WebLogic Server
Administration Console.

1.

Create a security realm. The name must be unique within the domain.

If you are using Fusion Middleware Control, then go to WebLogic Domain >
Security > Security Realms. The default providers are created on your behalf in
the new realm.

If you are using the WebLogic Server Administration Console, then in the
navigation pane, select Security Realms. You will probably find it most
convenient to select the option to create the default providers in the new realm.

Add partition-specific users to the security realm.

If you are using Fusion Middleware Control, go to WebLogic Domain > Security
> Users and Groups. Select the security realm that you just created and on the
Users and Groups pages, click Create to add users and groups to the realm.

If you are using the WebLogic Server Administration Console, then in the
navigation pane, select Security Realms. Select the security realm that you just
created, and then the Users and Groups page. On the Users and Groups pages,
click New to add users and groups to the realm.

Configure your providers in the security realm, as described in Manage Security
Providers in the Oracle WebLogic Server Administration Console Online Help.

Perform this step from the WebLogic Server Administration Console.

Optionally, select the Authentication provider that you just created and specify an
existing identity domain. Identity domains are an optional feature that you can use
only if your user store supports them.

Perform this step from the WebLogic Server Administration Console.

a. Select the Provider Specific page.

b. Inthe Identity Domain field, enter the name of a valid identity domain.
c. Save your changes.

When you later create a partition as described in Configuring Domain Partitions, or
if you created a partition when you created the domain using the Domain
Configuration Wizard.

a. Specify the security realm that you created.

If you use the WebLogic Server Administration Console to configure a partition
that you created using the Domain Configuration Wizard, select the security
realm in the User Realm field on the Partition > Configuration > General
page.

b. Specify the identity domain that you set for the Authentication provider.

If you use Fusion Middleware Control to create the domain partition, then
specify the primary identity domain on the Create Domain Partition: General
page. If you do not specify a value, then WebLogic Server MT creates the
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default identity domain for a partition with the name of the partition prefixed
with i dd when you create the partition.

If you use the WebLogic Server Administration Console to create the domain
partition, then WebLogic Server MT creates the default identity domain with
the name of the partition prefixed with i dd. After you create the partition, and
before you activate your changes, go to the Partition >Configuration >
General page and change the default name in the Primary Identity Domain
field to your actual identity domain name.

c. Setthe management identity domain attribute in the realm to the same value
that you used for the primary identity domain for the partition.

Perform this step from the WebLogic Server Administration Console.

Select Security Realms in the navigation pane. Select the security realm for
the partition, then select Configuration > General and click Advanced. In the
Management Identity Domain field, enter the name of the primary identity
domain configured for the partition, and click Save.

Configuring Security Realms and Primary Identity Domains: WLST

Example

ORACLE

The example does the following:
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11.
12.
13.
14.
15.
16.
17.
18.
19.

Gets the domain MBean.

Gets the security configuration for the domain.

Sets the administrative identity domain for the security configuration.
Gets the default realm for the security configuration.

Looks up the default Authentication provider for the realm.

Sets the identity domain for the default Authentication provider.
Creates a new realm for the partition.

Creates the required security providers for the new realm.

Creates a domain partition.

. Creates a virtual target.

Sets the host name and URI prefix for the virtual target.
Adds the virtual target as an available target in the partition.
Sets the security realm for the partition.

Sets the primary identity domain for the partition.

Sets the management identity domain for the partition.
Creates the resource group.

Adds the virtual target to the resource group.

Activates the changes.

Starts the partition.
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# Note:

You must restart the Administration Server before you can start the partition.
Setting the administrative identity domain value is a nondynamic change and
requires a server restart.

edit()
startEdit()
w s:/base_donain/edit/ !> domai n=get MBean('/")

W s:/base_domain/edit/ !> ADMN_IDD = "Adnin-idd"

W s:/base_domain/edit/ !> secure=domain. get SecurityConfiguration()

W s:/base_domain/edit/ !> secure.setAdmnistrativel dentityDomai n( ADM N_I DD)
W s:/base_domain/edit/ !> real m= secure. get Def aul t Real n()

w s:/base_domain/edit/ !> defAtn =

real m | ookupAut henti cati onProvi der (' Def aul t Aut henticator')

W s:/base_domain/edit/ !> def Atn.setldentityDomai n( ADM N_| DD)

W s:/base_domain/edit/ !> partreal mrsecure. createReal n{' partreal n)

wl s:/base_domain/edit/ !>

partreal mcreateAut henticationProvider("Defaul t Authenticator”, "webl ogic. security. prov
i ders. aut hentication. Defaul t Aut henticator")

w s:/base_domain/edit/ !> defAtnP =

partreal m|ookupAut henticationProvider (' Defaul t Authenticator')

W s:/base_domain/edit/ !> def AtnP.setldentityDomain(' partiD)

wl s:/base_domain/edit/ !>

partreal mcreateAut henticationProvider("Defaul tldentityAsserter", "weblogic.security.p
roviders. authentication. Defaul tldentityAsserter")

wl s:/base_domain/edit/ !>

partreal mcreateAut hori zer (" XACMLAut hori zer", "webl ogi c. security. providers. xacm . aut ho
rization. XACMLAut hori zer")

w s:/base_domain/edit/ !>

partreal mcreat eRol eMapper (" XACMLRol eMapper ", "webl ogi c. security. provi ders. xacn . aut ho
rization. XACMLRol eMapper")

w s:/base_domain/edit/ !>

partreal mcreat eAdj udi cat or (" Def aul t Adj udi cat or", "webl ogi c. security. providers. aut hori
zation. Def aul t Adj udi cator")

wl s:/base_domain/edit/ !>

partreal mcreateCredential Mapper ("Defaul t Credenti al Mapper", "webl ogi c. security. provide
rs.credential s. Defaul t Credenti al Mapper")

w s:/base_domain/edit/ !> cert =

partreal mcreateCertPat hProvi der ("\WebLogi cCert Pat hProvi der", "webl ogi c. security. provid
ers. pk. WebLogi cCert Pat hProvi der")

W s:/base_domain/edit/ !> partreal msetCertPathBuil der(cert)

W s:/base_domain/edit/ !> partreal mset Managenent | dentityDomain(' partlD )

W s:/base_domain/edit/ !> pv =

partreal mcreat ePasswor dVal i dat or (' Syst enPasswordVal i dator',' com bea. security. provide
rs.authentication. passwordval i dator. Syst enPasswor dVal i dat or"')

W s:/base_domain/edit/ !> pv.setM nPasswordLengt h(8)

W s:/base_domain/edit/ !> pv.set M nNunericO Speci al Characters(1)

wl s:/base_domain/edit/ !> peppart=domain.createPartition('Pep')
W s:/base_domain/edit/ !> vt=domain.createVirtual Target (' TestVT")
W s:/base_domain/edit/ !> vt.setHostNanmes(jarray.array([String('somehost')], String))
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wls:/base_dommin/edit/ !> vt.setUriPrefix('/foo")

w s:/base_donmin/edit/ !> peppart.addAvail abl eTarget (vt)

wl s:/base_donmin/edit/ !> peppart.setReal m(partreal m

w s:/base_domain/edit/ !> peppart.setPrimaryldentityDomain(' partiD)
wl s:/base_donmin/edit/ !> peprg=peppart.createResourceG oup(' TestRG )
w s:/base_donmin/edit/ !> peprg.addTarget (vt)

wl s:/base_donmain/edit/ !> activate()

wl s:/base_donmin/edit/ !> startPartitionWait(peppart)

Configuring Security Realms and Primary Identity Domains: REST

Example

For an example of creating domain partitions from Representational State Transfer
(REST), see Creating Partitions in Administering Oracle WebLogic Server with
RESTful Management Services.

This example demonstrates how to create a partition, including:

e A new security realm for the partition, including security providers, the primary
identity domain, and the management identity domain.

e Avirtual target for the cluster, on which the applications will run.

e Avirtual target for the Administration Server, so that the Deployer role can create
system resources and deploy applications.

e Aresource group for each virtual target.
e Partition users in the Administrator, Deployer, Monitor, and Operator roles.

For an example that demonstrates how to set the management identity domain on a
partition, see Managing Users and Groups as a Partition Administrator: REST
Example

Setting the Identity Domain-Aware Providers Required
Control: Main Steps

ORACLE

The WebLogic Server role mapping, authorization, credential mapping, and audit
security providers must be identity-domain-aware to function correctly in an
environment where identity domains are configured.

For example, an authorization provider that does not understand identity domains
cannot correctly distinguish between two users with the same name but different
identity domains, and therefore cannot make valid authorization decisions.

The standard WebLogic Server security providers are identity-domain-aware.
However, deprecated providers, such as Default Role Mapper and Default Authorizer,
are not identity-domain-aware.

If you have configured identity domains in your user store, you can force the use of
identity-domain-aware providers by setting the Identity Domain Aware Providers
Required control. Setting this control specifies that only role mapping, authorization,
credential mapping, and audit providers that support identity domains are used, even if
no identity domains are configured.

From the WebLogic Server Administration Console:

1. Go to the Domain > Security page.
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2. Select the Identity Domain Aware Providers Required check box.

3. Save your changes.

Connecting Directly to Domain Partitions: Main Steps and
WLST Example

Instead of logging in to the domain level, you can connect directly to a domain partition
using both Fusion Middleware Control and WLST. When you do this, the user name
that you specify is validated against the security realm and the management identity
domain for that partition.

To login to a partition in Fusion Middleware Control:
1. Enter the URL in your Web browser. For example:
http://host 1. exanpl e. com 7001/ em
2. Enter the partition user name and password and click Login to Partition.
3. Enter the name of the partition in the Partition Name field and click Sign in.

See Table 5-1 for the configuration and management capabilities of the WebLogic
Server administrative roles when logged directly in to a partition.

Connecting Directly to Domain Partitions: WLST Example

ORACLE

You can use WLST to connect directly to a domain partition instead of logging in to the
domain level. When you do this:

e The user name you specify is validated against the security realm for that partition.

See Table 6-1 for the configuration and management capabilities of the WebLogic
administrative roles when logged directly in to a partition.

e The initial view of the MBean hierarchy is partition-specific.

The WLST syntax is as follows. Note that only t 3 connections are supported.

The initial view of the MBean hierarchy is partition-specific.

Using the Partition Name

ws:/of fline> connect (' usernane',' password',"t3://systemport/partitions/partition-
nane")

For example:

ws:/of fline> connect (' weblogic',"' password',"t3://sonehost: 7001/ partitions/
Partition-0")

Connecting to t3://somehost: 7001/ partitions/Partition-0 with userid

webl ogic ...

Successful |y connected to partition "Partition-0".
wl s: / base_donai n/ server Confi g/ Partitions/Partition-0>

Using a Virtual Target

Specify a URL that matches a configured virtual target for the partition. For example, if
you have a virtual target without a host name and a uri Prefi x of / f 0o, then you can
connect as follows:
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connect (' webl ogic', ' password', "t 3://sonehost: 7001/ f 00")

MBean Hierarchy Is Partition-Specific

The MBean hierarchy after connecting is partition-specific:

w s: / base_domai n/ server Config/Partitions/Partition-0>1s()

dr--  Avail abl eTargets

dr--  CoherencePartitionCacheConfigs
dr--  DataSour ceFor JobSchedul er

dr--  DataSourcePartition

dr--  Defaul t Targets

dr--  JDBCSyst enmResour ceOverri des
dr--  JMSSyst enResour ceOverri des
dr--  JTAPartition

dr--  Mail SessionOverrides

dr--  ManagedExecut or Servi ceTenpl at es

dr--  ManagedSchedul edExecut or Servi ceTenpl at es
dr--  ManagedThr eadFact oryTenpl at es

dr--  PartitionLog

dr--  PartitionWrkManager

dr--  PartitionWrkManager Ref

dr--  ResourceG oups

dr-- Resour ceManager

dr--  ResourceManager Ref

dr--  Sel f Tuni ng
dr--  SystenFil eSystem
dr--  \WebService

-r--  BatchJobsExecut or Servi ceName
-r--  DataSour ceFor JobSchedul er
-r--  Gaceful Shut downTi meout

-r-- I gnoreSessi onsDuri ngShut down
-r--  JobSchedul er Tabl eName

-r-- MaxConcur r ent LongRunni ngRequest s
-r-- MaxConcurrent NewThr eads

-r-- Narme

-r--  Parall el Depl oyAppl i cati onMbdul es
-r--  Parall el Depl oyAppl i cations
-r--  PartitionlD

f28ca3al

-r--  PartitionLifeCycleTi neout Val
-r--  PartitionWrkManager

-r--  PartitionWrkManager Ref

-r--  PrimaryldentityDomain

-r--  RCMHistorical DataBufferLimt
-r--  ResourceDepl oyment Pl anPat h
-r-- Resour ceManager

-r-- Resour ceManager Ref

-r--  StartupTi meout

-r-- Type

-r--  Upl oadDi r ect or yName

nul |

nul |

0

fal se

VEBLOG C_TI MERS
50

50

Partition-0

fal se

true

085h48c2- 6d70- 434e- 8200- f 4eb

120

nul |

nul |
idd_Partition-0
250

nul |

nul |

nul |

0

Partition
C\Oacl e\ M ddl eware\ Oracl e_

Home\ user _proj ect s\ domai ns\ base_domai n/ partitions/Partition-0/system servers\Adm

i nServer\ upl oad\
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Managing Security Data as a Partition Administrator: Main
Steps and Examples

When logged in or connected to a partition as a member of the management identity
domain, the partition administrator can manage the security realm data associated
with the partition, such as managing users and groups, credential maps, roles, and
policies. A partition administrator cannot change the configuration of the realm.

ORACLE

" Note:

To enable security management capabilities for the partition administrator,
the system administrator must set the management identity domain attribute
on the realm to be the same as the primary identity domain. See Configuring
Security Realms and Primary Identity Domains: Main Steps and Examples.

In Fusion Middleware Control, partition administrators can manage users and groups.
To invoke additional security management operations on the supported MBeans, they
can use WLST, REST APIs, or IMX.

An overview of the process is as follows:

1.

The system administrator configures a management identity domain on the realm.
A partition administrator with the identity domain that matches this management
IDD can invoke on the Security Runtime MBeans operations that control realm
behavior. For example:

The system administrator configures the administrative identity domain on the
Security Configuration MBean with the value i dd- DOVAI N.

The system administrator configures partition Partitionl in the domain. The
primary identity domain configured on the Partition MBean has the value i dd-
Partitionl. Users that authenticate to Partiti onl are part of the i dd-
Partitionl identity domain.

The system administrator configures a Partitionl realm in the domain and
configures the management identity domain on the Realm MBean using the
value i dd-Partitionl.

The system administrator creates the partition administration user and assigns
it to the Administrators group.

Users with identity domain i dd- DOVAI N (such as system administrators) and
users with identity domain i dd- Partitionl (such as partition administrators)
can access the security management operations on the Realm MBean and
security provider MBeans contained by the realm.

The partition administrator can manage users and groups using Fusion
Middleware Control.

The partition administrator can navigate to the realm via the Partition MBean
Realm attribute.

The partition administrator can navigate to the security providers from the Realm
MBean provider-related attributes.
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5. The partition administrator can invoke on a subset of the methods in the security
provider MBeans. For a list of the MBean mixin interfaces for security providers
available to the partition administrator, see Table 6-3 in Security MBeans in
Developing Custom Management Utilities Using JMX for Oracle WebLogic Server.

In a shared realm scenario with multiple partitions referring to one realm, the system
administrator configures a management identity domain that matches the primary
identity domain of one of the partitions. In this case, by default, only the users from the
partition that matches can access the security management operations. The system
administrator can also configure a separate authenticator that supports the
management identity domain specifically and, in this case, users from all partitions that
authenticate and specify the management identity domain can access the security
management operations.

Table 5-2 lists the security management packages on which the partition administrator
can invoke MBean operations when connected to the partition.

Table 5-2 Security Packages Accessible by a Partition Administrator

Package

Description

weblogic.management.security Provides interfaces and classes for the control and monitoring

of security providers in a WebLogic security realm.

weblogic.management.security.audit Provides interfaces and classes for the control and monitoring

of Audit security providers in a WebLogic security realm.

weblogic.management.security.authentication Provides interfaces and classes for the control and monitoring

of Authentication security providers in a WebLogic security
realm.

weblogic.management.security.authorization Provides interfaces and classes for the control and monitoring

of Authorization, Adjudication, and Role Mapping security
providers in a WebLogic security realm.

weblogic.management.security.credentials Provides interfaces and classes for the control and monitoring

of Credential Mapping security providers in a WebLogic
security realm.

weblogic.management.security.pk Provides interfaces and classes for the control and monitoring

of certification path security providers in a WebLogic security
realm.

weblogic.management.utils Provides interfaces and classes for the listing of data returned

from security providers in a WebLogic security realm.

For details about how to manage the security realm using JMX, see Managing
Security Realms with IMX in Developing Custom Management Utilities Using JMX for
Oracle WebLogic Server.

Managing Users and Groups as a Partition Administrator: Fusion
Middleware Control Example

ORACLE

To manage users and groups using Fusion Middleware Control:

1. Log into the partition as the partition administrator. Note that the partition
administrator must be in the management identity domain set on the partition
realm.

2. From the Domain Partition menu, select Security, then Users and Groups.
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To create or monitor users, click the Users tab (if it is not already selected).

* To create a new user, click Create. In the Create a User page, enter the user
name, description, provider, and password, then click Create.

* To edit the settings for an existing user, select the user name in the table. In
the Settings for User page, edit the General Settings, Password, Attributes,
and Groups as desired, then click Save.

To create or monitor groups, click the Groups tab.

* To create a new group, click Create. In the Create a Group page, enter the
name, description, and provider for the group and click Create.

* To edit the settings for an existing group, select the group name in the table. In
the Settings for Group page, edit the General Settings and Membership for the
group as desired, then click Save.

Creating a New User as a Partition Administrator: WLST Example

The following example demonstrates how to log into the partition Partiti onl as the
partition administrator, connect to the realm partition and authentication provider
PartitionlReal mlauth_provider2), list the available operations, and add a new user
to the realm.

ORACLE

1.

Connect to the partition as the partition administrator PLAdnm n as described in
Connecting Directly to Domain Partitions: Main Steps and WLST Example.

For example:

ws:/of fline> connect("P1Admin®, "password®,"t3://somehost:7001/partitions/
Partitionl®)

Connecting to t3://somehost: 7001/ partitions/Partitionl with userid PlAdmin ...
Successfully connected to partition "Partitionl".

Navigate to the authentication provider in the partition realm.
For example:

wl s: / base_donmi n/ server Config/Partitions/Partitionl> cd (“Realm/PartitionlRealm')
w s: / base_donai n/ server Config/Partitions/Partitionl/Realn PartitionlReal n»
cd(""AuthenticationProviders/auth_provider2'™)

List the available operations on the MBeans.
For example:

wl s: / base_donmi n/ server Confi g/ Partitions/Partitionl/RealmPartitionlReal nf
Aut henti cati onProvi ders/aut h_provi der2> Is("0")

-r-x  addMenber ToG oup Void :
String(groupNane), String(nmenber User Or G oupNane)

-r-x advance Void : String(cursor)
-r-x  changeUser Password Void :

String(userName), String(ol dPassword), String(newPasswor d)

-r-x close Void : String(cursor)
-r-x createGoup Void :
String(groupNane), String(description)

-r-x  createUser Void :
String(userName), String(password), String(description)

-r-x exportData Void :
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String(format), String(filename),java.util.Properties

-r-x  getCurrent Nane String : String(cursor)
-r-x getGoupDescription String : String(groupNane)
-r-x  get SupportedUserAttributeType

j avax. managenent . opennbean. OpenType : String(userAttribut eNane)

-r-x getUserAttributeVal ue vj ect :

String(userNane), String(userAttributeNane)

-r-x  getUserDescription String : String(userName)
-r-Xx  groupExists Bool ean : String(groupNane)
-r-x  haveCurrent Bool ean : String(cursor)
-r-x inportData Void :
String(format), String(filenane),java.util.Properties

-r-x  isMenber Bool ean :

String(parent GroupNane), String(nmenber User O G oupNane) , Bool ean(recursi ve)

-r-x isUserAttribut eNameSupported Bool ean :
String(userAttributeNane)

-r-x listAllUserslnGoup String[] :
String(groupNane), String(userNameW | dcard), I nt eger ( maxi nunifoRet ur n)

-r-x  |istGoupMenbers String :
String(groupNane), String(nmenber User Or G oupNameW | dcard), | nt eger ( maxi nunifoRet ur n)
-r-x listGoups String :
String(groupNaneW | dcard), | nt eger ( maxi nunifoRet ur n)

-r-x  |istMnberGoups String :

String(nember User Or G oupNane)

-r-x  listUsers String :
String(userNameW | dcard), | nt eger (maxi nunifoRet ur n)

-r-x  renoveG oup Void : String(groupNane)
-r-x  renoveMenber FronGr oup Void :

String(groupNane), String(menber User Or G oupNane)

-r-x  renoveUser Void : String(userNane)
-r-x  resetUserPassword Void :

String(userName), String(newPasswor d)

-r-x  setGoupDescription Void :

String(groupNane), String(description)

-r-x  setUserAttributeVal ue Void :

String(userName), String(userAttributeNane), Obj ect (newval ue)

-r-x  setUserDescription Void :

String(userNane), String(description)

-r-x userExists Bool ean : String(userNane)

Add a new user in the realm.
For example:

wl s: / base_donai n/ server Confi g/ Partitions/Partitionl/RealmPartitionlReal nf
Aut henti cati onProvi der s/ aut h_provi der 2>
cmo.createUser(“'myuser2","mypassword2","A user in the Partitionl default
authenticator™)

Verify that the new user was created successfully.
For example:

w s: / base_donai n/ server Confi g/ Partitions/Partitionl/RealmPartitionlReal nf
Aut henti cati onProvi der s/ aut h_provi der 2>
if cmo.userExists("myuser2*):

print "User myuser2 added"

User myuser2 added
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Managing Users and Groups as a Partition Administrator: REST

Example

For an example of managing security data as a partition administrator in a partition
from Representational State Transfer (REST), see Configuring Users in Administering
Oracle WebLogic Server with RESTful Management Services.

This example demonstrates how the partition administrator creates deployer, operator,
and monitor users for the partition and assigns them to their respective groups.

Configuring SSL in Domain Partitions

Secure Sockets Layer (SSL) configuration is not partition-specific. All partitions use the
standard WebLogic Server SSL configuration.See Configuring SSL in Administering
Security for Oracle WebLogic Server.

However, note the following important differences:

If you configure an explicit or offset port for the virtual target as described in
Configuring Virtual Targets, then SSL is not supported for that virtual target.

This means that clients (for example, Remote Method Invocation (RMI) clients)
cannot communicate directly over SSL to a partition that uses port-based routing.

CertPath providers configured in nondefault security realms, such as security
realms associated with one or more partitions, are not run as part of the extra SSL
validation. Only the default security realm's CertPath provider is run.

SSL is not supported in multitenant environments for older WebLogic Server
clients. WebLogic Server clients prior to 12.2.x (that is, 10.3.6 and 12.1.x), are not
multitenant aware. Therefore, to connect an older client to a multitenant partition,
you must define an explicit port number on the virtual target for the partition as
described in Using Partition Channels with Virtual Targets. SSL is not supported
for explicit or offset ports on virtual targets.

Configuring Security in Domain Partitions: Related Tasks

and Links

ORACLE

Manage Security Providers in the Oracle WebLogic Server Administration Console
Online Help

Create Users in the Oracle WebLogic Server Administration Console Online Help

Configuring SSL in Administering Security for Oracle WebLogic Server
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Configuring Oracle Traffic Director

In a typical deployment scenario, Oracle Traffic Director distributes incoming client
requests to Oracle WebLogic Server. In a WebLogic Server MT environment, Oracle
Traffic Director distributes incoming client requests to WebLogic Server MT partitions
by coordinating its configuration with WebLogic Server MT partition management,
automatically and without any explicit user action.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

»  Configuring Oracle Traffic Director: Overview
»  Configuring Oracle Traffic Director: Main Steps
*  Oracle Traffic Director: Troubleshooting

»  Configuring Oracle Traffic Director: Related Information

Configuring Oracle Traffic Director: Overview

To employ Oracle Traffic Director multitenant support, you must perform an initial, one-
time Oracle Traffic Director configuration.

Consider the following deployment topologies:

e Oracle WebLogic Server MT and Oracle Traffic Director in separate domains

In this topology, Oracle Traffic Director resides in a separate domain from the
WebLogic Server MT domains. These domains can be on different hosts. The
Oracle Traffic Director instance that exists in its domain distributes the client
requests to multiple WebLogic Server MT domains that exist on different hosts.
Even though Oracle Traffic Director is in a separate domain, it must be collocated
with WebLogic Server for its management. See Setting up an Administration
Domain in Administering Oracle Traffic Director.

* Oracle WebLogic Server MT and Oracle Traffic Director in a single domain

In this topology, Oracle Traffic Director is in the same domain as the WebLogic
Server MT domain. The Oracle Traffic Director instance exists in the same
WebLogic Server MT domain and distributes the client requests to it. In this
topology also, Oracle Traffic Director must be collocated with WebLogic Server MT
for its management. See Setting up an Administration Domain in Administering
Oracle Traffic Director.
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In summary, you must:

» Install Oracle Traffic Director, collocated with WebLogic Server MT, and create an
Oracle Traffic Director domain. See Creating the Domain for Oracle Traffic
Director.

» Perform a one-time, initial Oracle Traffic Director configuration to enable Oracle
Traffic Director multitenancy features. This includes creating an Oracle Traffic
Director MT configuration and instance, and registering the Oracle Traffic Director
runtime with the lifecycle manager (LCM). See Creating an Oracle Traffic Director
MT Configuration and Instance and Registering the Oracle Traffic Director
Runtime.

* Use the registered Oracle Traffic Director runtime when creating a load balancer
configuration for WebLogic Server MT partitions during partition creation. Upon
completion, the LCM coordinates the orchestration with Oracle Traffic Director
appropriately, as described in Lifecycle Management.

Oracle Traffic Director Partitions

Monitoring

Logging

ORACLE

When you create a WebLogic Server MT partition using Fusion Middleware Control, a
corresponding Oracle Traffic Director partition is created for you. The Oracle Traffic
Director partition is simply a grouping with the same name as the partition and the
resource group. Fusion Middleware Control provides a summary table with the list of
Oracle Traffic Director partitions to identify the Oracle Traffic Director artifacts that are
mapped to partitions and resource groups. You can also list the Oracle Traffic Director
partitions using WLST. See otd |istPartitions andotd_|istResourceG oups in
WebLogic Scripting Tool Command Reference for Oracle Traffic Director.

Oracle Traffic Director artifacts map to WebLogic Server MT artifacts as follows:

e Each cluster maps to an origin-server pool.

e The host names of a virtual target that is associated with the partitions and/or
resource groups map to a virtual server.

e The URI-prefix of the virtual target maps to a route within the virtual server
corresponding to the host name of the virtual target.

For descriptions of Oracle Traffic Director artifacts, see Oracle Traffic Director
Terminology in Administering Oracle Traffic Director.

Metrics are gathered for each partition. A system administrator can access the
partition metrics using either Fusion Middleware Control or WLST. See Methods for
Monitoring Oracle Traffic Director Instances in Administering Oracle Traffic Director.

Oracle Traffic Director has a separate access log for each partition. The access log file
name for the partition is the same as the partition name itself.

You can view and manage logs using Fusion Middleware Control and WLST. See
Viewing Logs Using Fusion Middleware Control and Viewing Logs Using WLST in
Administering Oracle Traffic Director.
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Configuring Oracle Traffic Director: Main Steps

To configure Oracle Traffic Director in a WebLogic Server MT environment, you must
create an Oracle Traffic Director domain, an Oracle Traffic Director MT configuration
and instance, and then register the Oracle Traffic Director runtime with the lifecycle
manager (LCM).

Creating the Domain for Oracle Traffic Director
Creating an Oracle Traffic Director MT Configuration and Instance

Registering the Oracle Traffic Director Runtime

Creating the Domain for Oracle Traffic Director

To create an Oracle Traffic Director MT configuration and instance, you must first
create a WebLogic Server MT domain and extend it for Oracle Traffic Director using
the restricted Oracle Java Required Files (JRF) template. Then, using either WLST or
Fusion Middleware Control, you can create Oracle Traffic Director configurations and
instances.

ORACLE

Create an Oracle WebLogic Server MT domain as follows:

In large enterprise deployments, where a single Oracle Traffic Director instance
distributes client requests to multiple Oracle WebLogic Server MT domains, you
will want to create separate domains for Oracle WebLogic Server MT and Oracle
Traffic Director.

For example, using two machines (nl and n?), if you want to have an Oracle
Traffic Director domain on nll and WebLogic Server MT domain on ng2:

Create the Oracle Traffic Director domain on ni as follows:
1. Install WebLogic Server MT with JRF in $ORACLE_HOME.
2. Install Oracle Traffic Director in the same $ORACLE_HOME.
3. Call the Configuration Wizard.
4

Select the Oracle Traffic Director - Restricted JRF template for Oracle
Traffic Director and proceed with the domain creation.

With these steps you create a WebLogic Server MT domain and extend it for
Oracle Traffic Director, so that you can proceed with Oracle Traffic Director
configurations and instances creation. Note that even in the Oracle Traffic Director
domain, WebLogic Server MT with JRF must be installed and the WebLogic
Server MT domain must be created and extended for Oracle Traffic Director.

To create the WebLogic Server MT domain on n:

1. Install WebLogic Server MT in $ORACLE_HOME (there is no need for WebLogic
Server MT with JRF).

2. Call the Configuration Wizard.
3. Create a basic WebLogic Server MT domain.

In a collocated domain, you install Oracle Traffic Director into the same
ORACLE_HOME where you have installed WebLogic Server MT.
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For example, if you want to have both Oracle Traffic Director and WebLogic
Server MT in a single domain on machine m:

1.

2
3.
a

Install WebLogic Server MT with JRF in $ORACLE_HOME.
Install Oracle Traffic Director in the same $ORACLE_HOVME.
Call the Configuration Wizard.

Select the Oracle Traffic Director - Restricted JRF template for Oracle
Traffic Director and proceed with the domain creation.

In this deployment scenario, both WebLogic Server MT and Oracle Traffic Director
are in the same domain and Oracle Traffic Director manages the WebLogic Server
MT partitions that are created within this domain.

When using the Configuration Wizard to create the domain, you must select to
create a new domain, and in the Templates dialog, you must select the Oracle
Traffic Director - 12.2.1 Restricted JRF template.

For detailed steps to install and configuration the domain, see Oracle Traffic
Director Installation Guide.

Creating an Oracle Traffic Director MT Configuration and Instance

After creating the Oracle Traffic Director domain (actually, a WebLogic Server MT
domain that is extended for Oracle Traffic Director), you must create a bootstrap
Oracle Traffic Director configuration using Fusion Middleware Control or WLST.

Using Fusion Middleware Control to Create the Configuration and Instance

For more information about creating an Oracle Traffic Director MT configuration and
instance using Fusion Middleware Control, see Creating a Configuration Using Fusion
Middleware Control and Creating Oracle Traffic Director Instances Using Fusion
Middleware Control in Administering Oracle Traffic Director.

Using WLST to Create the Configuration and Instance

For more information about creating an Oracle Traffic Director MT configuration and
instance using WLST, see Creating a Configuration Using WLST and Creating an
Oracle Traffic Director Instance Using WLST in Administering Oracle Traffic Director.

Registering the Oracle Traffic Director Runtime

Using Fusion Middleware Control, register the Oracle Traffic Director runtime to enable
the lifecycle events or operations.

# Note:

The Oracle Traffic Director runtime must be registered in the WebLogic
Server MT domain. Using Fusion Middleware Control, log in to the WebLogic
Server MT domain before registering the Oracle Traffic Director runtime.

1. From the WebLogic Domain menu, select Environment > OTD Runtimes.

ORACLE

6-4



2.

Chapter 6
Oracle Traffic Director: Troubleshooting

Click Register Runtime.

Specify a name for the new Oracle Traffic Director runtime and provide information
(host, port and credentials) on where this runtime is located. You can specify any
Oracle Traffic Director runtime name, but you must select the same runtime name
when creating a load balancer configuration for the WebLogic Server MT partition
during partition creation.

You also need to provide the name of an existing Oracle Traffic Director
configuration that will be used for MT. For example, if you wanted to use the
configuration that you created in Using Fusion Middleware Control to Create the
Configuration and Instance, then you must specify the same name that you
specified during the Oracle Traffic Director configuration creation.

# Note:

In the Register Runtime dialog, you must specify the Admin Server host and
port details of the Oracle Traffic Director domain and the (Oracle Traffic
Director domain) Administration Server credentials.

Oracle Traffic Director: Troubleshooting

WebLogic Server provides general debugging tips, frequently asked questions, and
corrective actions you can take if the WebLogic Server MT and Oracle Traffic Director
components become unsynchronized.

Before associating Oracle Traffic Director with a WebLogic Server MT patrtition, verify
the following:

The WebLogic Server MT Administration Server and Node Manager are up and
running in an Oracle Traffic Director domain.

The WebLogic Server MT Administration Server is able to reach the Node
Manager without any issues.

You have created an Oracle Traffic Director configuration and the corresponding
instance to be used for MT. See Creating an Oracle Traffic Director MT
Configuration and Instance.

You have registered the correct Oracle Traffic Director runtime with the lifecycle
manager (LCM). See Registering the Oracle Traffic Director Runtime.

Frequently Asked Questions

The following responses address frequently asked questions and issues. These FAQs
are relevant to configuring Oracle Traffic Director for MT and partition management
using LCM with Oracle Traffic Director.

ORACLE

Can | use an existing Oracle Traffic Director configuration for MT?

Yes. However, the existing configuration name must be specified while registering
the Oracle Traffic Director runtime with the LCM, using the runtime property called
confi guration. If it is not specified, then the name defaults to nt .

How do | check whether Oracle Traffic Director is successfully associated with a
WebLogic Server MT partition?
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If the association is successful, then Oracle Traffic Director artifacts such as virtual
server, route and such, are created for the WebLogic Server MT partition in Oracle
Traffic Director.

Callotd_listPartitionsandotd_|istResourceG oups WLST commands in the
Oracle Traffic Director domain to verify a successful association.

Is it necessary to create an Oracle Traffic Director partition explicitly if | use the
low-level Representational State Transfer (REST) APIs?

Yes. Fusion Middleware Control implicitly creates the Oracle Traffic Director
partition, but the low-level REST APIs do not.

The Oracle Traffic Director partition name must be the same as the WebLogic
Server MT partition name.

Note that the Oracle Traffic Director partition is not a functional artifact. It is used
only to logically group all the Oracle Traffic Director artifacts that serve requests to
a WebLogic Server MT patrtition.

How can | determine whether Oracle Traffic Director is notified by the LCM?

The Oracle Traffic Director plug-in will log debug information if it is notified by the
LCM. A sample log message:

<[com oracl e. webl ogi c. lifecycle.plugin.otd. OTDUtil:|og] OTDLifeyclePlugin :
Associating OTD with the W.S M partition>

How do | enable debugging for the Oracle Traffic Director plug-in?
Set the WebLogic Server MT Administration Server domain log level to Debug.

— In the Oracle WebLogic Server Administration Console, select Environment >
Servers > Logging > Advanced and set the required severity levels
(Minimum severity to log, Log file severity level, and such) to Debug.

— Using WLST: cd(" / Servers/ Adm nServer/Log/ Adm nServer') and set the
required severity levels to Debug (cno. set Logger Severity(' Debug')).

| have changed the host name and URI-prefix value of a virtual target that a
WebLogic Server MT partition is targeted to but Oracle Traffic Director did not get
updated. Why?

The host name and URI-prefix of a virtual target are nondynamic attributes which
require a partition restart to be effective. Restart the WebLogic Server MT partition
to update Oracle Traffic Director.

| have added a new resource group to the existing WebLogic Server MT partition
but Oracle Traffic Director did not get updated. Why?

This is a known issue. See Oracle Traffic Director Is Not Being Updated with
Resource Group Changes in Release Notes for Oracle WebLogic Server.

How can | synchronize WebLogic Server MT and Oracle Traffic Director if they
become unsynchronized?

Call the sync LCM REST API.

curl -v\

--user $W.S DOVAI N ADM N_USERNAME: $W.S_DOVAI N_ADM N_PASSWORD \

-H X-Requested-By: MyClient \

-H Accept:application/json \

-H Content - Type: appl i cation/json \

-X POST http://$WS DOVAIN ADM N_HOSTNAME: $W.S DOVAI N_ADM N_PORT/ managenent /
l'ifecyclel/latest/environments/ $ENVI RONVENT_NAVE/ sync
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Note that you must replace the $ tokens appropriately.

What if the sync REST API does not synchronize WebLogic Server MT and Oracle
Traffic Director?

Dissociate and then reassociate the WebLogic Server MT partition with Oracle
Traffic Director.

Using the REST APIs:
To dissociate:

curl -v\

--user $W.S DOMAI N ADM N_USERNAVE: $W.S_DOVAI N ADM N_PASSWORD \

-H X-Request ed-By: MyClient \

-H Accept:application/json \

-H Content-Type: application/json \

-d '{ "partitionlNane": "$WSPartition_Nanme", "partitionlRuntimeNane" :
"$W.S_RUNTI ME_NAME', "partition2Nane": "$OTDPartition_Nange",
"partition2RuntimeNane": "$OTD _RUNTI ME_NAME"', "properties" :[]}' \

-X POST http://$W.S_DOVAI N ADM N_HOSTNAME: $W.S_DOVAI N_ADM N_PORT/ management /
I'ifecyclellatest/environnments/ $ENVI RONVENT_NAME/ di ssoci at ePartitions

To associate:

curl -v\

--user $W.S DOMAI N ADM N_USERNAVE: $W.S_DOVAI N ADM N_PASSWORD \

-H X-Request ed-By: MyClient \

-H Accept:application/json \

-H Content-Type: application/json \

-d '{ "partitionlNane": "$WSPartition_Nanme", "partitionlRuntimeNane" :
"$W.S_RUNTI ME_NAME', "partition2Nane": "$OTDPartition_Nange",
"partition2RuntimeNane": "$OTD _RUNTI ME_NAME', "properties" :[]}' \

-X POST http://$WS_DOVAI N ADM N_HOSTNAME: $W.S_DOVAI N_ADM N_PORT/ management /
I'ifecyclellatest/environnments/ $ENVI RONVENT_NAME/ associ at ePartitions

In Fusion Middleware Control:

— Go to Domain Partition > Administration > Load Balancer Configuration.
— Deselect the check box Use OTD for load balancing to dissociate.

— Select the same check box to associate again.

Is there a separate log file for each Oracle Traffic Director partition?

Yes. The patrtition log file name is the same as the partition name (for example,
<OTD_PARTI TI ON_NAME>. | 0g), which is located at <OTD_DOVAI N_HOVE>/ ser ver s/
<OTD_| NSTANCE_NAME>/ | 0gs.

You can use the following WLST commands:
otd getPartitionAccessLogProperties and
otd_setPartitionAccessLogProperti es.

Configuring Oracle Traffic Director: Related Information

ORACLE

Using the LCM orchestration, only the Oracle Traffic Director artifacts that are required
to successfully distribute incoming client requests to WebLogic Server MT partitions
are configured automatically. These artifacts include virtual servers, origin-server pools
(including the origin servers) and routes. Apart from this, all other configurations, such
as enabling Secure Sockets Layer (SSL) for Oracle Traffic Director, creating and
managing failover groups in Oracle Traffic Director and such, must be done explicitly
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using the Oracle Traffic Director administration interfaces. See Administering Oracle
Traffic Director.
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Configuring Domain Partitions

Oracle WebLogic Server Multitenant (MT) implements an administrative and runtime
slice of a domain, called a domain partition. A domain partition is a portion of a
WebLogic Server domain that is dedicated to running application instances and related
resources. You can create, configure, and manage domain partitions using Oracle
Enterprise Manager Fusion Middleware Control (FMWC), WebLogic Scripting Tool
(WLST), or Representational State Transfer (REST).

# Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

e Creating Domain Partitions

*  Creating Domain Partitions: Main Steps and Examples

* Managing Domain Partitions: Main Steps and Examples
e Controlling Domain Partitions: Main Steps and Examples

e Configuring Domain Partitions: Related Tasks and Links

Creating Domain Partitions

You can create any number of domain partitions within a domain.

" Note:

Oracle generally recommends no more than 10 partitions within a domain for
best performance. However, your particular server environment may support
a much higher number of partitions.

Creating Domain Partitions: Prerequisites

Before you can create a domain partition, you must satisfy the following prerequisites:

1. If you have not already done so, then create the domain that you plan to use.

Use the Oracle Enterprise Manager - Restricted JRF template to create the
domain. This template automatically includes several other necessary templates.
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The best practice is to create a new domain. If you plan to upgrade an existing
domain, then you must still create a new security realm as described in
Configuring Security.

" Note:

If you use Fusion Middleware Control or the Oracle WebLogic Server
Administration Console, then there is nothing specific to WebLogic
Server MT when creating a cluster.

However, if you use WLST to create Managed Servers (configured or
dynamic), the required Oracle Java Required Files (JRF) template is not
applied. When you subsequently use Fusion Middleware Control to
monitor the domain, monitoring does not work for the servers without the
JRF template.

Therefore, for the WLST use case:
a. Use WLST to create the cluster or Managed Server.

b. Use the appl yJRF command described in WLST Command
Reference for Infrastructure Components to apply the JRF template
to the Managed Servers.

Set the deployment mode for lifecycle management. You can perform this step
from the WebLogic Server Administration Console or WLST.

From the WebLogic Server Administration Console:
a. Inthe navigation pane, select the domain.

b. Select the Configuration > General page.

c. Expand the Advanced control.

d. Change the Lifecycle Management Services Availability control to Local
Admin Server.

e. Thisis a nondynamic change. Restart the Administration Server.
From WLST:

edit()

startEdit()

cd("/ Li fecycl eManager Confi g/ mydonai n')
cno. set Depl oynent Type(' adm n')
activate()

This is a nondynamic change. Restart the Administration Server.

If you have not already done so, then create the security realm for the partition.
Each partition must have a security realm. See Configuring Security for the steps
to follow.

If you have not already done so, create one or more virtual targets. See
Configuring Virtual Targets for the steps to follow.

If you want to use a resource group template with this domain partition, then
create the resource group template first. See Configuring Resource Group
Templates for the steps to follow.
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6. If you are using Oracle Traffic Director for load balancing, then register the Oracle
Traffic Director runtime configuration. See Registering the Oracle Traffic Director
Runtime for the steps to follow.

Oracle Traffic Director: WebLogic Server Plug-in Enabled Prerequisite

ORACLE

If you are using Oracle Traffic Director for load balancing, then you must set the
WebLogic Plug-in Enabled control in the WebLogic Server Administration Console.

You can set this control at one of three levels. The levels have a hierarchy. Setting it at
one level serves as the default for the level below; setting it at the level below
overrides the setting at the higher level. The levels are:

e Domain level: setting it at the domain level sets it for each cluster and Managed
Server within the domain.

e Cluster level: setting it at the cluster level applies it to all the Managed Servers that
are a part of the cluster. This overrides the value at the domain level.

* Individual Managed Server level: setting it at the Managed Server level overrides
the value set at the cluster or domain levels.

You may find it easiest to set the WebLogic Plug-in Enabled control at the domain
level, so that any partitions for which you want to use Oracle Traffic Director are
affected, regardless of which clusters or Managed Servers are involved. Or, if you
know that the partition that you want to use with Oracle Traffic Director will be targeted
to only a specific cluster or Managed Server, then you can choose to set the WebLogic
Plug-in Enabled control at the cluster or Managed Server level.

Domain Level

Using the WebLogic Server Administration Console, to set the WebLogic Plug-in
Enabled control at the domain level:

1. Inthe navigation pane, select the domain.

2. Select the Configuration page, then Web Applications.
3. Setthe WebLogic Plug-in Enabled control.
4.

Save your changes.

Cluster Level

Using the WebLogic Server Administration Console, to set the WebLogic Plug-in
Enabled control at the cluster level:

In the navigation pane, expand Environment.
Select Clusters.

Select the cluster that you want to manage.
Select the General page, then click Advanced.

Set the WebLogic Plug-in Enabled control.

o o p W NP

Save your changes.
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Managed Server Level

Using the WebLogic Server Administration Console, to set the WebLogic Plug-in
Enabled control at the Managed Server level:

o o p W NP

In the navigation pane, expand Environment.
Select Servers.

Select the servers that you want to manage.
Select the General page, then click Advanced.
Set the WebLogic Plug-in Enabled control.

Save your changes.

Creating Domain Partitions: Main Steps and Examples

Creating domain partitions includes several tasks, such as specifying a security realm
for the partition, selecting virtual targets, creating resource groups, and specifying
targets for the resource groups.

The following information describes the main steps for creating domain partitions.

1.
2.

8.

ORACLE

Enter the partition name. The partition name must be unique within the domain.
Select the security realm for this partition.
The security realm can be unique to this partition, or shared by multiple partitions.

Optionally, enter a name for the primary identity domain for the partition. Or, you
can choose not to enter a name and accept the default.

If you are using Oracle Traffic Director for load balancing, select the Oracle Traffic
Director runtime configuration. You must have previously registered the Oracle
Traffic Director runtime.

Select one or more existing virtual targets to be available for this domain partition
to use. Multiple partitions cannot use the same virtual target. You can use a virtual
target with only one partition or at the global (domain) level.

Select one of the existing virtual targets to use as the default if a resource group in
this partition does not explicitly identify one.

Create the resource group. You can create the resource group in two ways:

» Create a new resource group. When you finish creating the partition you must
then edit this resource group as needed.

Enter the resource group name. The resource group hame must be unique
within the partition.

» Create the new resource group based on a resource group template. (For
information about resource group templates, see Configuring Resource Group
Templates.) The configuration is copied from the template to the new resource

group.

Enter the resource group name. The resource group hame must be unique
within the domain.

Select the resource group template to use.

Select the virtual targets that this resource group will use.
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If this is the first partition that you have created in this domain, and the domain is
running in production mode, then restart the WebLogic Administration Server.

This step is needed only for the first partition that you create for a domain, and
only when the domain is running in production mode.

Start the partition. Partitions are created in a shutdown state and need to be
started for the resources in them to be accessible.

If you did not create the resource group from a resource group template, then edit
the resource group as needed.

Proceed to Configuring Resource Groups for the main steps to follow.

To create a domain partition using Fusion Middleware Control, see Create domain
partitions in the online help.

Creating Domain Partitions: WLST Example

The following example creates a domain partition Partiti onMBean from the
Donai nMBean, called pep. It does the following:

ORACLE

® N o g p W NP

Creates a domain partition.

Creates a virtual target.

Sets the host name and URI prefix for the virtual target.
Adds the virtual target as an available target in the partition.
Creates the resource group.

Adds the virtual target to the resource group.

Activates the changes.

Starts the partition.

# Note:

If this is the first partition created in production mode, then you must
restart the Administration Server before you can start the partition.

# Create Pep partition and ResourceG oup
edit()
startEdit()

W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:
W s:

/ base_donmi n/edit/ !> domai n=get MBean('/")

/ base_donmi n/edit/ !> peppart=domain.createPartition('Pep')

/ base_domai n/edit/ !> vt=domain.createVirtual Target (' TestVT")

/' base_domain/edit/ !> vt.setHostNames(jarray.array([String('localhost')],String))
/base_dommin/edit/ !> vt.setUriPrefix('/foo")

/base_donmin/edit/ !> peppart.addAvail abl eTarget (vt)

/ base_donmin/edit/ !> peprg=peppart.createResourceG oup(' TestRG )

[ base_donmin/edit/ !> peprg.addTarget (vt)

/base_donain/edit/ !> activate()

/' base_domain/edit/ !> startPartitionWit(peppart)
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Creating Domain Partitions: REST Example

For an example of creating domain partitions using REST, see Creating Partitions in
Administering Oracle WebLogic Server with RESTful Management Services.

Managing Domain Partitions: Main Steps and Examples

There are management tasks that you perform on the domain partition itself, and not
on the associated resource groups. The tasks for configuring resource groups or
resource group overrides are described in Configuring Resource Groups and
Configuring Resource Overrides, respectively.

1.

2
3
4,
5

9.

10.

Select the domain partition that you want to manage.

Monitor the partition's performance and use.

View and change the virtual targets available for this domain partition.
View and change the resource groups configured in this partition.

View and change any applications that are deployed to the partition. (Strictly
speaking, you deploy an application to a resource group in a partition, not to the
partition itself.)

If you are using Oracle Traffic Director for load balancing, then view and change
the Oracle Traffic Director runtime configuration used with this partition.

View and change any JDBC and JMS modules partition override configurations.

View and change any Partition Work Manager and Resource Consumption
Manager configured for this partition.

View and change the security realm and default target for this partition.

Optionally, use the Not es attribute to specify additional information about this
partition.

To manage a domain partition using Fusion Middleware Control, see Configure
domain partitions in the online help.

Managing Domain Partitions: WLST Example

The example does the following:

ORACLE

® N o o kM w dhd PR

Creates a domain partition.

Creates a virtual target.

Sets the host name and URI prefix for the virtual target.
Adds the virtual target as an available target in the partition.
Creates the resource group.

Adds the virtual target to the resource group.

Activates the changes.

Starts the partition.
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# Note:

If this is the first partition created in production mode, then you must
restart the Administration Server before you can start the partition.

9. Deploys the application MySi npl eEj b to the resource group.

# Create Pep partition and ResourceG oup

edit()

startEdit()

w s: /base_domain/edit/ !> domai n=get MBean('/")

wl s:/base_domain/edit/ !> peppart=domain.createPartition('Pep")

wl s:/base_domain/edit/ !> vt=domain.createVirtual Target (' TestVT'")

w s:/base_domain/edit/ !> vt.setHostNanes(jarray.array([String('localhost')],String))
w s:/base_domain/edit/ !> vt.setUiPrefix('/foo")

wl s:/base_donmain/edit/ !> peppart.addAvail abl eTarget (vt)

wl s:/base_domain/edit/ !> peprg=peppart.createResourceG oup(' TestRG )
w s:/base_donmain/edit/ !> peprg.addTarget (vt)

W s:/base_domain/edit/ !> activate()

wl s:/base_domain/edit/ !> startPartitionWit(peppart)

wl s:/base_donmain/edit/ !> depl oy(appName=" MySi npl eEj b', path='c:/webservices/
M/Simpl eEj b.jar', partition='Pep', resourceG oup='TestRG,
depl oynent Or der =10, securit yModel =" DDOnl y")

Conpl eted the depl oyment of Application with status conpleted
Current Status of your Depl oyment:

Depl oynent command type: depl oy

Depl oynent State : conpl et ed

Depl oynent Message : no nmessage

Managing Domain Partitions: REST Example

See the following REST examples:

» For an example of creating partition-scoped data sources and a JMS system
resource using REST, see Creating Partition-Scoped System Resources in
Administering Oracle WebLogic Server with RESTful Management Services.

» For an example of deploying partition-scoped applications using REST, see
Deploying Partition-Scoped Applications in Administering Oracle WebLogic Server
with RESTful Management Services.

Controlling Domain Partitions: Main Steps and Examples

ORACLE

You can reconfigure global and partition-specific resources without restarting the
associated servers or clusters. Changes to one partition do not affect other partitions:
you can create, start, stop, and delete partitions independently.

1. Select the partition that you want to control. You do not need to select a partition to
import a partition.

2. Start the partition. All of the resource groups—and all of the applications deployed
to those resource groups—are started.
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Shut down the partition. All of the resource groups—and all of the applications
deployed to those resource groups—are shut down. Shutting down a resource
group causes the applications and resources in that resource group to stop
running and to be removed from memory.

Shutting down the partition is the runtime equivalent of undeploying the application
or resource, except that the configuration for the application or resource is not
removed from the configuration file as it would be in a true undeploy operation.
The configuration delivered to a Managed Server is also not removed.

Suspend the partition. The suspend operation gracefully transitions the partition
from the RUNNI NG to ADM N states.

Resume the partition. The resume operation gracefully transitions the partition
from the ADM N to RUNNI NG states.

Import a partition. You can import a partition into another domain with only a
minimal number of configuration changes being required. See Exporting and
Importing Partitions.

Export a partition. You can export a partition from one domain (the source domain)
and import it into another domain (the target domain). See Exporting and Importing
Partitions.

Delete a partition. When you delete a partition, all of the resource groups in the
partition are deleted and all of the applications deployed to the partition are
undeployed.

" Note:

You must shut down a partition before you can delete it.

To control a domain partition using Fusion Middleware Control, see Control domain
partitions in the online help.

Actions That Require a Partition Restart

The following actions require a partition restart:

Any change to a nondynamic attribute on a system resource in a resource group.
For example, the URL of the JDBC database connection.

Any override that affects a nondynamic attribute on a system resource. For
example, the connection URL of the foreign JMS server.

Any nontargeting change to a virtual target that is in use by a running partition. For
example, the URI prefix.

Any change to a resource deployment plan.

Controlling Domain Partitions: WLST Example

For examples of importing and exporting partitions with WLST, see Exporting and
Importing Partitions.

ORACLE
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The following example uses the WLST startPartitionWit() command to start a
domain partition called pep from the root Donmai nMBean. For more information about
startPartitionWit(), see WLST Command Reference for WebLogic Server.

The startPartitionWit() command requires the partition to start. You can obtain
the Partiti onMBean from Domai n. createPartition() or Donai n. | ookupPartition(),
for example:

edit()

startEdit()

domai n=get MBean("' /")

startPartitionWit(domain.|ookupPartition("Pep"))

[ MBeanServer | nvocat i onHandl er] com bea: Name=_5_START, Type=Parti ti onLi f eCycl eTaskRuntim
e, PartitionLifeCycl eRunti me=Pep

Full Control with PartitionLifeCycleRuntimeMBean

The startPartitionWit() command is a convenience command. For full control of a
partition life cycle, including shutting down a partition, use the

PartitionLifeCycl eRunti neMBean. See PartitionLifeCycl eRunti meMBean in MBean
Reference for Oracle WebLogic Server.

The following example gracefully shuts down the partition pep:

domai nRunt i me()

cd(' Domai nPartitionRuntines')

cd (' pep')

cd(' PartitionLifeCycleRuntine')

cd (' pep')

cno. shut down()

[ MBeanSer ver | nvocat i onHandl er] com bea: Name=_3_SHUTDOWN, Type=Partiti onLi f eCycl eTaskRun
time, Domai nPartitionRuntine=pep, PartitionLifeCycl eRunti ne=pep

The following example starts the partition pep:

domai nRunt i me()

cd(' Domai nPartitionRuntimes')

cd (' pep')

cd(' PartitionLifeCycleRuntine')

cd (' pep')

cno. start()

[ MBeanSer ver | nvocat i onHandl er] com bea: Nane=_4_START, Type=Partiti onLi f eCycl eTaskRuntim
e, Domai nPartitionRunti me=pep, PartitionLifeCycl eRunti ne=pep

The following example suspends the partition pep:

domai nRunt i me()

cd(' Domai nPartitionRuntimes')

cd (' pep')

cd(' PartitionLifeCycleRuntine')

cd (' pep')

cno. suspend()

[ [ MBeanSer ver | nvocat i onHandl er] com bea: Nanme=_5_SUSPEND, Type=Partiti onLi f eCycl eTaskRun
time, Domai nPartitionRuntime=pep, PartitionLifeCycl eRuntine=pep

Controlling Domain Partitions: REST Example

ORACLE

For an example of controlling domain partitions using REST, see Starting and
Stopping Partitions in Administering Oracle WebLogic Server with RESTful
Management Services.
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Configuring Domain Partitions: Related Tasks and Links

Oracle WebLogic Server Multitenant

Configuring Virtual Targets

Configuring Resource Group Templates
Configuring Resource Groups

Configuring Resource Overrides

Configuring Resource Consumption Management
Configuring Oracle Coherence

Configuring Partition Work Managers

Exporting and Importing Partitions

Monitoring and Debugging Partitions
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Configuring Resource Groups

You perform most of the configuration required for a partition when you configure its

resource groups or resource group overrides. The tasks include configuring JDBC

system data sources, JMS servers and resources, foreign JNDI providers, and such.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

»  Configuring Resource Groups: Overview

» Creating Resource Groups: Main Steps and Examples

»  Configuring Resource Groups: Main Steps and Examples

* Deleting Resource Groups: Main Steps and WLST Example

*  Controlling Resource Groups: Main Steps and WLST Example
* Migrating Resource Groups: Main Steps and WLST Example

* Managing Administrative Applications and Resources in Partition Resource
Groups

»  Configuring Resource Groups: Related Tasks and Links

Configuring Resource Groups: Overview

ORACLE

Resource groups gather together applications and the resources they use into a
distinct administrative unit within the domain. Typically, the resources in a given
resource group are related in some way. For example, they make up a single
application suite.

The resources and applications have all the information needed to start or connect to

those resources, including credentials for connecting to a data source and targeting
information for applications. Applications deployed to a resource group should be
ready to be started.

* What Is in a Resource Group?
* Resource Groups and Overrides
* Resource Groups in Global Scope and Partitions

* Targeting a Resource Group to More Than One Target
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What Is in a Resource Group?

Resource groups are based on the Resour ceG oupMBean and can include the following
resources:

* General (name, scope, whether or not based on a resource group template)
*  Deployments
* Services:
— JDBC
— Messaging
— Mail sessions
— Persistent stores
— Foreign JNDI providers
— OSGi frameworks
— Diagnostics
e Targets
*  Monitoring features (JDBC, messaging)
» Control features (JDBC, messaging, migration)

« Notes

Resource Groups and Overrides

Resource overriding lets you customize resources at the partition level. You can
override resource settings that are derived from a resource group template.

There are two principal types of overrides:

* You can override resource settings for certain resources using resource override
configuration MBeans and resource deployment plans.

e You can override the default application configuration for applications and modules
defined to the resource group template by specifying a different deployment plan.
The application or module is then redeployed using the new deployment plan for
its application configuration.

For more information about resource overrides, see Configuring Resource Overrides.
For information about application overrides, see Deploying Applications to Partition
Resource Groups.

Resource Groups in Global Scope and Partitions

ORACLE

You can create resource groups at the domain level, or specific to a domain partition.
If you create the resource group at the domain level, then it has a global scope, which
is the equivalent of the domain level in a nonpartitioned environment. Applications or
classes running at the domain level are available across the domain, but are not
available in partitions.
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If you create the resource group at the partition level, then it is scoped only to that
partition. Applications or classes running at the partition level are available to the
partition, but are not available at the domain level or in other partitions.

Targeting a Resource Group to More Than One Target

You can configure a resource group to have more than one virtual target. For example,
you might target a resource group to virtual targets for 0 uster 1, C ust er 2, and
O ust er 3 so that the applications in the resource group run on all three clusters.

However, there are two notable restrictions:

* Some resource group configurations may have target-specific resources that do
not apply across multiple targets. These resources include but are not limited to:

— JMS server

— Messaging bridge

— Path service

— JMS bridge destination
— File store

— JDBC store

— JMS system resource

If you try to target a resource group to multiple virtual targets and any one of these
resources is present, then WebLogic Server MT generates an error.

* You cannot target a resource group to more than one virtual target if the virtual
targets target the same physical server.

For example, if resource group RGtargets VT1 and VT2, and both VT1 and VT2
target Server 1, then WebLogic Server MT generates an error.

Creating Resource Groups: Main Steps and Examples

ORACLE

You can create a resource group in two ways: create a new resource group or create
the resource group based on a resource group template.

Creating a new resource group creates the basic structure for the resource group. You
must then edit this resource group as needed. Whereas, when creating a resource
group from a resource group template, the configuration is copied from the template to
the new resource group. You must then edit and override values from the resource
group template as needed. For information about resource group templates, see
Configuring Resource Group Templates.

To create a new resource group at the partition or global scope:
1. Go to the partition or the domain level, as needed.

Note the following navigational differences:

» If you are using Fusion Middleware Control, you can go to WebLogic Domain
> Environment > Resource Groups and create a resource group at either
the partition level or domain level.
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* If you are using the Oracle WebLogic Server Administration Console, go to
WebLogic Domain > Environment > Resource Groups to create a resource
group at the domain level.

Go to WebLogic Domain > Domain Partitions > Partition > Resource
Groups to create a resource group at the partition level.

2. Create a new resource group.

3. You can define the following configuration settings for your new resource group:
« Enter a name for the new resource group.
» Select either partition level or domain level.

*  Optionally, select a resource group template to use for this new resource
group.

*  Select the targets for this new resource group.

» Enter notes for the new resource group.

These tasks are described in Create resource groups in Administering Oracle
WebLogic Server with Fusion Middleware Control.

If you did not create the resource group from a resource group template, then the
initial resource group configuration is a basic skeleton and you must configure it before
you can use it. You perform most of the configuration required for a partition when you
configure the resource group or resource group overrides. The tasks include
configuring JDBC system data sources, JMS servers and resources, foreign JNDI
providers, and so forth.

See Configuring Resource Groups: Main Steps and Examples.

Creating Resource Groups: WLST Example

The example does the following:

Creates a domain partition.

Creates a virtual target.

Sets the host name and URI prefix for the virtual target.
Adds the virtual target as an available target in the partition.
Creates the resource group.

Adds the virtual target to the resource group.

Activates the changes.

@ N o o kw6 b PR

Starts the partition.

# Note:

If this is the first partition created in production mode, then you must
restart the Administration Server before you can start the partition.

# Create Pep partition and ResourceG oup
edit()
startEdit()
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/ base_donmin/edit/ !> domai n=get MBean('/")

/ base_donmin/edit/ !> peppart=domain.createPartition('Pep')

/ base_domain/edit/ !> vt=domain.createVirtual Target (' TestVT")

/' base_domain/edit/ !> vt.setHostNames(jarray.array([String('localhost')],String))
/base_dommin/edit/ !> vt.setUriPrefix('/foo")

/ base_donmin/edit/ !> peppart.addAvail abl eTarget (vt)

/ base_donmin/edit/ !> peprg=peppart.createResourceG oup(' TestRG )

/ base_donmin/edit/ !> peprg.addTarget (vt)

/base_domain/edit/ !> activate()

/' base_domain/edit/ !> startPartitionWit(peppart)

Creating Resource Groups: REST Example

For

an example of creating resource groups using REST, see Creating Partitions in

Administering Oracle WebLogic Server with RESTful Management Services.

In particular, see the section "Create a resource group for the new partition."

Configuring Resource Groups: Main Steps and Examples

Configuring resource groups may include several tasks, such as specifying general
settings, deployment options, services, such as JDBC, JMS, mail sessions, persistent
stores, and foreign JNDI providers, and specifying the targets for the resource groups.

Configuring Resource Group General Settings
Configuring Resource Group Deployment Settings
Configuring Resource Group Services Settings
Configuring Resource Group Targets

Configuring Resource Group Notes

Configuring Resource Group General Settings

To view and define general resource group settings:

1.
2.

3.

Select the resource group that you want to configure.

View and define general configuration settings for the resource group, such as:
* Name

* Scope

* Resource Group Template

Save your changes.

These tasks are described in Configure resource groups general settings in
Administering Oracle WebLogic Server with Fusion Middleware Control.

Configuring Resource Group Deployment Settings

To view and define resource group deployment settings:

1.
2.

ORACLE

Select the resource group that you want to configure.

You can take the following deployment actions:
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*  Deploy
* Redeploy
* Undeploy

* Fetch deployment plan
* Add override

* Remove override

e Start

e Stop

Save your changes.

These tasks are described in Configure resource group deployment settings in
Administering Oracle WebLogic Server with Fusion Middleware Control.

Deploying Applications to a Resource Group

Deploying an application makes its physical file or directory known to WebLogic
Server.

To deploy an application to a resource group:

1.
2.

4.
5.

Select the resource group that you want to configure.

Locate the application that you want to deploy and choose whether to upload a
deployment plan or create a new deployment plan.

Update the application attributes as desired. These attributes include:
e Application name

« Distribution

e Source accessibility

Deploy the application.

Update the deployment settings or complete the deployment of this application.

These tasks are described in Deploy applications to a resource group in Administering
Oracle WebLogic Server with Fusion Middleware Control.

Redeploying Applications to a Resource Group

ORACLE

Redeploying an application redeploys the archive file or exploded directory. Redeploy
an application if you have made changes to it and want to make the changes available
to WebLogic Server clients.

To redeploy an application or module to a resource group:

@ p @ b P

Select the resource group that you want to configure.

Select the application that you want to redeploy.

Decide whether to upload a deployment plan or to create a new deployment plan.
Update the application distribution as needed.

Optionally, edit the deployment plan to set more advanced deployment options,
and save the deployment plan to your local disk.
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6. Redeploy the application to complete redeployment of this application.

These tasks are described in Redeploy applications to a resource group in
Administering Oracle WebLogic Server with Fusion Middleware Control.

Undeploying Applications from a Resource Group

Undeploying an application removes it from every target of the domain to which the
application is deployed. After you undeploy an application from the domain, you must
deploy it again if you want to make it available to WebLogic Server clients. To
temporarily make applications unavailable to WebLogic Server clients, you can stop
them instead of undeploying them.

To undeploy an application from a partition resource group:

1. Select the resource group that you want to configure.

2. Select the application that you want to undeploy from the deployed applications.
3. Undeploy the application.
4

If you later want to deploy the removed application, see Deploying Applications to
a Resource Group.

These tasks are described in Undeploy applications from a resource group in
Administering Oracle WebLogic Server with Fusion Middleware Control.

Configuring Resource Group Services Settings

This section includes the following tasks:

»  Configuring Resource Group JDBC Settings

»  Configuring Resource Group JMS settings

*  Configuring Resource Group Mail Session Settings

»  Configuring Resource Group Persistent Store Settings

»  Configuring Resource Group Foreign JNDI Provider Settings

»  Configuring Resource Group Diagnostic System Module Settings

Configuring Resource Group JDBC Settings

ORACLE

To view configuration settings for the JDBC system resources that have been created
in this resource group:

1. Select the resource group that you want to configure.
2. Goto Services > JDBC.
The read-only JDBC information for a resource group includes:
* Name
* JNDI name
«  Type
e Targets

e Algorithm type
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* Row prefetch enabled

* Row prefetch size

»  Stream chunk size
3. Create or delete the system data sources as needed.
4. Save your changes.

These tasks are described in Configure resource group JDBC Settings in
Administering Oracle WebLogic Server with Fusion Middleware Control.

For information about configuring the JDBC system data sources that have been
created in this resource group, see Configuring JDBC.

Configuring Resource Group JMS settings

This section includes the following tasks:

e Configuring JMS Server Settings

e Configuring SAF Agent Settings

e Configuring JMS Resource Settings
e Configuring JMS Module Settings

e Configuring Messaging Bridges

e Configuring JMS Bridge Destinations

e Configuring Path Services

Configuring JMS Server Settings

ORACLE

To view configuration settings for the JMS servers that have been created for this
resource group:

1. Select the resource group that you want to configure.
2. Go to Services > Messaging > JMS Servers.

The following read-only information is available for IMS servers already configured
in this resource group:

* Name

* Health

* Health reason

*  Persistent store

e Temporary template name
*  Bytes maximum

¢ Messages maximum

*  Bytes threshold high

*  Bytes threshold low

* Messages threshold high

3. Create or delete JMS servers as needed.
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4. Save your changes.

These tasks are described in Configure JMS Server Settings in Administering Oracle
WebLogic Server with Fusion Middleware Control.

For information about configuring the JMS servers that have been configured in this
resource group, see Configuring JMS Servers.

Configuring SAF Agent Settings

To view configuration settings for the Store-and-Forward (SAF) agents that have been
created for this resource group:

1. Select the resource group that you want to configure.
2. Goto Services > Messaging > SAF Agents.

The following read-only information is available for the SAF agents configured in
this resource group:

*  Name

* Agent type

* Persistent store
3. Create or delete SAF agents as needed.
4. Save your changes.

These tasks are described in Configure SAF Agent Settings in Administering Oracle
WebLogic Server with Fusion Middleware Control.

For information about configuring the SAF agents that have been configured in this
resource group, see Configuring Store-and-Forward Agents.

Configuring JMS Resource Settings

ORACLE

To monitor the resource settings for a resource group:

1. Select the resource group that you want to configure.
2. Go to Services > Messaging > JMS Resources.

The following read-only information is available for the JMS resources configured
in this resource group:

* Name

e Type

e JMS module name

* JNDI name

e Subdeployment
3. Create or delete JMS resources as needed.
4. Save your changes.

These tasks are described in Configure SAF Agent Settings in Administering Oracle
WebLogic Server with Fusion Middleware Control.

For information about configuring existing JMS resources, see Configuring JMS
System Resources and Application-Scoped JMS Modules.
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To configure the JMS modules for a resource group:

1. Select the resource group that you want to configure.

2. Go to Services > Messaging > JMS Modules > JMS Modules.

The following read-only information is available for the JIMS modules configured in
this resource group:

Name

Queues

Topics

Connection factories
Distributed queues
Distributed topics

Foreign servers

Quotas

SAF error handlers

SAF imported destinations
SAF remote contexts
Templates

Uniform distributed queues
Uniform distributed topics

Destination keys

Type

3. Create or delete JMS modules as needed.

4. Save your changes.

These tasks are described in Configure JMS module settings in Administering Oracle
WebLogic Server with Fusion Middleware Control.

For information about configuring existing JMS modules, see Configuring Messaging
Components.

Configuring Messaging Bridges

ORACLE

To configure the messaging bridge settings for a resource group:

1. Select the resource group that you want to configure.

2. Goto Services > Messaging > Messaging Bridges.

The following read-only information is available for the messaging bridges

configured in this resource group:

Name

Source bridge destination
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» Target bridge destination
3. Create or delete messaging bridges as needed.
4. Save your changes.

These tasks are described in Configure messaging bridges in Administering Oracle
WebL ogic Server with Fusion Middleware Control.

For information about configuring the messaging bridges that have been configured in
this resource group, see Configuring Messaging Bridges.

Configuring JMS Bridge Destinations
To configure the JMS bridge destination settings for a resource group:

1. Select the resource group that you want to configure.
2. Goto Services > Messaging > Bridge Destinations.

The following read-only information is available for the JMS bridge destinations
configured in this resource group:

*  Name

e Adapter JNDI name
3. Create or delete JMS bridge destinations as needed.
4. Save your changes.

These tasks are described in Configure JMS bridge destinations in Administering
Oracle WebLogic Server with Fusion Middleware Control.

Configuring Path Services
To configure the path services settings for a resource group:
1. Select the resource group that you want to configure.

2. Go to Services > Messaging > Path Services.

The following read-only information is available for the path services configured in
this resource group:

*  Name

* Persistent store
3. Create or delete path services as needed.
4. Save your changes.

These tasks are described in Configure path services in Administering Oracle
WebL ogic Server with Fusion Middleware Control.

For information about configuring existing path services, see Configuring Path
Services to Support Using Unit-of-Order with Distributed Destinations.

Configuring Resource Group Mail Session Settings

To view configuration settings for the mail sessions that have been created in this
resource group:

1. Select the resource group that you want to configure.
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Go to Services > Mail.

The following read-only information is available for mail sessions configured in this
resource group:

« Name
¢ JNDI name
Create or delete mail sessions as needed.

Save your changes.

These tasks are described in WebLogic Server Mail Sessions in Administering Oracle
WebLogic Server with Fusion Middleware Control.

Configuring Resource Group Persistent Store Settings

To view configuration settings for the persistent stores that have been created in this
resource group:

1.
2.

3.
4,

Select the resource group that you want to configure.
Go to Services > Persistent Stores.

The following read-only information is available for the persistent stores configured
in this resource group:

* Name
«  Type
Create or delete persistent stores as needed.

Save your changes.

These tasks are described in WebLogic Server Persistent Stores in Administering
Oracle WebLogic Server with Fusion Middleware Control.

For information about configuring existing persistent stores, see Configuring JDBC or
File Persistent Stores.

Configuring Resource Group Foreign JNDI Provider Settings

ORACLE

To view configuration settings for the foreign JNDI providers that have been created in
this resource group:

1.
2.

Select the resource group that you want to configure.
Go to Services > Foreignh JNDI Providers.

The following read-only information is available for the foreign JNDI providers
configured in this resource group:

*  Name

e Initial context factory

* Provider URL

* User

e Targets

Create or delete foreign JNDI providers as needed.

Save your changes.
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These tasks are described in WebLogic Server Foreign JNDI Providers in
Administering Oracle WebLogic Server with Fusion Middleware Control.

For information about configuring existing foreign JNDI providers, see Configuring and
Programming JNDI.

Configuring Resource Group Diagnostic System Module Settings

To view configuration settings for the diagnostic system modules that have been
created in this resource group:

1. Select the resource group that you want to configure.
2. Goto Services > Diagnostics.

The following read-only information is available for the diagnostic system modules
configured in this resource group:

*  Name

e Description

e Targets
3. Create or delete diagnostic system modules as needed.
4. Save your changes.

These tasks are described in WebLogic Server Diagnostics in Administering Oracle
WebLogic Server with Fusion Middleware Control.

For information about configuring existing diagnostic system modules, see Monitoring
and Debugging Partitions.

Configuring Resource Group Targets

To specify the targets for this resource group:

1. Select the resource group that you want to configure.
2. Goto Targets.
3. Specify one or more virtual targets to which this resource group is targeted.

For important considerations when targeting a resource group to more than one
virtual target, see Targeting a Resource Group to More Than One Target.

A virtual target can be used by many resource groups within a partition, or by
many resource groups at the domain level.

4. Save your changes.

These tasks are described in Configure virtual targets in Administering Oracle
WebLogic Server with Fusion Middleware Control.

For information about configuring the actual virtual target, see Configuring Virtual
Targets.

Configuring Resource Group Notes

To create notes for a resource group:

1. Select the resource group that you want to configure.
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2. Go to Notes.
3. Enter your notes.

4. Save your changes.

Configuring Resource Groups: WLST Example

ORACLE

The example does the following:

Creates a domain partition.

Creates a virtual target.

Sets the host name and URI prefix for the virtual target.
Adds the virtual target as an available target in the partition.
Creates the resource group.

Adds the virtual target to the resource group.

Activates the changes.

©® N o o p W NP

Starts the partition.

# Note:

If this is the first partition created in production mode, then you must
restart the Administration Server before you can start the partition.

9. Deploys the application MySi npl eEj b to the resource group.

# Create Pep partition and ResourceG oup

edit()

startEdit()

w s: /base_domain/edit/ !> domai n=get MBean('/")

w s:/base_domain/edit/ !> peppart=domain.createPartition(' Pep')

w s:/base_domain/edit/ !> vt=domain.createVirtual Target (' TestVT')

w s:/base_domain/edit/ !> vt.setHostNanes(jarray.array([String('localhost')],String))
w s:/base_domain/edit/ !> vt.setUriPrefix('/foo")

w s:/base_domain/edit/ !> peppart.addAvail abl eTarget (vt)

w s:/ base_domain/edit/ !> peprg=peppart.createResourceG oup(' TestRG)
w s:/base_domain/edit/ !> peprg.addTarget (vt)

W s:/base_domain/edit/ !> activate()

w s:/base_domain/edit/ !> startPartitionVit(peppart)

w s:/ base_domain/edit/ !> depl oy(appName=" MySi npl eEj b*, path="c:/webservices/
M/Sinpl eEjb.jar', partition="Pep', resourceG oup="TestRG,
depl oynent Or der =10, secur it yModel =" DDOnl y*)

Conpl eted the depl oynent of Application with status conpleted
Current Status of your Depl oynent:

Depl oyment command type: depl oy

Depl oyment State : conpl eted

Depl oyment Message : no nessage
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Configuring Resource Groups: REST Example

For an example of configuring resource groups using REST, see Creating Partitions in
Administering Oracle WebLogic Server with RESTful Management Services.

In particular, see the sections "View the new patrtition's resource groups" and
"Demonstrate a partition deployer configuring system resources."

Deleting Resource Groups: Main Steps and WLST Example

You must first stop a resource group before you can delete it. Stopping the resource
group causes applications and resources in the resource group to cease operating and
to be removed from memory.

1. Select the resource group that you want to delete.

2. Go to Control > Stop. You should generally choose to stop the resource group
when work completes.

3. Stop the resource group.

4. Delete the resource group.

Deleting Resource Groups: WLST Example

ORACLE

The example does the following:

Creates a domain partition.

Creates a virtual target.

Sets the host name and URI prefix for the virtual target.
Adds the virtual target as an available target in the partition.
Creates the resource group.

Adds the virtual target to the resource group.

Unsets the resource group.

Deletes the resource group.

© ©® N o o M ® NP

Creates a different resource group.
10. Adds the virtual target to that resource group.
11. Activates the changes.

12. Starts the partition.

# Note:

If this is the first partition created in production mode, then you must
restart the Administration Server before you can start the partition.

# Create Pep partition and Resource G oup. Remove Resouce G oup
edit()
startEdit()
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wl s: /base_donain/edit/ !> domai n=get MBean('/")

wl s:/base_donmin/edit/ !> peppart=donain.createPartition('Pep')

W s:/base_domain/edit/ !> vt=domain.createVirtual Target (' TestVT")

W s:/base_domain/edit/ !> vt.setHostNames(jarray.array([String('localhost')],String))
wl s:/base_donmin/edit/ !> vt.setUriPrefix('/foo")

w s:/base_donmin/edit/ !> peppart.addAvail abl eTarget (vt)

wl s:/base_donmin/edit/ !> peprg=peppart.createResourceG oup(' TestRG )
w s: /base_donmin/edit/ !> peprg.addTarget (vt)

w s:/base_donmin/edit/ !> peppart.unSet (' ResourceG oups')

wl s:/base_donmin/edit/ !> peprg=peppart.destroyResourceG oup(peprg)

wl s:/base_donmin/edit/ !> peprg=peppart.createResourceG oup(' TestRR")
w s: /base_donmin/edit/ !> peprg.addTarget (vt)

wl s:/base_domain/edit/ !> activate()

w s:/base_donmin/edit/ !> startPartitionWait(peppart)

Controlling Resource Groups: Main Steps and WLST

Example

Starting a resource group causes application deployments and resources that are not
currently running to become active. Stopping a resource group causes applications
and resources in the resource group to cease operating and to be removed from
memory. It is the runtime equivalent to undeploying the application or resource, except
that the configuration for the application or resource is not removed from the
config.xnl file as it would be in a true undeployment.

To control a resource group:
1. Select the resource group that you want to configure.
2. Goto Control.

You can perform the following actions:

» Start

* Stop

Controlling Resource Groups: WLST Example

ORACLE

Stopping a Resource Group

The following example builds on the WLST example shown in Creating Resource
Groups: WLST Example. It shows navigation to the Resour ceG ouplLi f eCycl eRunt i me
MBean and stops the resource group Test RG

W s: / base_domai n/ server Confi g/ > domai nRunti nme()

w s: / base_domai n/ donai nRunt i me/ > domai n=cno

wl s: / base_domai n/ domai nRunti me/> partrun = cno. | ookupDomai nPartitionRuntine(' Pep')

w s: / base_domai n/ domai nRunti me/> partliferun = partrun.getPartitionLifeCycleRuntine()
w s: / base_domai n/ domai nRuntime/> rgliferun =

partliferun.|ookupResourceG ouplLifeCycl eRuntine(' TestRG)

w s: / base_donai n/ domai nRunti me/ > rgliferun.shutdown()

[ MBeanSer ver | nvocat i onHandl er] com bea: Name=_2_SHUTDOM, Type=Resour ceG oupLi f eCyc

| eTaskRunt i e, Domai nPartiti onRunti me=Pep, Resour ceG oupLi f eCycl eRunt i me=Test RG, Pa
rtitionLifeCycl eRunti me=Pep
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Starting a Resource Group

The following example builds on the WLST example shown in Creating Resource
Groups: WLST Example. It shows navigation to the Resour ceG ouplLi f eCycl eRunti me
MBean and starts the resource group Test RG.

W s: / base_domai n/ server Confi g/ > domai nRunti nme()

w s: / base_domai n/ donmai nRunt i me/ > domai n=cno

wl s: / base_domai n/ domai nRunti me/> partrun = cno. | ookupDomai nPartitionRuntine(' Pep')
wl s:/ base_domai n/ domai nRunti me/> partliferun = partrun.getPartitionLifeCycleRuntine()
w s: / base_donmai n/ domai nRuntime/> rgliferun =

partliferun.|ookupResourceG ouplLifeCycl eRuntine(' TestRG)

W s: / base_domai n/ domai nRuntinme/> rgliferun.start()

[ MBeanSer ver | nvocat i onHandl er] com bea: Name=_4_START, Type=Resour ceG ouplLi f eCycl eT
askRunt i me, Domai nPartitionRunti me=Pep, Resour ceG ouplLi f eCycl eRunt i ne=Test RG Parti
tionLifeCycl eRunti me=Pep

w s: / base_domai n/ domai nRunt i ne/ >

Migrating Resource Groups: Main Steps and WLST

Example

When you migrate a resource group, you change the virtual target used by the
resource group from one physical target (cluster or server) to another. After migration,
the virtual target points to the new physical target (cluster or server). Note that this
change affects any partition-level or domain-level resource group that uses this virtual
target.

To use Fusion Middleware Control to migrate a resource group:

1. From the WebLogic Domain menu, select Environment, then select Resource
Groups.

The Resource Groups table displays information about each resource group that
has been configured in the current domain.

2. Inthe Resource Groups table, select the resource group that you want to
configure.

3. Go to Migrate.

4. Choose a new target for the virtual target associated with the resource group. You
can choose a single Managed Server or a single cluster.

5. Save your changes.

Migrating Resource Groups: WLST Example

ORACLE

The example does the following:

1. Creates a domain partition.

2. Creates a virtual target.

3. Sets the host name and URI prefix for the virtual target.
4

Targets the virtual target to the Administration Server. (You would typically not
target the virtual target to the Administration Server.)

5. Adds the virtual target as an available target in the partition.
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# Note:

Starts the partition.

Creates the resource group.
Adds the virtual target to the resource group.

Activates the changes.

If this is the first partition created in production mode, then you must
restart the Administration Server before you can start the partition.

10. Removes the Administration Server as a target.

11. Migrates (targets) the virtual target to d ust er - 0.

# Create Pep partition and ResourceG oup

edit()

startEdit()

wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
startEdit()

wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/
wl s: / base_donai n/ edit/

# Note:

Groups.

1>
1>
1>
1>
1>
1>
1>
1>
1>
1>
1>
1>

1>
1>
1>
1>

domai n=get MBean(' /")

peppart =donai n. createPartition(' Pep')

vt =donai n. creat eVi rtual Target (' TestVT'")
vt.set Host Nanes(j array. array([String('local host')],String))
vt.setUriPrefix('/foo'")

t gt =get MBean(' / Ser ver s/ Admi nServer")
vt.addTarget (tgt)

peppart . addAvai | abl eTar get (vt)
peprg=peppart. creat eResour ceG oup(' Test RG )
peprg. addTar get (vt)

activate()

startPartitionWit(peppart)

vt.renoveTarget (tgt)

t gt =get MBean(' / Cl usters/Cluster-0')
vt.addTarget (tgt)

activate()

During non-live migration, the data source used for the partition job
scheduler service should be configured in an administrative resource group,
meaning that it is not shut down when the partition is shutdown, before the
migration. For more information about administrative resource groups, see
Managing Administrative Applications and Resources in Partition Resource

Managing Administrative Applications and Resources in
Partition Resource Groups

In addition to application code that runs on Managed Servers and clusters, many
applications and services include components that are considered administrative.

ORACLE
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Administrative components primarily run on the Administration Server, and even when
a partition is shutdown, it is required that these components continue to run.

An administrative application manages some supporting infrastructure used by one or
more end-user applications. Typically, end users do not have access to administrative
applications. An example might be a corporate product and part number catalog
maintenance application. Internal users would update the catalog as products come
and go, while end-user applications would refer to the catalog as they run end-user
transactions. The JDBC system resource that the application uses to access the
database where the catalog data is stored would be an example of an administrative
resource.

If you designate the resource group containing administrative applications and
resources an administrative resource group, then when you boot the partition (moving
it from the SHUTDOWN. HALTED to the SHUTDOWN. BOOTED state) those applications will be
available but none of the non-administrative, end-user-facing applications will be. For
more information about the patrtition lifecycle states, see About Partition Lifecycle
States and Transitions.

Administrative resource groups:

« Contain administrative applications and resources.
*  Are usually targeted to the Administration Server.

* Are handled in a unique manner by patrtition life cycle operations. See About
Partition Lifecycle States and Transitions.

In this release, you can:

» Designate applications and resources as administrative by placing them in an
administrative resource group.

» Keep administrative applications and resources running when the partition is
shutdown.

* Target administrative applications and resources to the Administration Server
automatically. See Targeting Administrative Resource Groups.

Creating Administrative Resource Groups

All applications and resources in a partition administrative resource group (whether
defined directly in the resource group or indirectly through a resource group template)
are considered administrative applications and resources.

To create an administrative resource group, set the resource group Adni ni strative
attribute to true.

Assuming that you have a WLST edit session in progress and r g is a variable
containing the Resour ceG oupMBean of interest:

rg.set Admini strative(true)

You may have zero or more administrative resource groups in a patrtition.
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Targeting Administrative Resource Groups

You can target administrative resource groups like any other resource group, to a
virtual target or the partition administrative virtual target, assuming it is available. See
About Partition Administrative Virtual Targets.

In this release, resource groups have a new Boolean attribute,

aut oTar get Adni nSer ver, that by default, is false. When system administrators set this
attribute to true, they target the resource group to the Administration Server, the same
as explicitly adding the partition administrative virtual target as a resource group
target.

Assuming that you have a WLST edit session in progress and r g is a variable
containing the Resour ceG oupMBean of interest:

rg. set Aut oTar get Admi nServer (true)

For more information about partition administrative virtual targets, see About Partition
Administrative Virtual Targets.

About Partition Lifecycle States and Transitions

ORACLE

The partition lifecycle states are shown in Figure 8-1. In this release, the partition
lifecycle states are unchanged, but two substates have been added to the SHUTDO/N
state: BOOTED and HALTED.

Figure 8-1 Partition Lifecycle States
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Shutting down a partition takes it to the SHUTDOMN. BOOTED state. When a partition is in
the SHUTDOWN. BOOTED state, administrative resource groups are running, but all other
resource groups are shutdown.

When a patrtition is in the SHUTDOM. HALTED state, all resource groups in the partition
are shutdown and the patrtition is fully shutdown on all targets.

Newly created partitions are created in the SHUTDOMN. HALTED state. You can start a
partition from either the SHUTDOWN. BOOTED or the SHUTDOMN. HAL TED state.

The following table shows one possible workflow of partition lifecycle states going from
partition creation to running.

Operation Partition State Partition Resource Group
Substate Activity

Create partition SHUTDOMWN HALTED NA

Create administrative resource SHUTDOWN HALTED No resource

groups and non-administrative groups are running

resource groups

Target partition and resource SHUTDOWN HALTED No resource

groups groups are running

Start partition RUNNI NG NA All resource groups
are running

Shut down partition SHUTDOMN BOOTED Only administrative
resource groups
are running

Halt partition SHUTDOWN HALTED No resource

groups are running

Some partition configuration changes require a partition restart to have them applied.
That is typically done by shutting down the partition and then restarting it. For changes
to administrative resource groups, the partition must be halted and then started or the
administrative resource group must individually be restarted.

The following new lifecycle operations are supported on a partition:

* halt(): takes a partition from the SHUTDOMN. BOOTED, ADM N, or RUNNI NG state to the
SHUTDOMN. HALTED state.

e boot () : takes a partition from the SHUTDOWN. HALTED state to the SHUTDOAN. BOOTED
state.

In summary:

e Booting a partition takes it from the SHUTDOM. HALTED state to the
SHUTDOWN. BOOTED state. Only the administrative applications are running. Partition
administrators can manage the partition but end users cannot access the end-
user-facing applications (because they are not running).

e Starting a partition takes it from the SHUTDOWN state (either the SHUTDOAN. HALTED or
the SHUTDOMN. BOOTED state) to running. All applications are running.

*  Shutting down a partition takes it from the RUNNI NG or ADM N state to the
SHUTDOWN. BOOTED state. Administrative applications are running. Partition
administrators can manage the partition; end users cannot access applications.
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Halting a partition takes it from the RUNNI NG or ADM N state or the SHUTDOMN. BOOTED
state to the SHUTDOWN. HALTED state. No applications are running in the partition.
Partition administrators cannot manage the partition.

Configuring Resource Groups: Related Tasks and Links

ORACLE

Oracle WebLogic Server Multitenant
Configuring Virtual Targets

Configuring Resource Group Templates
Configuring Resource Overrides

Configuring Messaging
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Resource overriding allows administrators to customize resources at the partition level.
You can use Oracle Enterprise Manager Fusion Middleware Control (FMWC), the
Oracle WebLogic Server Administration Console, or WebLogic Scripting Tool (WLST)
to configure resource overrides.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

The following information describes resource overrides and how to configure them.

* Resource Overrides: Overview
*  Configuring Resource MBean Overrides: Main Steps and WLST Examples
e Configuring Resource Deployment Plans: Main Steps and WLST Example

e Configuring Resource Overrides: Related Tasks and Links

Resource Overrides: Overview

ORACLE

If you create a partition with a resource group that extends a resource group template,
then you can override settings for certain resources defined in that resource group
template.

" Note:

Resource override configuration MBeans are deprecated in WebLogic Server
12.2.1.4.0 and will be removed in the next release.

If you create a resource group within the partition that does not extend a resource
group template and create resources within this resource group, then you do not need
overrides; you can just set partition-specific values for these resources. Overrides are
used mainly when there is a common definition for the resource, such as in a resource
group template.

Resource group templates are particularly useful in Software-as-a-Service (SaaS)
environments where WebLogic Server Multitenant (MT) activates the same
applications and resources multiple times, once per domain partition. Some of the
information about such resources is the same across all domain partitions, while some
of it, such as JMS queues and database connections, varies from one partition to the
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next. For example, you would need to customize the URL, user name, and password
used to connect to a data source among different partitions.

Administrators can override resource definitions in partitions using the following
techniques:

e Resource override configuration MBeans: A configuration MBean that exposes a
subset of attributes of an existing resource configuration MBean. Any attribute set
on an instance of an overriding configuration MBean replaces the value of that
attribute in the corresponding resource configuration MBean instance.

e Resource deployment plans: An XML file that identifies resources within a partition
and overrides attribute settings on those resources.

e Partition-specific application deployment plans: Similar to application deployment
plans, it allows administrators to specify a partition-specific application deployment
plan for each application deployment in a partition. For information about partition-
specific application deployment plans, see Using Partition-Specific Deployment
Plans.

Administrators can combine any of these resource overriding techniques. The system
applies them in the following, ascending order of priority:

 The config.xn file and external descriptors, including partition-specific
application deployment plans

* Resource deployment plans
e OQverriding configuration MBeans

If an attribute is referenced by both a resource deployment plan and an overriding
configuration MBean, then the overriding configuration MBean takes precedence.

Using Configuration MBean Overrides

ORACLE

Overriding configuration MBeans lets you customize frequently tailored attributes, such
as the attributes of a JMS queue or of a database connection. An attribute in an
overriding configuration MBean might override the confi g. xn settings for the
resource or it might override a setting from the resource's external descriptor,
depending on where the attribute resides.

In this release, WebLogic Server MT provides the following resource override
configuration MBeans:

e JDBCSyst emResour ceOverri deMBean

e JMsSyst enResour ceQverri deMBean

e ForeignServerQverrideMBean

e Forei gnConnecti onFact oryOverri deMBean
* ForeignDestinationOverri deMBean

e Mil SessionOverri deMBean

Resource configuration override MBeans typically work by matching the name of the
overriding configuration MBean with the name of the resource MBean. See
Configuring Resource MBean Overrides: Main Steps and WLST Examples.
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Using Resource Deployment Plans

A resource deployment plan is an XML file that overrides attributes for one or more
resources within a single partition. Each partition can have at most one resource
deployment plan that can override any resources in that partition. This includes
resources defined in resource group templates to which the partition's resource groups
refer as well as resources declared directly in the resource groups.

When a server restarts, changes to nondynamic attributes from the resource
deployment plan (and from overriding configuration MBeans), are applied before the
resource is active. After a given resource is running, changes to the resource
deployment plan that would affect nondynamic attributes of that resource do not take
effect until the partition is restarted.

Resource deployment plans can be used with the following resources to override
options that are configured in the confi g. xm file or external descriptor files:

e Coherenced ust er Syst enmResour ce
» FileStore

e Forei gnJNDI Provi der
 JDBCStore

e JDBCSyst enResour ce

e JMSBridgeDestination

e JMsServer

JMSSyst enResour ce

° Ml Session

* ManagedExecut or Servi ce

* ManagedSchedul edExecut or Servi ce
e ManagedThr eadFact ory

e MessagingBri dge

e PathService

e SAFAgent

*  W.DFSyst enResour ce

resource-deployment-plan Syntax

ORACLE

Resource deployment plans are based on the webl ogi c-r esour ce- depl oynent -

pl an. xsd file and possess a similar syntax to WebLogic Server application deployment
plans. Resource deployment plans identify the resource and attribute values to be
changed; they support replacing values, adding new ones, and removing existing
ones.

The following is a summary of the r esour ce- depl oynent - pl an syntax:

resour ce- depl oynent - pl an (@l obal - vari abl es)
description
version
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vari abl e-definition
vari abl e*
name
val ue
external -resource-overri de*
resour ce- name
resource-type
root - el enent
vari abl e-assi gnent *
name
xpat h
config-resource-overri de*
resour ce- name
resource-type
vari abl e-assi gnent *
name
xpat h
operation

The @ symbol indicates an XML attribute, and an asterisk (*) means the element can
be repeated. The oper ati on element is optional but allowed in any vari abl e-

assi gnnent element, whether in an ext er nal - resour ce-overri de element or a
confi g-resource-override element.

The basic elements in the resource deployment plan serve the following functions:

resour ce- depl oynent - pl an is the root element; it encapsulates all of the resource
deployment plan's contents.

vari abl e- defi ni ti on defines one or more variable elements. Each variable
defines the name of a variable used in a plan and a value to assign (which can be
null). The sample plan shown in Sample Resource Deployment Plan contains
variable definitions for changes to the mail session user name, mail session
JavaMail properties, and JDBC connection pool parameters, and test table name
properties.

Each ext ernal -resour ce-overri de and confi g-resour ce-overri de element
(and their child elements) does these three things:

1.

Identifies the resource to affect (r esour ce- name and r esour ce-t ype).
The resources in a partition must have unique names within the partition.
Identifies where the attributes are defined.

All the attributes in the confi g-resour ce-overri de element reside in the
config.xnm file. Attributes in the ext er nal - resour ce- overri de element are
stored in external descriptor files. For resource deployment plans, the
descriptor path is relative to the partition's confi g/ directory.

Specifies some number of attributes of that resource to override (vari abl e-
assi gnnent elements).

After the attributes for the resource are located, the vari abl e- assi gnment
elements are applied. An XPath expression tells where, relative to the
identified resource's bean, the attribute to be affected appears in the bean
tree. The nane refers to a previously defined vari abl e definition. That

vari abl e also sets the val ue that should replace whatever is in the original
attribute setting.

By default, the values in vari abl e- assi gnment elements are added to the
values that are already defined in the descriptor. You can change this behavior
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and cause the vari abl e- assi gnnent element to replace or remove the values
that are defined in the descriptor by setting the oper at i on subelement in the
vari abl e- assi gnnment element to the value r epl ace or r enove, respectively.

For more information about the contents of a WebLogic Server resource deployment
plan, see http://xm ns. oracl e. com webl ogi ¢/ resour ce- depl oynent - pl an/ 1. 0/
resour ce- depl oynent - pl an. xsd. For more information about WebLogic Server
application deployment plans, see Understanding Deployment Plan Contents in
Deploying Applications to Oracle WebLogic Server.

Sample Resource Deployment Plan

The following shows a sample resource deployment plan:

<resour ce- depl oyment - pl an
xm ns="http://xm ns. oracl e. con webl ogi c/ resour ce- depl oynent - pl an"
xnl ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena"
xsi : schemaLocati on="http://xn ns. oracl e. conf webl ogi c/ r esour ce- depl oyment - pl an
http://xn ns. oracl e. conf webl ogi ¢/ resour ce- depl oynent - pl an/ 1. 0/ r esour ce- depl oynent -
pl an. xsd"
>
<descri pti on>Exanpl e RDP</descri ption>
<vari abl e-definition>
<vari abl e>
<nane>nai | NewSessi onUser name</ nane>
<val ue>aaron</ val ue>
</variabl e>
<vari abl e>
<nane>nai | NewPr ops</ nane>
<val ue>mai | . user =soneonekl se; mai | . host =nyMai | Server. oracl e. conx/ val ue>
</variabl e>
<vari abl e>
<nane>j dbcTabl eToTest </ name>
<val ue>JUNK_TABLE</ val ue>
</variabl e>
</variabl e-definition>
<external -resource-override>
<r esour ce- nane>nyj dbc</ r esour ce- name>
<resour ce-type>j dbc- syst em resour ce</resour ce-type>
<r oot - el enent >j dbc- dat a- sour ce</r oot - el enent >
<vari abl e-assi gnment >
<nanme>j dbcTabl eToTest </ name>
<xpat h>/ j dbc- dat a- sour ce/ j dbc- connect i on- pool - par ans/ t est - t abl e- nane</ xpat h>
</vari abl e- assi gnment >
</ external -resource-override>
<config-resource-override>
<resour ce- name>nyMai | </ resour ce- name>
<resource-type>mai | - sessi on</resour ce-type>
<vari abl e-assi gnment >
<nane>nai | NewSessi onUser name</ nane>
<xpat h>/ mai | - sessi on/ sessi on- user name</ xpat h>
</vari abl e- assi gnment >
<vari abl e-assi gnment >
<nane>nai | NewPr ops</ nane>
<xpat h>/ mai | - sessi on/ properti es</ xpat h>
</vari abl e- assi gnment >
</ confi g-resource-override>
</ resource-depl oyment - pl an>
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Configuring Resource MBean Overrides: Main Steps and
WLST Examples

When configuring a resource MBean override, you define a system resource override
with a name that matches the resource you want to override, then configure partition-
specific attributes for it.

Prior to creating resource overrides in a domain partition, you must have first defined
the resource that you want to override in a resource group template.

Configuring a JDBC System Resource Override: Main Steps

The main steps for configuring a JDBC system resource override are as follows:

1. Create the JDBC system resource override with the name of the data source that
you want to override.

2. Optionally, provide partition-specific URL, user name, and password values.

3. If the resource is running, then restart the partition for the overrides to take effect.

Configuring a JDBC System Resource Override: WLST Example

The following example shows how to configure a JDBC system resource override
using WLST:

edit()

startEdit()

cd('/Partitions/myPartition")

cno. creat eJDBCSyst enResour ceQverride(' myGDS' )

cd('/Partitions/myPartition/ JDBCSyst emResour ceQverri des/

myJDBCSyst enResour ceQverri de')

cno. set URL("jdbc: oracl e:thin: @cr01156: 1521: wi devdb2')

cno. setUser (" admin')

set Encrypted(' Password', 'Password_1440013198602', 'C./Oracl e/ M ddl ewar e/ Oracl e_Hone/
user _proj ect s/ domai ns/ base_domai n/ Scri pt 1440013057535Config', ' C/Oracl e/ M ddl ewar e/
Oracl e_Hone/ user _proj ect s/ donai ns/ base_domai n/ Scri pt 1440013057535Secret ')

activate()

Configuring a JMS System Resource Override: Main Steps

ORACLE

The main steps for configuring a JMS system module or foreign server override are as
follows:

1. Provide a name for the foreign server override.

The system matches overrides using the name of the overriding configuration
MBean with the name of the actual resource to be overridden.

2. Optionally, provide partition-specific values for initial context factory, connection
URL, JNDI properties credential, and JNDI properties.

3. If the resource is running, then restart the partition for the overrides to take effect.
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The main steps for configuring a JMS foreign server or foreign destination override are
as follows:

1. Provide a foreign JMS destination name for the foreign destination override.

The name of this foreign destination override must match the name of the actual
resource to be overridden.

2. Optionally, provide a partition-specific remote JNDI name value.
3. If the resource is running, then restart the partition for the overrides to take effect.

The main steps for configuring a JMS foreign server or foreign connection factory
override are as follows:

1. Provide a foreign JMS connection factory name for the foreign connection factory
override.

The name of this foreign connection factory override must match the name of the
actual resource to be overridden.

2. Optionally, provide partition-specific values for remote JNDI name, user name, and
password.

3. If the resource is running, then restart the partition for the overrides to take effect.

Configuring a JMS System Resource Override: WLST Example

ORACLE

The following example shows how to configure a JMS system resource override using
WLST:

edit()

startEdit()

cd('/Partitions/myPartition")

cno. creat eJMSSyst enResour ceOverri de(' myJMsmodul eOverri de')
activate()

startEdit()
cd('/Partitions/myPartition/ JMSSystenResourceOverri des/ nyJMsnodul eQverride')
cno. creat eFor ei gnSer ver (' newJMSf or ei gnServer')

cd('/Partitions/myPartition/ JVMSSyst enResour ceOverrides/ myJMsnodul eQverri de/

For ei gnSer ver s/ newJMsf or ei gnServer')

set Encrypted(' JNDI PropertiesCredential', 'JNDI PropertiesCredential 1440013308523,
"C./Oracl e/ M ddl ewar e/ Oracl e_Hone/ user _proj ect s/ domai ns/ base_domai n/

Scri pt 1440013057535Config', ' C./Oracl e/ M ddl ewar e/ Oracl e_Hone/ user _proj ect s/ domai ns/
base_domai n/ Scri pt 1440013057535Secret ')

cno. set Connecti onURL(" j ava. nami ng. provi der. url")

cno. setlnitial ContextFactory(' weblogic.jndi.WInitial ContextFactory')

activate()

startEdit()

cho. creat eFor ei gnDest i nati on(' nyForei gnDesti nati onOverride')
cd('/Partitions/myPartition/ JVMSSyst enResour ceOverrides/ myJMsnodul eQverri de/

For ei gnSer ver s/ newJ VS or ei gnSer ver/ For ei gnDest i nati ons/ nyFor ei gnDesti nati onOverride')
cno. set Renot eJNDI Nane(' /renote')

activate()

startEdit()

cd('/Partitions/myPartition/ JVMSSyst enResour ceOverrides/ myJMsnodul eQverri de/
For ei gnSer ver s/ newJMsf or ei gnServer')

cho. creat eFor ei gnConnect i onFact ory(' myJMSconnecti onFact oryQuerride')
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cd('/Partitions/myPartition/ JVSSyst enResour ceOverrides/ myJMsnodul eQverri de/

For ei gnSer ver s/ newJVSf or ei gnSer ver/ For ei gnConnect i onFact ori es/

myJMsconnect i onFact oryOverri de')

set Encrypted(' Password', 'Password_1440013370283', ' C./Oracl e/ M ddl ewar e/ Oracl e_Hone/
user _proj ect s/ domai ns/ base_domai n/ Scri pt 1440013057535Config', ' C /Oracl e/ M ddl ewar e/
Oracl e_Hone/ user _proj ect s/ donai ns/ base_domai n/ Scri pt 1440013057535Secret ')

cno. set Usernane(' w sga')

cno. set Renot eJNDI Nane(' /renote')

activate()

Configuring a Mail Session Override: Main Steps

The main steps for configuring a mail session override are as follows:

*  Provide a name for the mail session override.

The system matches overrides using the name of the overriding configuration
MBean with the name of the resource MBean.

»  Optionally, provide partition-specific values for session user name, session
password, and JavaMail properties.

» If the resource is running, then restart the partition for the overrides to take effect.

Configuring a Mail Session Override: WLST Example

The following example shows how to configure a mail session override using WLST:

edit()

startEdit()

cd('/Partitions/nyPartition')

cno. creat eMai | Sessi onOverride(' myMai | Sessi onOverride')
cd('/Partitions/myPartition/Mil SessionOverrides/ myMil SessionOverride')
cno. set Sessi onUser name(' W sga')

set Encrypt ed(' Sessi onPassword', ' SessionPassword_1440013452297', 'C./Oracl e/
M ddI ewar e/ Or acl e_Hone/ user _proj ect s/ domai ns/ base_domai n/ Scri pt 1440013057535Confi g',
"C./Oracl e/ M ddl ewar e/ Oracl e_Hone/ user _proj ect s/ domai ns/ base_domai n/

Scri pt 1440013057535Secret ')

cno. set Properties({})

activate()

Configuring Resource Deployment Plans: Main Steps and
WLST Example

ORACLE

You configure a resource deployment plan by creating an XML document that
identifies resources within a partition and overrides attribute settings on those
resources.

1. Using an XML editor, create a resource deployment plan. See resource-
deployment-plan Syntax and Sample Resource Deployment Plan.

2. Associate the resource deployment plan with a partition by providing the path to
the resource deployment plan file.

3. If the resource is running, then restart the partition.
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The following shows the WLST commands for associating a resource deployment plan
with an existing partition:

edit()

startEdit()

partition=cno. | ookupPartition(partitionNane)

partition. set Resour ceDepl oyment Pl anPat h(' /path/to/the/file.xm")
save()

activate()

Configuring Resource Overrides: Related Tasks and Links

ORACLE

The referenced information provides steps for configuring resource overrides using
Oracle Enterprise Manager Fusion Middleware Control (FMWC) and the Oracle
WebLogic Server Administration Console.

e WebLogic Server Resource Overrides in Administering Oracle WebLogic Server
with Fusion Middleware Control.

e JDBC Overrides, Mail Session Overrides, and JMS Overrides in Oracle WebLogic
Server Administration Console Online Help.
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Configuring Resource Consumption
Management

You use resource consumption management (RCM) to ensure the fairness of resource
allocation and reduce the contention of shared resources by collocated domain
partitions in the server instance. Using Oracle Enterprise Manager Fusion Middleware
Control (FMWC) or WebLogic Scripting Tool (WLST), you can create RCM policies
that provide consistent performance of domain partitions in multitenant environments.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

*  Configuring Resource Consumption Management: Overview

»  Configuring Resource Consumption Management: Main Steps

» Dynamic Reconfiguration of Resource Managers

»  Configuring Resource Consumption Management: Monitoring Resource Use

* Best Practices and Considerations When Using Resource Consumption
Management

* RCM Limitations
»  Configuring Resource Consumption Management: WLST Example

»  Configuring Resource Sharing: Related Tasks and Links

Configuring Resource Consumption Management: Overview

Resource consumption management (RCM) provides a flexible, dynamic mechanism
for WebLogic Server system administrators to manage shared resources and provide
consistent performance of domain partitions in MT environments.

RCM policies are configured as resource managers. A resource manager can be
created with a global scope at the domain level and then used as the RCM policy for
any partition within the domain. You can also create a partition-scoped resource
manager if the partition has RCM characteristics specific to that partition. See
Configuring Resource Consumption Management: Main Steps.

ORACLE 10-1



Chapter 10
Configuring Resource Consumption Management: Overview

Software Requirements for Using RCM

RCM requires Oracle Java Development Kit (JDK) 8u60 build 32 or later.

Why Do You Need Resource Consumption Management?

When applications are deployed to multiple domain partitions, sharing low-level
resources such as CPU, heap, network, and file descriptors can result in unfair
resource allocation. Unusual resource consumption requests may happen for various
reasons such as high traffic, application design, or malicious code. These request
types can overload the capacity of a shared resource, preventing another collocated
domain partition's access to the resource. By employing appropriate RCM policies at
the domain partition level, resource consumption management prevents applications in
one partition from negatively affecting applications in other partitions.

How to Enable RCM

Set the following JVM arguments to enable RCM in your environment:

- XX: +Unl ockCommer ci al Feat ures - XX: +Resour ceManagenent - XX: +UseGLGC

This flag must be applied on every server instance (JVM) where RCM is enabled.

An alternative method is to uncomment these JAVA_OPTI ONS in the st art Wbl ogi c. sh
file which gets created when a domain is created:

#JAVA_OPTI ONS="- XX: +Unl ockConmer ci al Feat ures - XX: +Resour ceManagenent - XX: +UseGLCC $
{ SAVE_JAVA_OPTI ONS}

You must do this on every server instance, and it must be done prior to starting the
WebLogic Server instance.

If a Java Security Manager is used with WebLogic Server, then RCM requires the
granting of the following permission in webl ogi c. pol i cy:

permi ssion RuntinmePerm ssion("jdk. managenent. resource. get Resour ceCont ext Fact ory")

For more information about using the Java Security Manager to protect resources in
Weblogic Server, see Using the Java Security Manager to Protect WebLogic
Resources in Developing Applications with the WebLogic Security Service.

Supported Resources for RCM

ORACLE

The following shared resources can be managed through RCM policies:

* Fil eQpen: The number of open file descriptors in use by a partition. This includes
files opened through Fi | el nput St ream Fi | eQut put st ream RandomAccessFi | e,
and NI O Fi | e channels.

* HeapRet ai ned: The amount of heap (in MB) retained or in use by a partition.

e Cpultilization: The percentage of CPU time used by a partition with respect to
the available CPU time of the WebLogic Server process.
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Configuring Resource Consumption Management: Main

Steps

Triggers

ORACLE

A system administrator specifies resource consumption management policies on
shared resources for each partition in the domain using a resource manager. A
resource manager consists of one or more policies for one or more shared resources.
Each policy consists of a constraint value for a resource and a specified action a
WebLogic Server instance takes when the constraint value is met.

The following RCM policy types are supported:
e Triggers

» Fair Share

A trigger defines the static constraint value for the allowed resource use. When the
consumption of that resource exceeds the constraint value, a specified action is
performed. This policy type is best suited for environments where the resource use by
a partition in the domain is predictable.

A system administrator can select the following actions when creating a trigger policy:

* Notify: Provides natification to the system administrator that the constraint value
has been reached. You can add more than one Not i fy trigger for a resource. For
example, Noti fy when the Open Fi | es go beyond 20; Not i fy when the Open
Fi | es go beyond 50. Also, you can use the WebLogic Diagnostics Framework
(WLDF) to create watch rules to listen to log messages and provide advanced
notifications.

» Sl ow: Slows the rate at which the resource is consumed. When a Sl ow action is
triggered, the Partition Work Manager's fair share value is reduced, which results
in reducing the t hr ead- usage ti me made available to the partition. For more
information about Partition Work Managers, see Configuring Partition Work
Managers.

* Fail : Fails resource consumption requests for a resource until use is below the
constraint value.

# Note:

Fai | is applicable only for Open Fi | es and not for other resources.

For example, to limit the number of open files in partition P1 to fewer than 100
files, create a resource manager with a trigger policy that has a constraint value of
100 units for the Open Fi | es resource and a Fai | action for the P1 partition.

«  Shut down: Initiates the shutdown of a partition while allowing cleanup. This action
is useful when a partition exceeds a known constraint value and an adverse effect
of shared resources used by other partitions in the domain is expected. A partition
is only shut down in the Managed Server when the constraint value has been met,
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allowing continuous availability in clustered environments. Fai | and Shut down
triggers should not be used together.

Rest art : Restarts the partition on the server instance on which the partition's
resource consumption quotas have been breached. Many times an application
misbehaves temporarily and a simple restart will suffice to correct the situation.
Intervention by a system administrator would be required, but less desirable than
enabling this partition auto-restart action. Like other RCM actions, the partition
restart action is scoped to a given Managed Server.

Additionally, you may specify the following optional configuration properties to
prevent a partition from restarting in a loop.

— max-restart-all owed

The maximum number of RCM initiated partition restarts allowed in the
specified time interval, after which the partition will be halted upon an RCM
initiated request to restart the partition.

— max-restart-allowed-interval

The max-restart-al |l owed-interval is a fixed-width, sliding-window time
interval (in seconds) within which the specified number (in max-restart -

al | oned) of RCM initiated partition restarts are permitted. A request to restart
the partition that exceeds the max-restart-al | owed number in the nax-
restart-all owed-interval leads to the partition being halted rather than
being restarted.

— restart-del ay
A delay (in seconds) introduced before starting the partition.

You can define these properties in the RCM policy, under <r esour ce- manager > in
the confi g. xm file. All the restart actions within a given RCM policy share the
values for these configurable properties. Administrators can also provide a restart
delay, when the partition is being restarted. The configured delay would be
introduced before starting the partition, and would avoid the partition being
restarted in a tight loop or restarting too soon for some temporary external error
condition to clear.

Below is a sample configuration for the RCM restart action.

<resour ce- nanager >
<nanme>Resour ceManager - 1</ name>

<restart-|oop-protection>

<I--This indicates whether restart loop protection is enabled or
not. If you want to disable the restart |oop protection,
set this flag to false. -->
<restart-| oop-protection-enabl ed>true</restart-| oop-protection-enabl ed>

<l-- The partition can be restarted a maxi mumof 3 times in 60 ninutes
by the RCMrestart action. Subsequently, the partition
woul d be halted. -->

<max-restart-al | oned>3</ max-restart-al | oned>

<I-- Wthin any contiguous interval of 60 mnutes,

a maxi num nunber of 3 restarts are allowed,

as specified by the max-restart-allowed property. -->
<max-restart-al | owed-interval >3600</ max-restart-al |l owed-interval >
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<I-- Introduce a delay of 10 seconds before starting the
partition. -->
<restart-del ay>10</restart-del ay>
</restart-|oop-protection>

<file-open>
<name>RML- Fi | eOpenResour ce</ name>
<trigger>
<nanme>RML- Tri gger - 1</ nane>
<val ue>20</ val ue>
<action>restart</action>
</trigger>
</file-open>
</ resour ce- manager >

When the configured triggers for a restart action are breached, a request to restart
the partition is generated, as shown in the following illustration.

Requests to Restart Partition

(1) 2 & @4 O

60-min-window
60-min-window

& 1 2 |
(t{]) (t5 g) (tﬁ 1) (ta 2) (ts 3} time

max-restart-allowed = 3
max-restart-allowed-interval = 3600 sec. (i.e. 60 mins.)

Restart Partition
Halt Partition

-

-

# Note:

Policy actions may be implemented synchronously or asynchronously
depending on the action type. For instance, the Fai | action synchronously
uses the thread that requested the file open. Other actions, such as the Sl ow
action configured for a Heap Ret ai ned resource proceed asynchronously.

Fair Share

The fair share policy allows a system administrator to allocate a share (a percentage
of the available resource) based on a representative load of each partition in the
domain. Fair share policies are used when the exact use requirements of a resource
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cannot be determined or are not practical to implement when using resource
managers to provide the efficient and fair use of resources. When there is no
contention between partitions in a domain for a given resource, each partition is able
to use the amount of resources required for its immediate workload. If there is
contention between partitions for a given resource, then each partition is constrained
to use only its fair share of the available resource. Ensure that limits are set such that
overall memory consumption does not cross the maximum available memory resulting
in an out-of-memory exception.

Determining Fair Share Allocations for a Resource

A share is an allocation to use a specified amount of a resource. A system
administrator allocates a share to a partition by specifying an integer value between 1
and 1000 in the associated resource manager fair share policy. For a given partition,
the ratio of its configured fair share value to the sum total of all fair share values for the
same resource in the domain determines the amount of resource allocated.

For example, a system administrator specifies a fair share value of 150 for a resource
in partition P1 and a value of 100 for the same resource partition P2. If the workload is
heavy enough in both partitions to create contention for that resource, then the
resource allocation for partitions P1 is 150/(150+100) or 60 percent of the available
resource.

Creating a Resource Manager

A resource manager consists of one or more policies for one or more shared
resources. Each policy consists of a constraint value for a resource and a specified
action that a WebLogic Server instance takes when the constraint value is met.

To configure resource managers, see:

» Create resource managers in Administering Oracle WebLogic Server with Fusion
Middleware Control.

*  Configuring Resource Consumption Management: WLST Example

Example RCM Configuration in config.xml

ORACLE

The following example is an annotated RCM configuration similar to the WLST

example displayed in Configuring Resource Consumption Management: WLST
Example.

<domai n>

<!--Define RCM Configuration -->
<resour ce- managenent >
<r esour ce- nanager >
<name>Appr oved</ nane>
<fil e-open>

<trigger>
<name>Appr oved2000</ nane>
<val ue>2000</val ue><!-- in units-->
<acti on>shut down</ acti on>
</trigger>
<trigger>

<name>Appr oved1700</ nane>
<val ue>1700</ val ue>
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<action>sl ow</ action>
</trigger>
<trigger>
<name>Appr oved1500</ nane>
<val ue>1500</ val ue>
<action>notify</action>
</trigger>
</file-open>
<heap-r et ai ned>
<trigger>
<name>Appr oved2GB</ name>
<val ue>2097152</ val ue>
<acti on>shut down</ acti on>
</trigger>
<fair-share-constraint>
<name>FS- Appr ovedShar e</ nane>
<val ue>60</ val ue>
</fair-share-constraint>
</ heap-r et ai ned>
</ resour ce- manager >

<r esour ce- manager >
<nane>Tri al </ name>
<file-open>
<trigger>
<nane>Tri al 1000</ name>
<val ue>1000</val ue><!-- in units-->
<act i on>shut down</ act i on>
</trigger>
<trigger>
<nane>Tri al 700</ name>
<val ue>700</ val ue>
<action>sl ow</ action>
</trigger>
<trigger>
<nane>Tri al 500</ name>
<val ue>500</ val ue>
<action>notify</action>
</trigger>
</file-open>

</ resour ce- nanager >

<resour ce- manager >
<name>RestartPartition</nane>
<file-open>
<name>Fi | eOpenQuot a</ nane>
<trigger>
<nanme>MaxFi | eQpenAl | owed</ name>
<val ue>20</ val ue>
<action>restart</action>
</trigger>
</file-open>
<restart-|oop-protection>
<restart-| oop-protection-enabl ed>true</restart-|oop-protection-
enabl ed>
<max-restart-al | oned>3</max-restart-al | owed>
<max-restart-al | owed-interval >3600
</max-restart-al | owed-interval >
<restart-del ay>10</restart-del ay>
</restart-|oop-protection>
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</ resour ce- manager >
</ resour ce- managenent >

<partition>
<nanme>Partition- 0</ nane>
<resour ce- group>
<nane>Resour ceTenpl at e- 0_gr oup</ name>
<resour ce- group-t enpl at e>Resour ceTenpl at e- 0</ r esour ce- gr oup-t enpl at e>
</ resource- group>

<partition-id>1741ad19- 8ca7- 4339- b6d3- 78e56d8a5858</ partition-id>
<I-- RCM Managers are targeted to partitions during partition
creation or |later by systemadninistrators. -->
<resour ce- manager - r ef >Appr oved</ r esour ce- manager - r ef >
</partition>

</ domai n>

Dynamic Reconfiguration of Resource Managers

You can dynamically apply or remove a resource management policy from a domain
partition. Changes to a resource management policy will be applied to all domain
partitions that use that policy.

If a policy update for an active domain partition sets trigger values for a resource that
is lower than the current use of that resource, then subsequent use of that resource
would have the policy's recourse action applied. If a change to a policy would result in
an immediate shutdown of an active domain partition based on the current use value,
then the change would not be accepted as a dynamic reconfiguration change.

Configuring Resource Consumption Management:
Monitoring Resource Use

ORACLE

You use resource consumption management metrics to monitor the current resource
use in a partition, and to profile and analyze the resource consumption of a partition to
generate data such as representative loads, peak loads, and peak load times needed
to create effective resource managers and WLDF watches and natifications. RCM
metrics for shared resources in a partition are available through a

PartitionResour ceMetricsRunti meMBean.

To monitor resource managers in Fusion Middleware Control, see Monitor resource
managers in Administering Oracle WebLogic Server with Fusion Middleware Control.

By default, eager registration of resource meters is turned off. As a result, they get
created lazily the first time the resource consumption metrics are queried for a
particular resource. In that case, where the resource accounting is started lazily, the
values returned from the resource consumption metrics might be different from the
actual values of the resource consumed by the partition.

To get a true reflection of the amount of a resource consumed by a partition, the
meters should be registered eagerly on partition startup. To enable eager registration
of the resource meters, when starting the WebLogic Server instance, set the property,
webl ogi c. rcm enabl e- eager - resour ce-nmeter-regi stration,totrue, as a JVvM
argument.
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Best Practices and Considerations When Using Resource
Consumption Management

Best practices for system administrators developing resource management policies
include monitoring average and peak resource use data and carefully selecting
recourse actions, such as deciding when to use triggers, fair share policies,
complementary workloads, and more.

* General Considerations

*  Monitor Average and Peak Resource Use

*  When to Use a Trigger

*  When to Use Fair Share

» Use Complementary Workloads

* When to Use Partition-Scoped RCM Policies
* Managing CPU Use

* Managing Heap

General Considerations

Recourse actions must be selected carefully by a system administrator. A lot of
resources have complex interactions between them. For instance, slowing down CPU
use (resulting in fewer threads allocated to the domain partition) may result in
increased heap residency, thereby affecting retained heap use.

For a slow recourse action to be effective, applications must not create or manage
threads. Oracle recommends that applications use any of the WebLogic Server
capabilities like EJB Timers, Common J Work Manager and Timers, Managed
Executor Service, Batch API and such, to manage the tasks, so that the slow recourse
action will be effective.

Monitor Average and Peak Resource Use

Before specifying RCM policies, Oracle recommends that system administrators
monitor average and peak resource use data and configure policies with sufficient
headroom to balance efficient use of resources and meeting their Service Level
Agreements (SLAs). See Configuring Resource Consumption Management:
Monitoring Resource Use.

When to Use a Trigger

ORACLE

Use triggers when an administrator is aware of precise limits at which the
corresponding trigger needs to be executed. The trigger will be executed after the
configured threshold is exceeded for some resources like file, and may be delayed for
some of the resources like heap and CPU.
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When to Use Fair Share

A fair share policy is typically used by a system administrator to ensure that a
bounded-size shared resource is shared effectively (and fairly) by competing
consumers. A fair share policy may also be employed by a system administrator when
a clear understanding of the exact use of a resource by a partition cannot be
accurately determined in advance, and the system administrator would like efficient
use of resources while ensuring fair allocation of shared resources to co-resident
partitions. Use fair share policies in your environment when you have complementary
workloads for a resource between partitions. See Use Complementary Workloads.

Use Complementary Workloads

When possible, maximize resource density by balancing the peak use times between
partitions so that there is no overlap in peak use times and the sum of their averages
is not above their maximum peak value. Antagonistic workloads on the other hand
have overlapping peak use times and their sum of averages is greater than their
maximum peak values.

Also consider collocating partition workloads that exercise resources differently. For
instance, hosting a partition that has a predominantly CPU-bound workload with
another partition that has a memory-bound workload could help in achieving better
density and improving overall resource use.

When to Use Partition-Scoped RCM Policies

Use partition-scoped dynamic RCM policies if a partition has unique resource

requirements. These policies facilitate easy import and export of partition RCM policies
to and from existing domains.

If no resource management policies are explicitly set on a partition, then that partition
has unconstrained access to available shared resources.

Managing CPU Use

CPU use is an excellent metric to track contention of CPU by collocated domain
partitions, and is especially useful in fair share policies for CPU-bound workloads.
Consider the following when using RCM policies to maximize CPU use:

*  When considering the workload of all the partitions in a domain (the consolidated
workload), the peak CPU use should not greatly exceed the average CPU use.
Minimizing the gap between peak CPU load and average CPU load maximizes the
CPU use for the domain.

*  Oracle recommends configuring RCM CPU policies so that about 75 percent of
CPU use is used for applications housed in the partitions of a domain. The
remaining 25 percent should be allocated approximately as: 10 percent for
operational tasks (backup, scheduled tasks, and other administration) and 15
percent for cluster failover.
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Managing Heap

Develop a memory use plan that supports the requirements of the partition
applications while continuing to provide enough available heap (headroom) for the
domain and other system work. When evaluating heap requirements for a domain,
consider the low, average, steady-state, and peak Heap Ret ai ned use values for each
partition's representative workload.

RCM Limitations

RCM has certain limitations of which you should be aware.

* Heap resource consumption tracking and management is supported only when run
with the G1 garbage collector (there is no RCM support for other JDK collectors).

* There is no support to measure and account for resource consumption metrics for
activities happening in JNI/native code.

* Measurements of retained heap and CPU use are performed asynchronously and
hence do not represent current (a point-in-time) value.

» Discrimination of heap use for objects in static fields, and singleton objects of
classes loaded from system and shared classloaders are problematic and may not
be accurately represented in the final accounting values. If an instance of a class
loaded from system and shared classloaders is loaded by a partition, the
instance's use of heap is accounted against that partition.

* Garbage collection activity is not isolated to specific domain partitions in WebLogic
Server 12.2.1 with Oracle JDK 8u40.

* There is a detrimental performance effect to enabling the RCM feature due to the
additional tracking and management of resource consumption in the server
instance.

Configuring Resource Consumption Management: WLST
Example

You can implement and monitor RCM policies using WLST.

e RCM WLST Example: Overview
*  RCM WLST Example: WLST Script

RCM WLST Example: Overview

The following is an example of an RCM configuration created using WLST. In this
example, a system administrator has defined:

e A Production resource manager representing the set of resource consumption
management polices that the system administrator would like to establish for all
production-tiered domain partitions in the domain. The Production resource
manager has policies for various resources.

— For the Fi | eQpen resource type, three triggers are specified. A
Product i on2000 trigger ensures the partition is shut down when the number of
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open file descriptors reaches 2000. A Product i on1700 trigger specifies that
when the number of open file descriptors exceeds 1700, the domain partition
must be slowed down. A Product i on1500 trigger specifies a notify action.

— For the HeapRet ai ned resource type, a Product i on2GB trigger is created to
ensure that when the partition's retained heap value reaches 2 GB, the
partition must be shut down. A fair share value of 60 is assigned to the
Production resource manager.

* A Trial resource manager that defines a similar but reduced set of policies.
e A partition named Partition-0.

At the completion of this script, Partiti on- 0 has been assigned the Production
resource manager.

RCM WLST Example: WLST Script

ORACLE

The policy discussed in RCM WLST Example: Overview can be created using the
WLST script in the following example:

startEdit()

cd(' / Resour ceManagenent ')

cd(domai nNane)

r mecno. cr eat eResour ceManager (' Approved')

fo=rm createFi | eQpen("' Approved- FO )
fo.createTrigger (' Approved2000', 2000, ' shut down')
fo.createTrigger (' Approved1700', 1700, "' sl ow )
fo.createTrigger (' Approved1500', 1500, ' notify")
hr=rm cr eat eHeapRet ai ned("' Approved- HR )
hr.createTrigger (' Approved2GB', 2097152, ' shut down')
hr. creat eFai r Shar eConst rai nt (' FS- ApprovedShare', 60)

cd(' / Resour ceManagenent ')

cd(domai nNane)

r mecno. cr eat eResour ceManager (' Trial ")
fo=rmcreateFileQpen(' Trial-FO)
fo.createTrigger (' Trial 1000', 1000, ' shut down')
fo.createTrigger(' Trial 700", 700, " sl ow )
fo.createTrigger(' Trial 500",500,"  notify")

cd(' / Resour ceManagenent ')

cd(domai nNane)

rm = cno. cr eat eResour ceManager (' RestartPartition')
rlp = rmgetRestartLoopProtection()
rlp.setRestartLoopProtectionEnabl ed(true)

rlp.set MaxRest art Al | owed(3)

rlp.set MaxRest art Al | owedl nt erval (3600)
rlp.setRestartDel ay(10)

fo = rmcreateFil eCpen(' Fil eCpenQuota')
fo.createTrigger (' MaxFi | eCpenAl | owed' , 20, 'restart')

save()
activate()

startEdit()

cd('/Partitions')

cd(partition-0)

cno. set Resour ceManager Ref ( get MBean(' / Resour ceManagenent /' +domai nNane+' /
Resour ceManager / Approved' ))
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activate()

Configuring Resource Sharing: Related Tasks and Links

The referenced information provides additional information that may be useful when
implementing RCM in your environment.

ORACLE

The Garbage-First (G1) garbage collector is a server-style garbage collector,
targeted for multiprocessor machines with large memories. It meets garbage
collection pause time goals with high probability, while achieving high throughput.
See http://docs. oracl e. contjavase/ 8/ docs/ t echnot es/ gui des/ vm GL. ht i .

Other WebLogic Server features that provide resource isolation and management
for co-resident applications:

Classloader-based isolation: Classes not belonging to shared libraries of
applications are isolated from each other. See Configuring the Shared
Application Classloader and Understanding WebLogic Server Application
Classloading in Developing Applications for Oracle WebLogic Server.

WebLogic Server Work Manager: The execution of its work is prioritized by
configuring a set of scheduling guidelines. This enables the Work Manager to
manage the threads allocated to an application, manage scheduling Work
Manager instances to those threads, and help maintain service-level
agreements. See Configuring Partition Work Managers and Using Work
Managers to Optimize Scheduled Work in Administering Server Environments
for Oracle WebLogic Server

For additional information, see Multitenancy Tuning Recommendations in Tuning
Performance of Oracle WebLogic Server.
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Deploying Applications

Deploying applications and modules in a multitenant environment is similar to
deploying them in non-multitenant environments. To make deployments partition-
specific, you can restrict them to a partition scope and override their configuration by
specifying partition-specific deployment plans.

" Note:

Many new Oracle WebLogic Server Multitenant (MT) features, such as
resource groups, resource group templates, and application overrides, are
also available in the 12.2.1 and later versions of WebLogic Server. This
chapter refers to the WebLogic Server documentation where appropriate for
these features.

Note that WebLogic Server Multitenant domain partitions, resource groups,
resource group templates, virtual targets, and Resource Consumption
Management are deprecated in WebLogic Server 12.2.1.4.0 and will be
removed in the next release.

This chapter includes the following sections:

*  About Deployment Scopes

*  Deploying Applications to Resource Group Templates
*  Deploying Applications to Partition Resource Groups
* Deploying Applications as the Partition Administrator
*  Overriding Application Configuration

* Removing an Application Override

* Using Partition-Specific Deployment Plans

* Enabling Parallel Deployment in Multitenant Environments

About Deployment Scopes

Three deployment scopes make applications and libraries available at the domain
level, whereas only one restricts them to a partition.

* Global. This is the equivalent of the domain level in a nonpartitioned environment.

* Resource group template. This is always at the domain level. Whether or not the
application or library that you deploy to a resource group template is available at
the domain level or a partition depends on the scope of the resource group that
references the resource group template.

* Resource group in a partition. This is the only scope that is limited to a partition.
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* Resource group at the domain level.

For more information about deployment scopes, see About Scope.

Deploying Applications to Resource Group Templates

You can deploy a common set of applications and libraries to resource group
templates to simplify application configuration across a domain or domain partitions.
When a resource group references a resource group template, it obtains its own
runtime copies of the resources defined in the template. All the applications and
libraries deployed to the resource group template then deploy to the resource group.

Resource group templates provide a convenient way to deploy the same collection of
applications across multiple domain partitions. To customize application configuration,
you can override the default resource group template configuration by specifying a
different deployment plan for a particular application in a resource group.

For general information about deploying applications to resource group templates,
including information about supported deployment operations and available
deployment clients, see Application Deployment with Resource Group Templates in
Deploying Applications to Oracle WebLogic Server.

Deploying Applications to Resource Group Templates: Main Steps

ORACLE

Only WebLogic Server system administrators can deploy applications and libraries to a
resource group template. The main steps are as follows:

1. Specify the resource group template in which you want to deploy the application or
library.

2. Specify the application or library name and directory path.
3. If using a deployment plan, then specify the deployment plan path.

4. (Optional) Specify additional deployment options. Do not specify the t ar get s
option, because the application uses the targets associated with the referencing
resource group.

After an application is deployed to a resource group template, you can perform
additional deployment operations.

5. Redeploy or update the application.

When you update an application, you can specify that WebLogic Server redeploy
the original archive file or exploded directory, or you can specify that WebLogic
Server deploy a new archive file in place of the original one. You can also change
the deployment plan associated with the application.

6. Distribute the application.

The distribute operation copies deployment files to the targets associated with the
referencing resource groups (or the default targets at the partition level if no
targets exist at the resource group level) and places the application in a prepared
state. You can then start the application in administration mode so you can
perform final testing without opening the application to external client connections
or disrupting connected clients.

7. Undeploy the application.
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The undeploy operation removes the application from the resource group template
and the targets associated with the referencing resource groups.

You cannot start or stop applications deployed to a resource group template, because
you must perform these operations from the resource group that references the
resource group template.

# Note:

After you perform a deployment operation for a resource group template, the
operation is immediately carried out across all resource groups that
reference the template. For example, if you undeploy an application from a
resource group template, then the application is undeployed from all
resource groups that reference that resource group template.

To deploy applications to a resource group template using Fusion Middleware Control,
see Configure resource group template deployments in the online help.

Deploying Applications to Resource Group Templates: Examples

The following examples demonstrate how to perform deployment operations with
resource group templates using WLST.

Deploying Applications to Resource Group Templates: WLST Example

The following example deploys the sanpl eapp application to the resource group
template nyRGT:

edit()

startEdit()

depl oy(appName=' sanpl eapp', path='path_to_application',
resour ceG oupTenpl at e=' nyRGT")

activate()

Redeploying Applications to Resource Group Templates: WLST Example

The following example redeploys the sampl eapp application to the resource group
template nyRGT using the deployment plan file pl an. xn :

edit()

startEdit()

redepl oy(appNane=' sanpl eapp', planPath="path_to_plan.xn",
resour ceG oupTenpl at e=' nyRGT")

activate()

Undeploying Applications from Resource Group Templates: WLST Example

ORACLE

The following example undeploys the sanpl eapp application from the resource group
template nyRGT:

edit()

startEdit()

undepl oy (appNane=' sanpl eapp', resourceG oupTenpl ate=' nyRGT")
activate()
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Updating Applications in Resource Group Templates: WLST Example

The following example updates the sanpl eapp application in the resource group
template nyRGT using the deployment plan file pl an. xni :

edit()

startEdit()

updat eAppl i cati on(appNane=" sanpl eapp', planPath="path_to_plan.xm",
resour ceG oupTenpl at e="' nyRGT")

activate()

Distributing Applications to Resource Group Templates: WLST Example

The following example distributes the sanpl eapp application to the resource group
template nyRGT:

edit()

startEdit()

distributeApplication (appPath="path_to_sanpl eapp', resourceG oupTenpl ate=' nyRGT")
activate()

Deploying Applications to Resource Group Templates: Related Tasks

and Links

ORACLE

»  Configuring Resource Group Templates for general information about resource
group templates

*  Application Deployment with Resource Group Templates in Deploying Applications
to Oracle WebLogic Server for general information about deploying applications to
resource group templates

*  Application Deployment in Administering Oracle WebLogic Server with Fusion
Middleware Control for online help about deploying applications using Fusion
Middleware Control

*  WebLogic Server Resource Group Templates in Administering Oracle WebLogic
Server with Fusion Middleware Control for online help about configuring resource
group templates using Fusion Middleware Control

» weblogic.Deployer Command-Line Reference in Deploying Applications to Oracle
WebLogic Server for information about deploying applications using
webl ogi c. Depl oyer

e Deployment Commands in WLST Command Reference for WebLogic Server for
information about deploying applications using WLST

« wldeploy Ant Task Attribute Reference in Developing Applications for Oracle
WebLogic Server for information about deploying applications using the w depl oy
Ant task

* Maven Plug-In Goals in Developing Applications for Oracle WebLogic Server for
information about deploying applications using Maven

* Understanding the WebLogic Deployment API for information about deploying
applications using the JSR-88 Deployment API

»  Depl oynent Manager MBean in MBean Reference for Oracle WebLogic Server for
information about deploying applications using the JMX Deployment API
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Deploying Applications to Partition Resource Groups

You can deploy applications and libraries to resource groups at the domain or partition
level and perform deployment operations on those applications, including start and
stop. Resource groups conveniently group together Java EE applications and their
resources into a distinct administrative unit and can be defined at the domain level, or
be specific to a domain partition. A resource group can either contain resources
directly or reference a resource group template containing the resources.

The resources and applications in a resource group are fully qualified in that you
provide all the necessary information to start or connect to those resources. All of the
applications deployed to a resource group use the targets associated with that
resource group.

Partition resource groups allow each partition to contain a different set of resources
and applications. You can perform the following deployment operations for
applications and libraries with partition resource groups:

*  Deploy

* Undeploy
* Redeploy
* Update

* Distribute
» Start

e Stop

If the operation succeeds, then the application or library deploys (or redeploys, starts,
or so forth) to the targets associated with the specified partition resource group. If no
targets exist for the partition resource group, then the application or library deploys to
the default targets for the partition.

Note the following considerations for application deployment with partition resource
groups:

e When performing deployment operations, you specify the partition name with the
partition option. The specified partition must exist or the operation fails.

* Application names must be unique within each partition.

» Fordepl oy and di stri but e operations, you must specify the partition resource
group name with the r esour ceG oup option, unless one and only one resource
group exists in the partition, in which case, r esour ceG oup is optional.

For other deployment operations, you do not specify the resour ceG oup option.
WebLogic Server derives the resource group from the partition name and unique
application name. If the specified partition resource group does not exist, or you do
not specify the r esour ceG oup option if required, then the deployment operation
fails.

* The deployment operation fails if you specify the t ar get s option when performing
deployment operations for applications at the resource group level. You cannot
target individual applications in the resource group, because applications use the
targets associated with the resource group.
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* You can deploy a specific library to a partition only once, because resources need
to be unique across resource groups of a partition. Applications in the same
partition resource group or other resource groups in the partition can reference the
library if the targets match. Applications deployed to a partition cannot reference a
library in another partition or another library in the domain.

* Resource groups can inherit application configuration from a resource group
template. If a resource group references a resource group template, then any
applications or libraries deployed to the resource group template immediately
deploy to the referencing resource group. If needed, you can override the default
resource group template application configuration to customize a particular
application in a resource group. See Overriding Application Configuration.

e Partition administrators can use WLST to perform deployment operations only on
applications in their own partitions, not on global applications or applications in
other partitions. The partition option is optional for partition administrators. If
partition administrators use the partiti on option to specify a partition, and the
partition does not match their associated partition, then the operation fails. For
more information about deploying applications as a partition administrator using
WLST, see Configuring Security.

For information about deploying applications to domain resource groups, see
Application Deployment with Domain Resource Groups in Deploying Applications to
Oracle WebLogic Server.

Deploying Applications to Partition Resource Groups: Main Steps

The main steps for deploying applications and libraries to a resource group in a
partition are as follows:

1. Specify the partition resource group in which you want to deploy the application or
library.

2. Specify the application or library name and directory path.
3. If you are using a deployment plan, then specify the deployment plan path.

4. (Optional) Specify additional deployment options. Do not specify the t arget s
option, because the application uses the targets associated with the resource
group. If no targets exist for the resource group, then the application uses the
default targets for the partition.

After an application is deployed to a resource group, you can perform additional
deployment operations.

5. Start or stop the application.

Starting an application or module makes it available to WebLogic Server clients.
Stopping an application or module makes it unavailable to WebLogic Server
clients until you restart it.

6. Redeploy or update the application.

When you update an application, you can specify that WebLogic Server redeploy
the original archive file or exploded directory, or you can specify that WebLogic
Server deploy a new archive file to replace the original one. You can also change
the deployment plan associated with the application.

7. Distribute the application.
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The distribute operation copies deployment files to the targets associated with the
resource group (or the default targets at the partition level if no targets exist at the
resource group level) and places the application in a prepared state. You can then
start the application in administration mode so you can perform final testing
without opening the application to external client connections or disrupting
connected clients.

8. Undeploy the application.

The undeploy operation removes the application from the resource group and the
targets associated with the resource group.

To deploy applications to a partition resource group using Fusion Middleware Control,
see Control domain partition application deployments in the online help.

Deploying Applications to Partition Resource Groups: Examples

The following examples demonstrate how to perform deployment operations to
partition resource groups using WLST.

Deploying Applications to Partition Resource Groups: WLST Example

The following example deploys the sanpl eapp application to the resource group nmyRG
in the partition myPartition:

edit()

startEdit()

depl oy(appName=" sanpl eapp', partition="nyPartition', resourceG oup="'nyRG,
pat h="pat h_to_application")

activate()

Redeploying Applications to Partition Resource Groups: WLST Example

The following example redeploys the sanpl eapp application to the partition
myPartiti on using the deployment plan file pl an. xni .

You do not need to specify the partition resource group, because WebLogic Server
derives the resource group from the unique application name and partition name.

edit()

startEdit()

redepl oy(appNanme=' sanpl eapp', planPath="path_to_plan.xm"', partition="nyPartition")
activate()

Undeploying Applications from Partition Resource Groups: WLST Example

ORACLE

The following example undeploys the sanpl eapp application from the partition
myPartition.

You do not need to specify the partition resource group, because WebLogic Server
derives the resource group from the unique application name and partition name.

edit()

startEdit()

undepl oy (appNane='sanpl eapp', partition='nyPartition')
activate()
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Updating Applications in Partition Resource Groups: WLST Example

The following example updates the sanpl eapp application in the partition nyPartition
using the deployment plan file pl an. xni .

You do not need to specify the partition resource group, because WebLogic Server
derives the resource group from the unique application name and partition name.

edit()

startEdit()

updat eAppl i cati on(appNane=" sanpl eapp', planPath="path_to_plan.xm",
partition="nyPartition")

activate()

Distributing Applications to Partition Resource Groups: WLST Example

The following example distributes the sanpl eapp application to the resource group
nmyRGin the partition myPar ti ti on:

edit()

startEdit()

di stribut eApplication (appPath="path_to_sanpl eapp', resourceG oup='nyRG,
partition="nyPartition")

activate()

Starting Applications on Partition Resource Groups: WLST Example

The following example starts the sanpl eapp application on the partition nyPartiti on.

You do not need to specify the partition resource group, because WeblLogic Server
derives the resource group from the unique application name and partition name.

edit()

startEdit()

start Application (appNanme='sanpl eapp', partition="nyPartition')
activate()

Stopping Applications on Partition Resource Groups: WLST Example

The following example stops the sanpl eapp application on the partition myParti ti on.

You do not need to specify the partition resource group, because WebLogic Server
derives the resource group from the unique application name and partition name.

edit()

startEdit()

st opAppl i cation (appNane='sanpl eapp', partition='"nyPartition')
activate()

Deploying Applications to Partition Resource Groups: REST Example

ORACLE

For an example of a partition user in the Deployer role deploying applications using the
Representational State Transfer (REST) APIs, see Deploying Partition-Scoped
Applications in Administering Oracle WebLogic Server with RESTful Management
Services.
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Deploying Applications to Partition Resource Groups: Related Tasks

and Links

*  Configuring Domain Partitions for general information about partitions
»  Configuring Resource Groups for general information about resource groups

*  Application Deployment with Domain Resource Groups in Deploying Applications
to Oracle WebLogic Server for information about deploying applications to
resource groups at the domain level

*  Application Deployment in Administering Oracle WebLogic Server with Fusion
Middleware Control for online help about deploying applications using Fusion
Middleware Control

*  WebLogic Server Domain Partitions in Administering Oracle WebLogic Server with
Fusion Middleware Control for online help about configuring partitions using
Fusion Middleware Control

*  WebLogic Server Resource Groups in Administering Oracle WebLogic Server with
Fusion Middleware Control for online help about configuring resource groups using
Fusion Middleware Control

» weblogic.Deployer Command-Line Reference in Deploying Applications to Oracle
WebLogic Server for information about deploying applications using
webl ogi c. Depl oyer

e Deployment Commands in WLST Command Reference for WebLogic Server for
information about deploying applications using WLST

e wldeploy Ant Task Attribute Reference in Developing Applications for Oracle
WebLogic Server for information about deploying applications using the w depl oy
Ant task

* Maven Plug-In Goals in Developing Applications for Oracle WebLogic Server for
information about deploying applications using Maven

* Understanding the WebLogic Deployment API for information about deploying
applications using the JSR-88 Deployment API

»  Depl oynent Manager MBean in MBean Reference for Oracle WebLogic Server for
information about deploying applications using the JMX Deployment API

Deploying Applications as the Partition Administrator

ORACLE

Partition administrators can perform deployment operations only on applications in
their own partition, not on global applications or applications from other partitions.
Likewise, they can call deployment APIs only on applications in their partition. When
calling deployment APIs that return a list of applications or targets, only applications
and targets in their partition will be returned.

WebLogic Server system administrators can deploy applications to partitions on behalf
of partition administrators. When using the JMX API to deploy applications in a
partition, you must obtain the Depl oynent Manager MBean instance under the relevant
partition (instead of using the domain-level Depl oynent Manager MBean instance). The
following examples show how system administrators and partition administrators
perform deployment operations in a partition using the JIMX Deployment API.
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*  When a system administrator connects to a global domain (for example, t 3://
| ocal host: 7001):

— The JMX lookup must include Domai nPartiti onRuntime=partition_nane to
get the Depl oynent Manager MBean for the partition.

— Using WLST, they must go to the partition's Dormai nPartiti onRunti meMBean to
get the Depl oynent Manager MBean for partiti on_nane. For example:

connect (' system adnin', 'gunbyl234', 't3://local host:7001")
domai nRunt i me()

cd(' Domai nPartitionRuntimes/partitionA")

cd("' Depl oynment Manager/ partitionA')

props=j ava. util.Properties()

props. set Property("resourceG oup", "partitionAResourceG oup")
pat h="/scrat ch/ user/f oo. war"

cno. depl oy("foo", path, None, None, props)

e When a partition administrator connects to a domain partition (for example, t 3: //
| ocal host: 7001/ partitionA):

— The JMX lookup does not need to include
PartitionDomai nRunti me=partitionAto get the Depl oynent Manager MBean for
partitionA. Itis added by the JMX container.

— Using WLST, running the donai nRunt i me() command sets the cno to the
Donmi nPartiti onRunti meMBean for the partition.

connect (' partitionA admin', 'password', 't3://local host:7001/partitionA’)
domai nRunt i me()

cd(' Depl oynent Manager/ partitionA')

props=java. util.Properties()

props. set Property("resourceG oup", "partitionAResourceG oup")

pat h="/scrat ch/ user/f oo. war"

cno. depl oy("foo", path, None, None, props)

When using other deployment clients, the partiti on option is optional for partition
administrators. Using webl ogi c. Depl oyer:

java webl ogi c. Depl oyer -deploy -adminurl <partition_url> -username
<partition_adm n_user> -password <partition_adm n_password> -name <application_name>
path_to_application

For example:

java webl ogi c. Depl oyer -depl oy -usernane partitionl_adnin -password password -
admnurl t3://1ocal host: 7001/ partitionl -nanme foo /scratch/user/foo.war

Overriding Application Configuration

ORACLE

When a resource group references a resource group template, it obtains its own
runtime copy of the resources and applications defined in the resource group template.
Because the resource group inherits the application configuration defined in the
resource group template, you do not need to manually deploy and configure each
application. Applications and libraries deployed to a resource group template
immediately deploy to the referencing resource group (or undeploy, redeploy, and so
forth, depending on the performed deployment operation).

If you need to customize a particular application in a resource group, then you can
override the default application configuration by specifying a different deployment plan.
In that deployment plan, you override the resource group template deployment
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parameters with the values that you want to use for the particular application. The
entire deployment plan file is overridden, not just an individual entry inside of the
original deployment plan file. The application or module is then updated or redeployed
using the new deployment plan for its application configuration instead of the values
set in the resource group template.

# Note:

If you undeploy an application from a resource group template, then any
application configuration overrides defined in the referencing resource group
are removed.

If you redeploy an application to a resource group template, then any
application configuration overrides defined in the referencing resource group
from the previous deployment of that application are removed. In this
scenario, you must override the application configuration again for the
resource group to preserve the override values.

Whether you update or redeploy the application to use the override deployment plan
depends on the type of properties that you are overriding. Use the updat e command
only when overriding dynamic properties; the updat e command does not cause any
disruption to the application. Use the r edepl oy command when overriding dynamic
and nondynamic properties; the r edepl oy command does cause disruption to the
application.

You can override application configuration for resource groups at the domain or
partition level. For information about overriding application configuration for domain
resource groups, see Overriding Application Configuration in Deploying Applications to
Oracle WebLogic Server.

Overriding Application Configuration: Main Steps

The main steps for customizing a particular application in a resource group by
overriding the default application configuration defined in the inherited resource group
template are as follows:

1. Create a different deployment plan to use for the application that you want to
customize.

2. In the new deployment plan, define the values for the attributes that you want to
override for that application.

3. Specify the new override deployment plan when redeploying or updating the
application.

The application now uses the override deployment plan for its configuration instead of
the default template configuration.

If multiple resource groups reference the same resource group template, then ensure
that you override the application configuration for all necessary resource groups.

Overriding Application Configuration: WLST Example

The following examples demonstrate:
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Deploying the application sanpl eapp to the resource group template nyRGT using
the deployment plan file pl an. xm .

edit()

startEdit()

depl oy(appName=' sanpl eapp', resourceG oupTenpl ate=' nyRGT" ,
path="path_to_application', planPath="path_to_plan.xm")
activate()

Updating or redeploying the application sanpl eapp to use the override deployment
plan override_pl an. xm for the referencing partition resource group in the
partition myPartition.

You do not need to specify the partition resource group, because WebLogic
Server derives the resource group from the unique application name and partition
name.

Use the updat e command only when overriding dynamic attributes for an
application. Use the r edepl oy command when overriding dynamic or nondynamic
attributes for an application.

edit()

startEdit()

updat eAppl i cati on(appNane=' sanpl eapp', planPath="path_to_override_plan.xm",
partition= nyPartition')

activate()

edit()

startEdit()

redepl oy(appNane=' sanpl eapp', planPath="path_to _override_plan.xnm",
partition= nyPartition')

activate()

Overriding Application Configuration: Related Tasks and Links

ORACLE

Overriding Application Configuration in Deploying Applications to Oracle WebLogic
Server for information about overriding application configuration at the domain
level

Configuring Resource Overrides for information about overriding resource
configuration, such as JMS and JDBC

Override application configuration in Administering Oracle WebLogic Server with
Fusion Middleware Control for online help about overriding application
configuration using Fusion Middleware Control

weblogic.Deployer Command-Line Reference in Deploying Applications to Oracle
WebLogic Server for information about overriding application configuration using
webl ogi c. Depl oyer

Deployment Commands in WLST Command Reference for WebLogic Server for
information about overriding application configuration using WLST

wldeploy Ant Task Attribute Reference in Developing Applications for Oracle
WebLogic Server for information about overriding application configuration using
the wl depl oy Ant task

Maven Plug-In Goals in Developing Applications for Oracle WebLogic Server for
information about overriding application configuration using Maven

Understanding the WebLogic Deployment API for information about overriding
application configuration using the JSR-88 Deployment API

11-12



Chapter 11
Removing an Application Override

»  Depl oynent Manager MBean in MBean Reference for Oracle WebLogic Server for
information about overriding application configuration using the JMX Deployment
API

Removing an Application Override

If you no longer need to customize a particular application in a resource group, then
you can remove an application override by removing the deployment plan containing
the overridden attributes.

Then, the application configuration returns to its default configuration.

Removing an Application Override: Main Steps

The main steps for removing an application override from a resource group are as
follows:

1. Select the application containing the override.

2. Toremove existing overrides for dynamic attributes, update the application and
specify the r emovePl anOverri de option.

3. Toremove existing overrides for dynamic and nondynamic attributes, redeploy the
application and specify the r enovePl anQver ri de option.

To remove an application override using Fusion Middleware Control, see Remove
application configuration overrides in the online help.

Removing an Application Override: WLST Example

The following example redeploys the application sanpl eapp to remove an existing
overridden deployment plan using the r enovePl anOver ri de option:

edit()

startEdit()

redepl oy(appNane=' sanpl eapp', renovePl anOverride, partition="nyPartition')
activate()

Removing an Application Override: Related Tasks and Links

* Removing an Application Override in Deploying Applications to Oracle WebLogic
Server for information about removing an application override at the domain level

»  Configuring Resource Overrides for information about overriding resource
configuration, such as JMS and JDBC

* Remove application configuration overrides in Administering Oracle WebLogic
Server with Fusion Middleware Control for online help about removing application
overrides using Fusion Middleware Control

» weblogic.Deployer Command-Line Reference in Deploying Applications to Oracle
WebLogic Server for information about removing application overrides using
webl ogi c. Depl oyer

e Deployment Commands in WLST Command Reference for WebLogic Server for
information about removing application overrides using WLST
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wldeploy Ant Task Attribute Reference in Developing Applications for Oracle
WebLogic Server for information about removing application overrides using the
w depl oy Ant task

Maven Plug-In Goals in Developing Applications for Oracle WebLogic Server for
information about removing application overrides using Maven

Understanding the WebLogic Deployment API for information about removing
application overrides using the JSR-88 Deployment API

Depl oynent Manager MBean in MBean Reference for Oracle WebLogic Server for
information about removing application overrides using the JMX Deployment API

Using Partition-Specific Deployment Plans

You can use partition-specific deployment plans to customize an application deployed
to a resource group template or resource group within a partition. Partition-specific
deployment plans are especially useful in environments with different partitions that
share the same set of applications, but require some customization for each partition.

You specify partition-specific deployment plans at the resource group level within a
partition, not at the partition level. When WebLogic Server applies a partition-specific
deployment plan to a specified application, the changes prescribed by the plan affect
only the application deployment within that partition.

# Note:

If you specify an application deployment plan in a resource group template,
and specify a partition-specific deployment plan for the same application,
then the partition-specific deployment plan overrides the resource group
template plan and the partition-specific deployment plan is used.

To specify partition-specific application deployment plans, use the r edepl oy or
updat eAppl i cati on WLST commands.

Using Partition-Specific Deployment Plans: Main Steps

The main steps for using partition-specific deployment plans are as follows:

ORACLE

1.
2.

Create the partition-specific application deployment plan that you want to use.

Use the redepl oy or updat eAppl i cati on WLST command to redeploy or update
the application using the partition-specific deployment plan.

Use the r edepl oy command when changes made to the application or module
from the partition-specific deployment plan are nondynamic or dynamic. Use the
updat eAppl i cati on command only when the changes made to the application or
module from the partition-specific deployment plan are dynamic.

Identify the scope containing the application deployment for which you want to use
the partition-specific deployment plan by specifying the corresponding WLST
option:
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Scope WLST option
resource group template resour ceG oupTenpl ate
domain resource group none

You do not need to identify the resource group name for
domain resource groups. Because application names
must be unique within the domain, WebLogic Server
derives the resource group from the application name.

partition resource group partition

You do not need to identify a resource group name for
partition resource groups. Because application names
must be unique within a partition, WebLogic Server
derives the resource group from the application name
and partition name.

4. Use the WLST options pl anPat h and appNare to identify the partition-specific
deployment plan location and the name of the application deployment to modify.

5. Activate your changes.

The specified application now uses the partition-specific deployment plan for its
configuration.

Using Partition-Specific Deployment Plans: WLST Example

The following examples demonstrate:

1. Deploying the application sanpl eapp to the resource group template myRGT. The
partition myPar ti ti on references the resource group template nyRGT.

edit()

startEdit()

depl oy(appNane=" sanpl eapp', resourceG oupTenpl ate='nyRGT",
pat h="path_to_application')

activate()

2. Updating or redeploying the application sanpl eapp to use the partition-specific
deployment plan partition_plan. xm in partition myPartiti on.

Use the updat e command only when changing dynamic attributes for an
application. Use the r edepl oy command when changing dynamic or nondynamic
attributes for an application.

edit()

startEdit()

updat eAppl i cati on(appNane=' sanpl eapp', planPath="path_to_partition_plan. xm",
partition= nyPartition')

activate()

edit()

startEdit()

redepl oy(appNane=' sanpl eapp', planPath="path_to_partition_plan.xm",
partition= nyPartition')

activate()

Using Partition-Specific Deployment Plans: Related Links and Tasks

»  Configuring Resource Overrides for information about overriding resource
configuration, such as JMS and JDBC
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*  Deployment Commands in WLST Command Reference for WebLogic Server for
information about removing application overrides using WLST

Enabling Parallel Deployment in Multitenant Environments

Parallel deployment improves performance for use cases involving the deployment of
multiple applications, the deployment of a single application with multiple modules, or
the deployment of one or more applications across multiple partitions.

When an application is deployed to multiple partitions, WebLogic Server views each
instance of the application as an independent application. Without parallel deployment
enabled, each instance of the application is deployed to each partition sequentially.

To improve performance, you can enable parallel deployment so that the instances of
the application deploy in parallel to each other:

* To enable parallel deployment of applications across partitions, configure the
Par al | el Depl oyAppl i cati ons attribute of the Partiti onMBean.

With this attribute enabled, applications with the same deployment order will
deploy in parallel to each other. The partition-level setting overrides the domain-
level setting for applications in a partition.

The overall deployment order of resources and applications remains unchanged,
so deployment types that precede applications in the standard deployment order
(for example, JDBC system resources and Java EE libraries) are guaranteed to be
fully deployed before applications are deployed.

e To enable parallel deployment of modules within applications deployed in the
partition, configure the Par al | el Depl oyAppl i cati onMbdul es attribute of the
PartitionMBean.

e To enable parallel deployment of modules on a per-application basis, configure the
Par al | el Depl oyModul es attribute of the AppDepl oynent MBean. Setting this attribute
overrides the domain and partition value for an individual application.

For domains created with WebLogic Server 12.2.1 or later, the

Par al | el Depl oyAppl i cati ons and Par al | el Depl oyAppl i cati onModul es attributes are
enabled by default. For domains created prior to WebLogic Server 12.2.1, these
attributes are disabled by default.

# Note:

Only applications with no cross-dependencies should deploy in parallel. If an
application depends on other applications, then this application needs to
have a higher dependency order than the applications it depends on.
Otherwise, parallel deployment may cause dependency failures when the
dependent application attempts to deploy prior to the activation of
applications on which it depends. Similarly, enable parallel deployment of
modules only for applications that contain modules with no cross-
dependencies.

For more information about parallel deployment, see Enabling Parallel Deployment for
Applications and Modules in Deploying Applications to Oracle WebLogic Server.
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Configuring the Shared Application
Classloader

When running multiple instances of the same application in different partitions, you
may want to optimize classloading memory across these instances. WebLogic Server
MT includes a deployment-descriptor-based classloading feature for this purpose.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

The classloader feature is intended for use only by application developers. This
chapter assumes that you are familiar with WebLogic Server application classloading,
as described in Understanding WebLogic Server Application Classloading in
Developing Applications for Oracle WebLogic Server. Read that chapter first if you are
not familiar with WebLogic Server application classloading.

This chapter includes the following sections:
e Configuring the Shared Application Classloader: Overview

e Configuring the Shared Application Classloader: Main Steps

e Configuring the Shared Application Classloader: Related Tasks and Links

Configuring the Shared Application Classloader: Overview

WebLogic Server MT includes two new types of classloaders: partition classloaders
and shared application classloaders.

» Partition classloader: A partition classloader is created on your behalf for each
partition. This classloader loads classes that must be visible to the entire partition
and only that partition, and not to the rest of the domain. (This includes global
connectors.)

# Note:

Global connectors are a certain type of connector modules that are
configured to be visible and available for all the applications in the
server. These modules may be deployed standalone or may be deployed
as a module of an Enterprise Archive (EAR) file.
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*  Shared application classloader: The shared application classloader is relevant only
in the Software-as-a-Service (SaaS) use case when an application is deployed to
a resource group template. This classloader loads classes that should be visible to
all the instances of an application across partitions, but not to other applications.
Applications directly deployed to the domain (not to a partition) are not affected,
even if partitions are configured.

WebLogic Server deployment descriptors support a new shar eabl e configuration
to identify JAR files and classes under the APP- | NF/ ¢l asses directory within the
application packaging. These classes should be loaded from the shared
application classloader.

The shar eabl e configuration is supported only in the webl ogi c- appl i cati on. xm
file of enterprise applications, and only in production mode.

A new patrtition classloader is created when a partition is created and the first
application for the partition is deployed to a resource group. An existing partition
classloader is removed when a partition is removed and the last application for the
partition is undeployed from a resource group.

A new shared application classloader may be created when an application (with
sharable JAR files configured) is deployed to a resource group template and the
resource group template is referenced by a resource group in a partition.

An existing shared application classloader is removed when the relevant application is
undeployed from the resource group template. When you undeploy an application from
a resource group template, it is immediately undeployed from any resource groups
that reference that template.

# Note:

You cannot assume that classloading will be shared. Sharing may or may not
be possible. For example, if filtering is set up such that different
configurations for each partition are obtained, then sharing is not possible.
For information about filtering classloaders, see Using a Filtering
ClassLoader in Developing Applications for Oracle WebLogic Server.

Therefore, you can indicate which JAR files are shareable, but cannot
assume that the classes from these JAR files are loaded only once and
shared.

Configuring the Shared Application Classloader: Main Steps

To configure a shared application classloader, application developers, using an XML
editor, can edit the webl ogi c- appl i cati on. xnl file and add one or more shar eabl e
elements inside a <cl ass- | oadi ng> element when creating the application.

Consider the following example:

<cl ass- | oadi ng>
<shareabl e dir="APP-|NF-LIB">
<i ncl ude>coupon- generator.jar</incl ude>
<i ncl ude>group- di scounts. j ar</incl ude>
</ shar eabl e>
<shareable dir="LIB-DIR'>
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<excl ude>pr ogram gui de. j ar </ excl ude>
</ shar eabl e>
</ cl ass-1 oadi ng>

The di r attribute identifies the directory where subsequent patterns apply. The only
supported values for di r are as follows:

e APP-| NF- LI Bidentifies the WebLogic Server-style APP- | NF/ | i b directory.
* LI B- DI Ridentifies the Java EE-style library directory.
e APP-| NF- CLASSES identifies the WebLogic Server-style APP- | NF/ cl asses directory.

For the APP- | NF- LI B and LI B- DI R directories, the value that you set in <i ncl ude></
i ncl ude> elements identifies JAR files that you believe can be shared without any
problems. The classes in these JAR files cannot be dependent on:

e Classes in JAR files that are not considered shareable.
e Partition-scoped classes such as global connectors.

Similarly, for the APP- | NF- LI B and LI B- DI Rdirectories, the <excl ude></ excl ude>
elements helps identify JAR files that must not be shared.

The following configuration rules apply:

e If APP-I NF- LI B and LI B- DI R are identified without an include or exclude
configuration, then all the JAR files of that directory are considered sharable.

e If APP-I NF- LI B and LI B- DI R are identified with an include configuration, then only
the JAR files identified with the include pattern are considered sharable.

e If APP-I NF- LI Band LI B- DI R are identified with an exclude configuration, then all
the JAR files of the directory except the JAR file identified by the exclude pattern
are considered sharable.

APP-INF-CLASSES

For the APP- | NF- CLASSES directory, include and exclude configurations are ignored,
even if present. If you identify APP- | NF- CLASSES as sharable, then all the classes are
declared sharable.

The APP- | NF- CLASSES directory is a code source location and does not require include
and exclude elements. The shared application classloader implementation does not
allow including or excluding elements within code source locations.

The APP- | NF- CLASSES directory is valid only for the packaging unit the descriptor is in,
whether it is an application or library. You must declare it separately for the application
and libraries.

Configuring the Shared Application Classloader: Related
Tasks and Links

See the referenced information to learn about filtering classloaders.

Using a Filtering ClassLoader in Developing Applications for Oracle WebLogic Server.
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Configuring Oracle Coherence

Oracle Coherence applications can take full advantage of the density and operational
efficiencies that are provided by Weblogic Server MT. All tenant instrumentation is
automatically provided without any changes required to the application.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

e Configuring Oracle Coherence: Overview

* Deploying Oracle Coherence Applications in Multitenant Domains
» Overriding Cache Configuration Properties

*  Enabling Cache Sharing Across Partitions

» Securing Oracle Coherence Applications in Multitenant Domains

»  Configuring Oracle Coherence: Related Tasks and Links

Configuring Oracle Coherence: Overview

ORACLE

Multitenant domains use a single shared Oracle Coherence cluster that is available
across all domain partitions. Application caches are isolated, and can also be shared,
at the domain partition level. Common deployment tooling is used to deploy and
manage Oracle Coherence Grid ARchive (GAR) modules and common partition
lifecycle operations are used to manage the life cycle of Oracle Coherence services.

Understanding Oracle Coherence Setup in a Multitenant Domain

Oracle Coherence setup in a multitenant domain requires the use of managed Oracle
Coherence servers. You must first create an Oracle Coherence cluster for the domain
and configure all managed Oracle Coherence servers to be part of the cluster.
Managed Oracle Coherence servers are typically set up in tiers using WebLogic
Server clusters, which allows Oracle Coherence to easily scale up or scale down as
required. For details, see Administering Clusters for Oracle WebLogic Server. In
addition, Oracle Coherence applications must be packaged as GAR modules to be
deployed to a multitenant domain. For more information about packaging an Oracle
Coherence application as a GAR module, see Developing Oracle Coherence
Applications for Oracle WebLogic Server.
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Understanding Cache Isolation in a Multitenant Domain

Cache isolation in a multitenant domain allows a single GAR module to be deployed
across multiple domain partitions and used by all tenants. Isolation is provided at the
domain partition level and is transparent to the application. When a GAR module is
deployed to a domain partition, a new cache service instance is created and is isolated
to that domain partition. The GAR module generates the appropriate t enant -i d and
net a- dat a when starting the Oracle Coherence services. Some cache configuration
properties may be overridden with different values for each domain partition.

Understanding Cache Sharing

Cache sharing allows a single cache instance to be used by multiple domain partitions.
Each tenant has access to the same cache. Cache sharing is enabled at the partition
level and must be set for each domain partition that accesses the cache. Cache
sharing is transparent to the application.

Cache sharing provides the greatest amount of cache reuse and the most efficient use
of resources. However, cache sharing should be used only when cache data is not
specific to any one tenant.

Deploying Oracle Coherence Applications in Multitenant

Domains

Oracle Coherence applications are deployed using the common deployment tools
such as Fusion Middleware Control and WLST.

For more information about deploying applications in a multitenant environment, see
Deploying Applications.

When deploying Oracle Coherence applications, use the Scope field to specify the
domain partition to which the application is deployed. Oracle Coherence applications
can be deployed to the following:

e Global scope: The global scope is equivalent to a non-multitenant deployment and
does not impose any cache isolation.

* Resource group template: Applications are deployed to the domain partitions that
are configured to use the specified resource group template. Cache instances are
isolated to each domain partition.

» Resource group for a partition: Applications are deployed to the partitions that are
configured to use the specified resource group. Cache instances are isolated to
each domain partition.

Overriding Cache Configuration Properties

ORACLE

Cache configuration properties can be specified for each domain partition. Partition-
specific values are inserted into the cache configuration when a GAR module is
initialized. For example, a cache in one partition may be configured so that entries
expire after 5 minutes and for another domain partition the cache may be configured
so that entries expire after 10 minutes. In both cases, the same cache configuration
file is deployed in the GAR module.

The main steps for overriding cache configuration properties are as follows:
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1. Select a partition to edit its partition settings.

2. Update Oracle Coherence configuration settings by adding the property names
and values to be overridden.

To override cache configuration properties using Fusion Middleware Control, see
Configure domain partition Oracle Coherence caches in the online help.

Using WLST

To override cache configuration properties, connect to the Weblogic Server Domain
MBean server and execute the cr eat eCoher encePartiti onCacheProperty operation
to specify a property and the set Val ue operation to enter the property value. For
example:

cd('/")

cd('/Partitions/ WPartition-1")

cno. creat eCoherencePartiti onCacheConfig(' MConfig')

cd(' CoherencePartitionCacheConfigs/ MConfig')

cno. creat eCoherencePartiti onCacheProperty(' expiry-delay")
cd(' CoherencePartitionCacheProperties/expiry-delay")

cno. set Val ue(' 3600s")

Cache configuration properties can also be deleted using the
dest royCoher encePartiti onCacheConfi g operation. For example:

cd('/")

cd('/Partitions/ WPartition-1")

cno. creat eCoherencePartiti onCacheConfig(' MConfig')

cd(' CoherencePartitionCacheConfigs/ M/Confi g/ CoherencePartitionCacheProperties/
expiry-delay')

property = cno

cd("..")

cno. dest r oyCoher encePartiti onCacheProperty(property)

Enabling Cache Sharing Across Partitions

ORACLE

Cache sharing must be explicitly set for each partition where the cache is deployed.
Enabling cache sharing on a cache in one partition does not automatically share the
cache for all partitions.

Note that the same cache scheme cannot be used for both shared and nonshared
caches in a multitenant domain. However, a cache scheme can use scheme
references to reuse the same scheme definition. For example:

<cachi ng- schene- mappi ng>
<cache- mappi ng>
<cache- nane>exanpl e</ cache- name>
<schene- nane>Exanpl esPartiti oned- NonShar ed</ schene- nane>
</ cache- mappi ng>
<cache- mappi ng>
<cache- nane>exanpl e- shar ed</ cache- nane>
<schene- nane>Exanpl esParti ti oned- Shar ed</ schene- name>
</ cache- mappi ng>
</ cachi ng- schene- mappi ng>
<cachi ng- schenes>
<di stri but ed- scheme>
<schene- nane>Exanpl esPartiti oned- NonShar ed</ schene- nane>
<schene-r ef >Exanpl esPartiti onedSchene</ schene-ref >
</distributed-scheme>

13-3



Chapter 13
Securing Oracle Coherence Applications in Multitenant Domains

<di st ri but ed- scheme>
<schene- nane>Exanpl esParti ti oned- Shar ed</ schene- name>
<schene-r ef >Exanpl esPartiti onedSchene</ schene-ref >
</ distributed-scheme>
<di stri but ed- scheme>
<schene- nane>Exanpl esPartiti onedSchene</ schene- nane>
<servi ce- nane>Exanpl esPartiti onedCache</ servi ce- name>
<backi ng- map- scheme>
<l ocal - schenme>
<hi gh- uni t s>32\K/ hi gh- uni t s>
<uni t - cal cul at or >bi nary</ uni t-cal cul at or>
</l ocal - scheme>
</ backi ng- map- scheme>
<autostart>true</autostart>
</ distributed-scheme>
</ cachi ng- schenes>

The main steps for enabling cache sharing are as follows:

1. Select a partition to edit its partition settings.

2. Add an Oracle Coherence cache to the partition.
3. Specify that the cache is shared.
4,

Repeat the process for each partition that shares the cache. Configuration values
must be the same for each patrtition.

To enable cache sharing using Fusion Middleware Control, see Configure domain
partition Oracle Coherence caches in the online help.

Using WLST

To enable cache sharing across partitions, connect to the Weblogic Server Domain
MBean server and execute the set Shar ed operation with a t r ue parameter. For
example:

cd('/")

cd('/Partitions/MPartition-1")

cno. creat eCoherencePartiti onCacheConfig(' MyConfig')
cd(' CoherencePartitionCacheConfigs/ MConfig')

cno. set Shared(true)

cd('/")

cd('/Partitions/MPartition-2")

cno. creat eCoherencePartiti onCacheConfig(' MyConfig')
cd(' CoherencePartitionCacheConfigs/ MConfig')

cno. set Shared(true)

Securing Oracle Coherence Applications in Multitenant

Domains

ORACLE

Oracle Coherence applications use the authorization features that are available with
WebLogic Server. Authorization roles and policies are configured for caches and
services and should be set for each partition.

For more information about security in multitenant domains, see Configuring Security.
For more information about Oracle Coherence security in WebLogic Server, see
Securing Oracle Coherence.
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¢ Note:

Shared caches are owned by the global partition and authorization is based
on the global realm.

Configuring Oracle Coherence: Related Tasks and Links

For a detailed example of using Oracle Coherence with multitenancy, see the
Managed Oracle Coherence Servers - multitenant example that is included in the
WebLogic Server Code Examples. For more information about creating Oracle
Coherence clusters, packaging Oracle Coherence applications, and securing Oracle
Coherence in Oracle WebLogic Server, see the referenced information.

*  Administering Clusters for Oracle WebLogic Server.
»  Developing Oracle Coherence Applications for Oracle WebLogic Server.

e Securing Oracle Coherence
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Configuring JDBC

Learn how data source resource definitions are supported in Oracle WebLogic Server
Multitenant (MT).

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

Configuring JDBC: Prerequisites

About Supported Data Source Types

Configuring JDBC Data Sources: Considerations

Configuring JDBC Data Sources: WLST Example

Configuring JDBC Data Sources: Administration Console Example
Configuring JDBC Data Sources: Fusion Middleware Control Example
Configuring JDBC Data Sources: REST Example

Configuring JDBC Data Sources: Related Tasks and Links

Configuring JDBC: Prerequisites

Prior to configuring Java Database Connectivity (JDBC) in a multitenant environment,
you must complete certain prerequisite steps.

ORACLE

You must have already created:

A virtual target. See Configuring Virtual Targets.
A domain partition. See Configuring Domain Partitions.

A security realm that is specific to the partition, if necessary. See Configuring
Security.

A resource group template, if necessary. See Configuring Resource Group
Templates.

A resource group. See Configuring Resource Groups.

This chapter assumes familiarity with existing WebLogic Server data sources. See
Administering JDBC Data Sources for Oracle WebLogic Server.
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About Supported Data Source Types

When working in a non-multitenant WebLogic Server environment, a data source may
be defined as a system resource or deployed at the domain level. When using
WebLogic Server MT in a multitenant environment, a data source may also be defined
in one of several scopes.

ORACLE

As part of a resource group that is created at the domain level. The referenced
data source must be qualified with the appropriate database credentials, URL,
driver properties, and attributes for the domain-level scope. A data source
referenced by a resource group at the domain level is a global system resource. A
data source module descriptor may be referenced only by a single domain-level
resource group.

As part of a resource group that is created at the partition level. The referenced
data source must be qualified with the appropriate database credentials, URL,
driver properties, and attributes for the partition. A data source descriptor can be
referenced only by a single resource group in a partition.

As part of a resource group template that is created at the domain level. Such
definitions are considered a template data source definition that is fully qualified by
individual partitions that reference the resource group template.

As part of a resource group at the partition level that is based on a resource group
template. Because template resource descriptors referenced by a resource group
template may be incomplete, by lacking or having an incorrect URL, credentials, or
both, the resources defined by each resource group need to have the appropriate
overrides specified for deployment to the partition runtime.

You can use a JDBCSyst enResour ceQver ri deMBean to override the user,

passwor d, and URL attributes for a resource group based on a resource group
template that is defined at the partition level. These three attributes represent data
source settings that would typically be qualified on a per-partition basis for
Software-as-a-Service (SaaS) use cases where most template data source
settings are common across partitions. If you use override MBeans, then you must
define a separate override MBean for each data source referenced by the
resource group. Configuration changes to these attributes that are made at
runtime (post data source deployment) require that the partition data source be
restarted for the changes to take effect.

A resource deployment plan may be specified for a resource group that allows
overriding arbitrary attributes of any data source descriptor referenced by the
resource group. The single deployment plan is defined in an external file whose
path is specified in the partition configuration and applies to all data sources in the
partition. The resource deployment plan is processed before applying override
attributes to the resource group-referenced data source. If a given data source
attribute is specified in both a resource deployment plan and an override MBean,
then the override MBean value takes precedence. See Configuring Resource
Overrides.

14-2



Chapter 14
About Supported Data Source Types

# Note:

For any Java EE applications that use JDBC directly, you must update
the application to use data sources instead if you want to use JDBC
overrides.

* As part of a deployed object at the partition-level. This includes a packaged data
source in an EAR or WAR file, in a standalone data source module, or a Java EE
data source definition defined in a Java annotation or a descriptor file in an
application. Each of these objects can be deployed to a partition. Packaged and
standalone data sources can be updated using application deployment plans, the
same as the corresponding nonpartitioned data sources. There is no override
mechanism for Java EE data source definitions.

To summarize, the data source component supports the following data source

deployment types.

Data Source Deployment Type Parameter Override Support

Domain-level system resource, No override support; change the data source directly.
optionally scoped in a resource group

Resource group template system Change the data source directly or override in the
resource resource group derived from the resource group

template.

Partition-level system resource in a No override support; change the data source directly.
resource group

Partition-level system resource in a Use a JDBC system resource override or a resource
resource group based on a resource  deployment plan.
group template

Application scoped/packaged data Use an application deployment plan.
source deployed to a domain or

partition

Standalone data source module Use an application deployment plan.

deployed to a domain or partition

Data source definitions (Java EE 6) No override support.
deployed to a domain or partition

The domain structure related to data sources is as follows:

e Domain:

— Data source with global scope

— Domain-level resource group with data source with global scope

— Domain-level resource group template with data source

— Partition:

*
*

*

ORACLE

Partition-level resource group with data source

Partition-level resource group based on resource group template
Partition-level JDBC system resource override

Partition-level resource deployment plan

Object deployed at the partition level
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The resource group template references system resource definitions such as data
source module descriptors. The partition defines one or more resource groups that
may reference a system resource definition directly, a resource group template, or
both.

Configuring JDBC Data Sources: Considerations

When configuring data sources in a multitenant environment, you should take into
consideration several topics, including data source scope, runtime monitoring, security
roles and policy definitions, the scope of XA transactions, and more.

» Data Source Scope

*  Runtime Monitoring

e Security

e Transactions Scope

*  Partition Life Cycle

» Diagnostic Image Source

* Logging

* JNDI Bindings

»  Deprecated Drivers Not Supported

Data Source Scope

Creating a data source that is scoped to a domain-level resource group or in a partition
is similar to creating a domain-level system resource. The only additional step is to
specify the scope. In the Oracle WebLogic Server Administration Console and Oracle
Enterprise Manager Fusion Middleware Control (FMWC), there is a menu in the first
step of the creation process that lists the available scopes in which to create a data
source. Using WebLogic Scripting Tool (WLST), it is necessary to create the data
source using the cr eat eJDBCSyst enResour ce method on the parent MBean (the
MBean for the domain, resource group, or resource group template).

When editing a data source, the data source must reside in the proper scope. There
are no additional changes to updating a data source.

Runtime Monitoring

ORACLE

The existing data source runtime MBeans are supported for partition-scoped data
source deployments and are accessible to JMX-based management clients. The
runtime MBean type depends on the data source type deployed. For example, a
generic data source is represented by a JDBCDat aSour ceRunt i neMBean type.

The Dat aSour ceRunt i meMBean created for a partition-scoped data source deployment
is parented by the JDBCParti ti onRunti meMBean of the partition and provides statistics
and runtime operations that are specific to the partition's data source instance.

Partition-scoped data source runtime MBeans have a name attribute similar to the
following:

com bea: Server Runti ne=nyser ver, Name=ds, Type=JDBCDat aSour ceRunt i ne,
JDBCPartitionRuntinme=Partitionl, PartitionRuntime=Partitionl
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The parent attribute is set to:

com bea: Server Runti me=nyserver, Name=Partitionl, Type=JDBCPartiti onRunti me

Note that in the prior example, the partition-scoped data source name is ds, the
partition name is Partitionl and the server name is nyserver .

The data source runtime MBeans reside in the runtime MBean hierarchy under
serverRuntine/PartitionRuntimes/partition/JDBCPartitionRuntime. Whereas the
runtime MBeans for nonpartition-scoped data source deployments reside under
server Runt i me/ JDBCSer vi ceRunt i re.

MBeans defined at the domain level are not visible to partition users. If a nondynamic
parameter is updated in a partition, the change does not take effect immediately but
occurs the next time that the data source in the partition is restarted or the partition
itself is restarted. It is not necessary to restart the server.

Security roles and policy definitions related to partition data source configuration is the
responsibility of the system administrator. See Configuring Security. It is optional to
configure a security realm that is specific to the partition. Otherwise, configuring
security for a partition-scoped data source is similar to a global data source. For more
information about data source security, see Security for WebLogic Server MBeans and
Understanding Data Source Security.

Data source authorization verification is supported for partition-scoped deployments
using the partition-specific security realm where applicable.

There is support for defining credential mapper entries for use with data source
security features for partition-scoped deployments. Data source credential mapper
entries are used with data source security options: identity-based pooling, Set Client
Identifier, and proxy authentication. Credential mapper entries should be created in the
WebLogic Server Administration Console (they are not supported in Fusion
Middleware Control).

Transactions Scope

The scope of XA transactions are at the domain level and span access to partition-
level resources. Partition-scoped resource names are qualified with the partition name
so that resources are unique to the transaction manager, and they are managed
independently.

For more information about transaction configuration and restrictions, see Configuring
Transactions.

Partition Life Cycle

ORACLE

A data source that is associated with a partition is started during a partition start and
shut down during a partition shutdown or forced shutdown. Partition start and
shutdown can be performed by the WebLogic Server system administrator and
operator, the partition administrator, and the partition operator.
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Diagnostic Image Source

Logging

You can limit the scope of a diagnostic image to a partition. For diagnostic image
capture requests that specify a partition, the data source output is restricted to that of
data sources that are scoped to the target partition. See Configuring Partition-Scoped
Diagnostic Image Capture.

Partition-scoped data source log messages are qualified with the partition ID and
name when the domain log format is not configured for backward compatibility with
pre-12.2.1 logging. For more information about logging, see Monitoring and Debugging
Partitions.

JNDI Bindings

A data source is bound into the appropriate JNDI context at deployment time under the
name or names specified in the data source module descriptor.

Data Source Scope JNDI Namespace
Application Application
Partition resource group Partition

Domain resource group Global

Note that a data source instance obtained from a JNDI namespace preserves its
scope even if accessed under a different partition context.

Cross-partition access occurs when an application running in one partition accesses a
resource in another partition. This also applies to partition-level access to the domain
level and the reverse. Cross-partition data source access occurs when an application
running in one partition performs a JNDI lookup of a data source defined in another
partition by using either the partition URL, or the donai n: or partition: syntax. In
WebLogic Server 12.2.1 or later, this causes a warning to be generated in the log so
that applications know that a change is required.

Deprecated Drivers Not Supported

ORACLE

The three WebLogic Server driver types that are registered under the JDBC URL
prefix j dbc: webl ogi c: pool , j dbc: webl ogi c: rni, and j dbc: webl ogic:jts are
deprecated and are not supported with partition-scoped data sources. Existing JDBC
client logic that specifies the connect i onPool | D property with the data source name,
does not fail to find the data source in a partition. Applications that use the pool, JTS,
or RMI drivers must modify their configurations to specify data source JNDI names
instead to work in a partition configuration.

Related to this, an EJB RDBMS Bean descriptor cannot use <pool - name> to access a
partition-scoped data source in a JDBC session. Using a JNDI name is supported in
this situation.
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Configuring JDBC Data Sources: WLST Example

ORACLE

This sample WLST program shows how to configure a WebLogic Server data source
in an multitenant environment.

It creates two virtual targets, one for the domain and one for the partition. It creates
one partition. It then creates a resource group, a resource group template, and a
resource group based on the resource group template in the partition.

It then creates the same data source in four scopes:

* Resource group template

* Resource group using the resource group template and a system override
* Resource group

e Domain

Last, it starts the partition.

import sys, socket
i mport os
host nane = socket . get host nane()
partition='partitionl'
connect ("webl ogi c", "password", "t 3://" +host nane+": 7001")
edit()
startEdit()
serverBean = get MBean('/ Servers/ nyserver')
r eal mBean=cno. get Securi tyConfiguration(). get Def aul t Real n{)
pB = cno. | ookupPartition(partition)
if pB!= None:
print "[ERROR] Partition with Nane ' %' already exits" %partition
cancel Edit('y")
exit('y")
host =' %. us. exanpl e. coml  %host nane
def createVirtual Target(nane, host, domain, target, prefix):
print "Creating virtual target " + nane
domai n=get MBean(' /")
vt =domai n. creat eVi rt ual Tar get (nane)
vt. addTar get (t ar get)
vt.set Host Nanes(jarray. array([String(host)], String))
vt.setUriPrefix(prefix)
return vt
def creat eJDBCSyst enResour ce( owner, resourceNane):
syst emResour ce=owner . cr eat eJDBCSyst emResour ce( r esour ceNane)
syst enResour ce. set Name(r esour ceName)
j dbcResour ce=syst emResour ce. get JDBCResour ce()
j dbcResour ce. set Name(r esour ceNane)
dri ver Parans=j dbcResour ce. get JDBCDr i ver Par ans()
driverParans. set Dri ver Name(' oracl e. j dbc. Oracl eDriver')
driverParans. set Ul ('jdbc: oracl e: thin: @bhost: 1521/ ot rade')
driverParans. set Dri ver Nane(' or g. apache. der by. j dbc. EmbeddedDri ver")
# driverParans. set Ul ('jdbc: derby: menory: nydb\; create=true')
properties = driverParans. get Properties()
properties.createProperty('user', 'dbuser')
dri ver Parans. set Passwor d(' password')
j dbcDat aSour cePar ans=j dbcResour ce. get JDBCDat aSour cePar ans()
j dbcDat aSour cePar ans. addJNDI Nare( r esour ceNane)
j dbcDat aSour cePar ans. set G obal Transact i onsProt ocol (' None')
return systemResource

H
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def creat eJDBCSyst emResour ceQverride(partition, dsnane, url, user, password):
oMBean=partition. creat eJDBCSyst enResour ceOverri de( dsnane)
oMBean. set URL(url)
oMBean. set User (user)
oMBean. set Passwor d( passwor d)
vtname='partitionl'
vt Bean=creat eVirtual Target (vt name+' -vtarget', host, getMean('/"),
get MBean(' / Servers/ nyserver'), '/' + vtnane)
vt name=" domai n'
vt Beanl=createVirtual Target (vt name+ -vtarget', host, getMBean('/'),
get MBean(' / Servers/ nyserver'), '/' + vtnane)
print 'Creating partition partitionl'
domai n = get MBean("/")
partitionlMBean=donain. createPartition(' partitionl')
partitionlMBean. addDef aul t Tar get (vt Bean)
partitionlMBean. set Real n{real nBean)
partitionlMBean. addAvai | abl eTar get (vt Bean)
print 'Creating resource group tenplate rgt'
r gt Bean=cn. cr eat eResour ceG oupTenpl ate(' rgt")
print 'Creating resource group partitionl-rg in partitionl'
partitionrgMBean=partitionlMBean. creat eResourceG oup(' partitionl-rg')
partitionrgMBean. addTar get (vt Bean)
print 'Creating resource group partitionl-rg-with-tenplate in partitionl'
partitionlrgitMean=partitionlMBean. createResourceG oup(' partitionl-rg-wth-
tenmpl ate')
partitionlrgitMean. set ResourceG oupTenpl at e( get MBean(' / Resour ceG oupTenpl ates/rgt'))
print 'Creating domain resource group global-rg'
cd('/")
cno. creat eResour ceG oup(' gl obal -rg')
cd("/ Resour ceG oups/ gl obal -rg")
cno. addTar get (vt Beanl)
save()
activate()
# Create 4 data sources
startEdit()
print "Creating data source ds-in-tenplate in rgt"
creat eJDBCSyst enResour ce( owner =r gt Bean, resourceName='ds-in-tenplate')
activate()
startEdit()
print "Creating data source ds-using-template in rg using rgt"
creat eJDBCSyst enResour ce(owner =partitionlrgi t MBean, resourceNane="ds-using-tenplate')
activate()
startEdit()
print "Creating override for data source ds-in-tenplate"
creat eJDBCSyst enResour ceOverride(partitionlMBean, 'ds-in-tenplate',
jdbc:oracl e: thin: @bhost: 1521/ otrade2', 'scott', 'tiger',1,10,50)
activate()
startEdit()
print "Creating data source ds in partitionl-rg"
creat eJDBCSyst enResour ce( owner =partitionrghMBean, resourceName='ds')
activate()
# You cannot create a data source directly in a partition.
# creat eJDBCSyst enResour ce( owner =partitionlMBean, resourceNane='ds')
startEdit()
print "Creating data source ds in donain"
creat eJDBCSyst enResour ce( owner =donai n, resour ceNane="'ds')
cd('/ SystenmResources/' + "ds" )
set (' Targets',jarray.array([Cbj ect Nane(' com bea: Name=" + ' Admi nServer' +
", Type=Server')], OhjectNane))
save()
activate()
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startPartitionWit(partitionlMBean)

def creat eJDBCSyst enResour ceQverride(partition, dsnane, url, user, password,
initial Capacity, mnCapacity, maxCapacity):
oMBean=partition. creat eJDBCSyst enResour ceQverri de( dsnane)
oMBean. set Dat aSour ceNane( dsname)

oMBean. set URL(url)

oMBean. set User (user)

oMBean. set Passwor d( passwor d)

oMBean. set I nitial Capacity(initial Capacity)

oMBean. set M nCapaci t y(m nCapaci ty)

oMBean. set MaxCapaci t y( maxCapaci t y)

Note that the cr eat eJDBCSyst enResour ce method is unusual in that it does not have
many different parameters to create the data source. Instead, the same parameters
are used each time.

The following sample WLST output shows a global system resource data source
deployment under the server runtime and the three partition-scoped data source
deployments under the partition runtime.

> | s(' JDBCSyst enResour ces')

dr-- ds

> | s('Partitions')

drw  partitionl

> serverRuntine()

> | s(" JDBCSer vi ceRunt i me/ Admi nSer ver/ JDBCDat aSour ceRunt i neMBeans' )
dr-- ds

> | s(
""PartitionRuntines/partitionl/JDBCPartitionRuntine/partitionl/
JDBCDat aSour ceRunt i meMBeans' )

dr-- ds
dr-- ds-in-tenplate
dr--  ds-using-tenplate

Configuring JDBC Data Sources: Administration Console
Example

You can also configure JDBC data sources in an multitenant environment using the
WebLogic Server Administration Console. The following sections specify the steps to
take using the WebLogic Server Administration Console to reproduce the Configuring
JDBC Data Sources: WLST Example.

" Note:

When you create a data source in a resource group template, values, such
as URL and user, may be overridden in the resource group. Since this is an
expected use case, it is handled in a special manner by the Administration
Console. If you do not fill in a value, it will be filled in with a placeholder value
based on the attribute name.

Configuring JDBC Data Sources

To configure JDBC data sources:
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1. From the WebLogic Server Administration Console home page, select Data
Sources to display a summary table which lists all the system resource data
sources that are configured in all scopes (domain, resource group templates, and
resource groups). The table displays the scope and partition name where
applicable.

2. Select the name of a data source.

3. Select Configuration > General to display the configuration attributes unaffected
by any existing JDBC system resource overrides. The overrides do not appear at
this level.

4. Select Security > Credential Mappings and then click New. Enter the WebLogic
Server User, Remote User, and Remote Password values for credential mappings
associated with the data source.

5. On the data sources summary page, click New and select Generic Data Source.
From the Scope menu, you can specify a global data source or whether to create
the data source in an existing resource group template or resource group (the
names of all the available scopes appears in the menu).

6. From the WebLogic Server Administration Console home page, select Domain
Partitions to display the domain partitions summary table that lists all the
configured partitions. The information for each partition includes the nested
resource groups, the default targets, and the state.

7. To configure a specific partition, click its name, then select Resource Overrides >
JDBC System to display a summary table that lists the existing JDBC overrides.

8. To create a new JDBC system resource override, click New. The Data Source
menu lists the available data sources for creating the override. The WebLogic
Server Administration Console lists the data sources from all the resource groups
in the partition, however, only resource groups derived from resource group
templates would need an override. Nonderived resource groups can be updated
directly; overriding them is not recommended. For each existing override, the table
displays the name of the override, the data source, and the URL. Clicking the
override name displays a configuration page where you can update any of the
override values (URL, user, or password).

Monitoring JDBC Data Sources

To monitor data sources at various levels:

1. Onthe domain level, from the Home page, select Data Sources > Monitoring to
view all running data sources in all scopes.

2. On the partition level, select Domain Partitions and click a specific partition
name.

3. Select Resource Groups, click a specific resource group name, then select
Services > JDBC to view the data sources defined in this scope.

Configuring JDBC Data Source Diagnostics

To produce a partition-scoped diagnostics image:

1. From the home page, select Diagnostics Images.

2. Click the plus sign (+) for the desired server to expand the list.
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3. Select the radio button for a specific partition name and then click Capture Image.

The Diagnostic Image Properties page specifies the Destination Directory location
for the image . zi p file.

4. Openthe. zip file to view a JDBC. t xt file that might look like the following sample.
Note that resource names are decorated with $parti ti onnane.

Dunpi ng Resource Pool : ds-in-tenpl ate$partitionl

Resource Pool : ds-in-tenplate$partitionl: dunpPool Current Capacity =1

Resour ce Pool : ds-in-tenplate$partitionl: dunpPool dunping available resources

#entries = 1

Resour ce Pool : ds-in-tenplate$partitionl: dunpPool available[0] =

aut oCommi t =t r ue, enabl ed=t r ue, i sXA=f al se, i sJTS=f al se, vendor | D=100, connUsed=f al se, dol ni
t=fal se,'null', destroyed=fal se, pool name=ds-i n-

tenpl at e$partitionl, appname=nul |, modul eName=nul | , connect Ti me=862, di rtyl sol ati onLevel =
fal se,initiallsolationLevel =2,infected=fal se, | astSuccessful ConnectionUse=0, secondsToT
rust Anl dl ePool Connect i on=10, current User=nul | , current Thread=nul |, | ast User=nul | , current
Error=nul |, current ErrorTi mest anp=nul | , JDBCARunt i me=t r ue, support St at enent Pool abl e=t r ue
, needRest oreC i ent I nfo=fal se, defaul t O ientlnfo={}, supportlsValid=true

Resour ce Pool :ds-in-tenplate$partitionl: dunpPool dunping reserved resources

#entries = 0

Resour ce Pool :ds-in-tenmplate$partitionl:dunpPool # dead resources = 0

Dunpi ng Resource Pool : ds-in-tenplate$partitionl conplete

Dunpi ng Resource Pool : ds$partitionl

Resource Pool : ds$partitionl: dunpPool Current Capacity =1

Resour ce Pool : ds$partitionl: dumpPool dunping available resources, #entries =1
Resour ce Pool : ds$partitionl: dumpPool available[0] =

aut oCommi t =t r ue, enabl ed=t rue, i sXA=f al se, i sJTS=f al se, vendor | D=100, connUsed=f al se, dol ni
t=fal se,'null", destroyed=fal se, pool nane=ds$partitionl, appname=nul | , modul eName=nul | , co
nnect Ti me=1277, dirtyl sol ati onLevel =fal se,initiallsolationLevel =2,infected=fal se,|astS
uccessf ul Connect i onUse=0, secondsToTr ust Anl dI ePool Connecti on=10, current User=nul | , curre
nt Thread=nul | , | ast User=nul |, current Error=nul |, current Error Ti mest anp=nul | , JDBCARunt i ne
=t rue, support St at ement Pool abl e=t rue, needRest oreCl i ent | nf o=f al se, def aul t Ol i ent | nf 0={}
supportlsvalid=true

Resour ce Pool : ds$partitionl: dumpPool dunping reserved resources, #entries =0
Resour ce Pool : ds$partitionl: dunpPool # dead resources = 0

Dunpi ng Resource Pool : ds$partitionl conplete

Dunpi ng Resource Pool : ds- usi ng-tenpl at e$partitionl

Resour ce Pool : ds- usi ng-tenpl at e$partitionl: dunpPool Current Capacity =1

Resour ce Pool : ds-using-tenpl at e$partitionl: dunpPool dunping availabl e resources
#entries = 1

Resour ce Pool : ds-usi ng-tenpl at e$partitionl: dunpPool available[0] =

aut oCommi t =t r ue, enabl ed=t r ue, i sXA=f al se, i sJTS=f al se, vendor | D=100, connUsed=f al se, dol ni
t=fal se,'null"', destroyed=fal se, pool hame=ds- usi ng-

tenpl at e$partitionl, appname=nul |, modul eName=nul | , connect Ti me=467, di rtyl sol ati onLevel =
fal se,initiallsolationLevel =2,infected=fal se, | astSuccessful ConnectionUse=0, secondsToT
rust Anl dl ePool Connect i on=10, current User=nul | , current Thread=nul |, | ast User=nul | , current
Error=nul |, current ErrorTi mest anp=nul | , JDBCARunt i me=t r ue, support St at enent Pool abl e=t rue
, needRest oreC i ent I nfo=f al se, defaul t O i entlnfo={}, support|sValid=true

Resour ce Pool : ds-usi ng-tenpl at e$partitionl: dunpPool dunping reserved resources
#entries = 0

Resour ce Pool : ds-usi ng-tenpl ate$partitionl: dunpPool # dead resources = 0

Dunpi ng Resource Pool : ds-using-tenplate$partitionl conplete

Configuring Partition-Scoped Deployments

To configure partition-scoped deployments:
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1. As with nonpartition scoped deployments, from the home page, select
Deployments, click Install, and then locate the EAR or WAR file that you want to
deploy.

2. On the first page of the Install Application Assistant, for deployment scope, you
can select either the global scope or one of the existing resource group templates
Or resource groups.

3. After deploying the EAR or WAR file, you can view the associated modules and
scope by clicking the associated link in the console. Initially there is no deployment
plan.

To create an application deployment plan, Oracle recommends using the WebLogic
Server Administration Console which will create the plan for you:

1. Select the deployed data source.
2. Change the configuration.
3. Save the changes.

The console creates the associated deployment plan and specifies the deployment
plan name. The following is a sample application deployment plan.

<?xm version='1.0" encodi ng="UTF-8' 7>
<depl oynment - pl an xm ns="http://xm ns. oracl e. com webl ogi ¢/ depl oynent - pl an"
xm ns: xsi="http://ww. w3. or g/ 2001/ XM.Schema- i nst ance"
xsi : schemaLocation="http://xm ns. oracl e. conf webl ogi ¢/ depl oyment - pl an http://
xm ns. or acl e. con webl ogi ¢/ depl oynent - pl an/ 1. 01/ depl oynent - pl an. xsd" >
<appl i cati on- nane>ds-j dbc. xm </ appl i cati on- name>
<vari abl e-definition>
<vari abl e>
<name>JDBCConnect i onPool Parans_| nitial Capacity_14417323945070</ nane>
<val ue>1</ val ue>
</variabl e>
<vari abl e>
<name>JDBCConnect i onPool Parans_M nCapaci ty_14417323945071</ name>
<val ue>1</ val ue>
</variabl e>
<vari abl e>
<name>JDBCConnect i onPool Par ans_St at enent CacheSi ze_14417323945072</ name>
<val ue>10</ val ue>
</variabl e>
<vari abl e>
<name>JDBCConnect i onPool Par ans_MaxCapaci ty_14417323945073</ nane>
<val ue>20</ val ue>
</variabl e>
<vari abl e>
<name>JDBCConnect i onPool Par ans_St at enent CacheType_14417323945074</ name>
<val ue>LRW/ val ue>
</variabl e>
</variabl e-definition>
<nmodul e- overri de>
<modul e- name>ds- j dbc. xn </ modul e- name>
<nodul e-type>j dbc</ nodul e-t ype>
<nodul e-descriptor external ="fal se">
<root - el enent >j dbc- dat a- sour ce</ r oot - el enent >
<uri>. <furi>
<vari abl e- assi gnment >
<name>JDBCConnect i onPool Parans_| ni tial Capacity_14417323945070</ nane>
<xpat h>/ j dbc- dat a- sour ce/ j dbc- connect i on- pool - parans/initial - capaci t y</ xpat h>
</vari abl e- assi gnrment >
<vari abl e- assi gnment >
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<name>JDBCConnect i onPool Parans_M nCapaci ty_14417323945071</ nane>
<xpat h>/ j dbc- dat a- sour ce/ j dbc- connect i on- pool - par ans/ ni n- capaci t y</ xpat h>
</vari abl e- assi gnnment >
<vari abl e- assi gnnment >
<name>JDBCConnect i onPool Par ans_St at enent CacheSi ze_14417323945072</ nane>
<xpat h>/ j dbc- dat a- sour ce/ j dbc- connect i on- pool - par ans/ st at enent - cache- si ze</
xpat h>
</vari abl e- assi gnnment >
<vari abl e- assi gnnment >
<name>JDBCConnect i onPool Par ans_MaxCapaci ty_14417323945073</ nane>
<xpat h>/ j dbc- dat a- sour ce/ j dbc- connect i on- pool - par ans/ max- capaci t y</ xpat h>
</vari abl e- assi gnnment >
<vari abl e- assi gnnment >
<name>JDBCConnect i onPool Par ans_St at enent CacheType_14417323945074</ nane>
<xpat h>/ j dbc- dat a- sour ce/ j dbc- connect i on- pool - par ans/ st at ement - cache-t ype</
xpat h>
</vari abl e- assi gnnment >
</ modul e-descri pt or >
</ modul e-overri de>
<config-root>D:\tnpl221\partitionl\ds-jdbc.xm \app\plan</config-root>
</ depl oynment - pl an>

Using Resource Deployment Plans

If you want to override attributes of a resource group template-derived partition data
source other than the user, password, or URL values, then you will need to create a
resource deployment plan. See Configuring Resource Deployment Plans: Main Steps
and WLST Example.

The following is a sample resource deployment plan. Note that the descriptor-file-
pat h, resour ce-type, and the resour ce name elements are used to identify where the
descriptor resides.

<resour ce- depl oyment - pl an
xm ns="http://xm ns. oracl e. conf webl ogi ¢/ resour ce- depl oynent - pl an"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"
xsi : schemaLocation="http://xm ns. oracl e. conf webl ogi ¢/ resour ce- depl oynent - pl an
http://xm ns. oracl e. com webl ogi c/ resour ce- depl oyment - pl an/ 1. 0/ r esour ce- depl oynent -
pl an. xsd">
<vari abl e-definition>
<vari abl e>
<name>JDBCConnect i onPool Parans_| nitial Capacity_14423700625350</ nane>
<val ue>2</val ue>
</variabl e>
<vari abl e>
<name>JDBCConnect i onPool Parans_M nCapaci ty_14423700625511</ nane>
<val ue>5</val ue>
</variabl e>
<vari abl e>
<name>JDBCConnect i onPool Parans_St at enent CacheSi ze_14423700625512</ name>
<val ue>10</ val ue>
</variabl e>
<vari abl e>
<name>JDBCConnect i onPool Parans_St at enent CacheType_14423700625513</ name>
<val ue>LRW</ val ue>
</variabl e>
</variabl e-definition>
<external -resource-override>
<resour ce- name>ds-i n-t enpl at e</ r esour ce- name>
<resour ce-type>j dbc- syst em resour ce</resour ce-type>
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<root - el enent >j dbc- dat a- sour ce</root - el enent >
<descriptor-file-path>resource-group-tenplates/rgt/jdbc</descriptor-file-path>
<vari abl e-assi gnment >
<name>JDBCConnect i onPool Parans_| nitial Capacity_14423700625350</ nane>
<xpat h>/ j dbc- dat a- sour ce/ j dbc- connect i on- pool - parans/initial - capaci t y</ xpat h>
</vari abl e- assi gnnent >
<vari abl e-assi gnment >
<name>JDBCConnect i onPool Parans_M nCapaci ty_14423700625511</ nane>
<xpat h>/ j dbc- dat a- sour ce/ j dbc- connect i on- pool - par ans/ ni n- capaci t y</ xpat h>
</vari abl e- assi gnnent >
<vari abl e-assi gnment >
<name>JDBCConnect i onPool Parans_St at enent CacheSi ze_14423700625512</ name>
<xpat h>/ j dbc- dat a- sour ce/ j dbc- connect i on- pool - par ans/ st at enent - cache- si ze</
xpat h>
</vari abl e- assi gnnent >
<vari abl e-assi gnment >
<name>JDBCConnect i onPool Parans_St at enent CacheType_14423700625513</ name>
<xpat h>/ j dbc- dat a- sour ce/ j dbc- connect i on- pool - par ans/ st at enent - cache-t ype</
xpat h>
</vari abl e- assi gnnent >
</ external -resource-override>
</ resour ce- depl oyment - pl an>

To associate the resource deployment plan with a partition, provide the path to the
resource deployment plan on the partition's Configuration > General page.

Configuring JDBC Data Sources: Fusion Middleware Control

Example

ORACLE

You can use Fusion Middleware Control to configure JDBC overrides in a manner
similar to using the WebLogic Server Administration Console but with a different user
interface and navigation paths. However, you must use the WebLogic Server
Administration Console to configure data source security because it is not currently
available in Fusion Middleware Control.

1. From the WebLogic Domain menu, select JDBC Data Sources to display a list of
existing data sources with their associated type, scope, and if applicable, resource
group, resource group template and partition names.

2. To edit an existing data source, click its name.

3. To create a new data source, click Create and select the type of data source that
you want to create.

4. On the Data Source Properties page, use the Scope menu to specify the data
source scope.

5. From the WebLogic Domain menu, select Environments > Domain Partitions.
6. Click a partition name to edit the partition attributes.

To create JDBC system resource overrides:

1. Click the partition name.

2. From the left-side Domain Partition menu, select Administration > Resource
Overrides. Use this page to view every resource group that is derived from a
resource group template along with the resource type and the name of the
resource group template. If there is no existing override, the Has Overrides
column will be blank.
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3. Click the Edit Overrides icon to create an override. If the Has Overrides column
has a check mark in it, then click the Edit Overrides icon to update the existing

overrides.

Configuring JDBC Data Sources: REST Example

All of the JDBC configuration and runtime information is available using REST. See
Administering Oracle WebLogic Server with RESTful Management Services.
This is an example that gets all of the data sources in the partition, partitionl:

curl --user webl ogic: password -H X- Request ed-By: MyClient \

-H Accept: application/json \

-H Content - Type: application/json -X CGET \

http://host: 7001/ managenent / webl ogi c/ | at est/ server Runti me/\
partitionRuntimes/partitionl/JDBCPartitionRuntime/JDBCDat aSour ceRunti meMBeans

The following is abbreviated output:
{

"items": |

{

"identity": [
"partitionRuntines",
"partitionl",
"JDBCPartitionRuntine",
" JDBCDat aSour ceRunt i meMBeans",
"ds-in-tenplate"

]

"connectionsTotal Count": 1,

"identity": [
"partitionRuntines",
"partitionl",
"JDBCPartitionRuntine",
" JDBCDat aSour ceRunt i meMBeans",
"ds-using-tenpl ate"

"identity": [
"partitionRuntines",
"partitionl",
"JDBCPartitionRuntime",
" JDBCDat aSour ceRunt i neMBeans",
" ds"

]

"connectionsTotal Count": 1,
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The following shell script creates a new data source, ds3, in a resource group,
partitionl-rg,ina partition, partitionl, using REST:

host =nyhost
cnd="curl --user webl ogic:password \
-H X-Requested-By: My ient \
-H Accept: application/json \
-H Content - Type: appl i cation/json
echo "Start a config txn"
${cmd} -d "{}' \
-X POST \
http://${host}: 7001/ managenent / webl ogi ¢/ | at est/ edi t/ changeManager/ st ar t Edi t

echo "\nCreate the JDBCSystenmResource - note - can't save the changes yet"
echo "because we still need to set its JDBCResource's nane too."
${cmd} -d "{
name: 'ds3'

}" - X POST \

http://${host}: 7001/ managenent / webl ogi ¢/ \
latest/edit/partitions/partitionl/\
resour ceG oups/ partitionl-rg/ JDBCSyst enResour ces?saveChanges=f al se
echo "\nSet the JDBCSystenResource's JDBCResource's nanme and |et the changes be"
echo "saved automatically."

${cmd} -d "{
name: 'ds3'
}" - X POST \

http://${host}: 7001/ managenent / webl ogi c/ | at est/\
edit/partitions/partitionl/resourceG oups/partitionl-rg/\
JDBCSyst enResour ces/ ds3/ JDBCResour ce
echo "\nSet the Data Source Parans”
${cmd} -d "{
gl obal Transacti onsProt ocol : ' Enul at eTwoPhaseCommi t*,
JNDI Nanmes: [ 'ds3' ]
3" - X POST \
http://${host}: 7001/ managenent / webl ogi c/ | at est/\
edit/partitions/partitionl/resourceG oups/partitionl-rg/\
JDBCSyst enResour ces/ ds3/ JDBCResour ce/ JDBCDat aSour cePar ans
echo "\nSet the Driver Paranms”
${cmd} -d "{
driverNanme: 'oracle.jdbc. OracleDriver',
password: ' password',
url: "jdbc:oracle:thin: @bhost: 1521/ ot r ade'
3" - X POST \
http://${host}: 7001/ managenent / webl ogi c/ | at est/\
edit/partitions/partitionl/resourceG oups/partitionl-rg/\
JDBCSyst enResour ces/ ds3/ JDBCResour ce/ JDBCDx i ver Par ans
echo "\nSet the Properties Parans”
${cmd} -d "{
val ue: 'dbuser',
nane: 'user'
3" - X POST \
http://${host}: 7001/ managenent / webl ogi c/ | at est/\
edit/partitions/partitionl/resourceG oups/partitionl-rg/\
JDBCSyst enResour ces/ ds3/ JDBCResour ce/ JDBCDx i ver Par ans/ properti es/ properties
echo "\nActivate the changes”
${cmd} -d "{}' \
-X POST \
http://${host}: 7001/ managenent / webl ogi c/ | at est/ edi t/ changeManager/ act i vat e
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Configuring JDBC Data Sources: Related Tasks and Links

ORACLE

The following references provide additional information on WebLogic Server JDBC
data sources, configuring data sources using the Oracle WebLogic Server
Administration Console, and an example of configuring JDBC system resources using
REST.

*  WebLogic Server JDBC Data Sources in Administering Oracle WebLogic Server
with Fusion Middleware Control.

» Configure Data Sources in Oracle WebLogic Server Administration Console
Online Help.

e Configuring System Resources and Creating Partition-Scoped System Resources
in Administering Oracle WebLogic Server with RESTful Management Services.
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Configuring Messaging

Learn how Oracle WebLogic Server Multitenant (MT) supports messaging, including
persistent stores (file and JDBC stores), JMS servers, Store-and-Forward (SAF)
agents, path services, messaging bridges, JMS system modules and JMS application
modules, and JMS connection pools.

This chapter also describes approaches for accessing partitioned JMS resources from
other partitions in the same WebLogic Server instance or cluster, and from remote
client or server JVMs.

# Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

Configuring Messaging: Prerequisites

About Messaging Configuration Scopes

About Configuration Validation and Targeting Rules
Configuring Messaging Components

Configuring Partition-Specific JIMS Overrides

Accessing Partition-Scoped Messaging Resources Using JNDI
About Partition Associations in JMS

Managing Partition-Scoped Messaging Components
Configuring Messaging: Best Practices

Configuring Messaging: Limitations

Messaging Resource Group Migration

Configuring Messaging: Prerequisites

Prior to configuring JMS in a multitenant environment, you must complete several
prerequisite steps.

ORACLE

It is assumed that you are familiar with and have already created:

A virtual target. See Configuring Virtual Targets.

A domain partition. See Configuring Domain Partitions.
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* A security realm that is specific to the partition, if necessary. See Configuring
Security.

* Aresource group template, if necessary. See Configuring Resource Group
Templates.

* Aresource group. See Configuring Resource Groups.

This chapter assumes familiarity with existing WebLogic Server messaging
configuration. See:

*  Administering JMS Resources for Oracle WebLogic Server

*  Administering the WebLogic Persistent Store

*  Administering the WebLogic Messaging Bridge for Oracle WebLogic Server
*  Administering the Store-and-Forward Service for Oracle WebLogic Server

»  Developing Message-Driven Beans for Oracle WebLogic Server

About Messaging Configuration Scopes

ORACLE

When working with WebLogic Server in nonpartitioned environments, you can
configure and deploy JMS artifacts at the domain level. When working in WebLogic
Server MT, you can define and deploy JMS artifacts in any one of several scopes.

Examples of JMS artifacts include persistent stores (file or JDBC stores), JMS servers,
Store-and-Forward agents, path services, and messaging bridges, which are directly
configured in a WebLogic Server domain confi g. xnl file using a JIMX MBean, such as
Per si st ent St or eMBean, JM5Ser ver MBean, SAFAgent MBean, Pat hSer vi ceMBean, and
Messagi ngBr i dgeMBean.

In addition, JMS resources, such as connection factories and destinations are
configured in an external descriptor file called a JMS module. JMS modules are most
commonly configured as a JMS system resource (using a JMSSyst enResour ceMBean).
Less commonly, JMS modules can be embedded as a standalone or application-
scoped XML file that is part of a deployed application (called standalone and
application-scoped modules respectively), or indirectly by Java EE 7 connection
factory and destination annotations (which have the same basic semantics as external
resources defined in an application-scoped module).

When working in WebLogic Server MT, all of the prior JMS artifacts can be defined
and deployed in the following scopes:

* Domain-scoped: Using the exact same configuration as in a nonpartitioned
WebLogic Server environment

* Resource group-scoped: As part of a resource group that is created at the partition
level or at the domain level

* Resource group template-scoped: As part of a resource group template that is
created at the domain level

A resource group can optionally inherit a resource group template-scoped JMS
configuration. No more than one resource group per partition can reference a
particular resource group template, and similarly, no more than one domain level
resource group can reference a resource group template.

To summarize, the domain configuration structure for JIMS messaging artifacts is as
follows:
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e Domain-level JMS configuration
* Domain-level resource group with JMS configuration
* Domain-level resource group template with JMS configuration
» Domain-level resource group based on a resource group template
e Partition:
— Partition-level resource group with JMS configuration

— Partition-level resource group based on a resource group template

About Configuration Validation and Targeting Rules

Validation and targeting rules ensure that WebLogic Server MT JMS configuration is
isolated, self-contained, and easy to manage.

These rules help achieve the following goals:

e Aresource group can shut down or migrate independently without causing failures
in other resource groups or domain-level resources.

e Aresource group template is a fully encapsulated, independent configuration unit
without direct dependencies on resource groups, domain configuration, or other
resource group templates.

e The same configuration is valid regardless of whether a resource group is single-
server targeted, cluster targeted, or not targeted.

e There is no change in behavior for any domain-level configuration that was valid in
previous releases. For example, nonresource group or resource group template,
domain-level behavior remains unchanged for backwards compatibility.

One basic, high-level rule that helps accomplish these goals is that a IMS
configuration MBean may reference only another configuration MBean that is in the
same scope. For example, a resource group template-defined JMS server can
reference only a store that is also defined in the same resource group template. These
rules are enforced by configuration validation checks and by errors and warnings that
are logged at runtime.

Configuring Messaging Components

ORACLE

Certain considerations apply to configuring JMS artifacts in a multitenant environment.

»  Configuring JDBC or File Persistent Stores
*  Configuring JMS Servers
»  Configuring Store-and-Forward Agents

*  Configuring Path Services to Support Using Unit-of-Order with Distributed
Destinations

*  Configuring Messaging Bridges
*  Configuring JMS System Resources and Application-Scoped JMS Modules
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Configuring JDBC or File Persistent Stores

ORACLE

Creating a persistent store is a required step before configuring a JMS server, SAF
agent, or path service. This is because resource group and resource group template-
scoped JMS servers, SAF agents, and path services must reference an existing
persistent store.

Creating a custom file or JDBC persistent store inside a resource group that is either
scoped to a domain or to a partition is similar to creating a persistent store at the
domain level. However, an additional step is that you must specify the scope. In the
Oracle WebLogic Server Administration Console and Oracle Enterprise Manager
Fusion Middleware Control, there is a Scope menu in the first step of the creation
process that lists the available scopes in which to create a persistent store. Using
WebLogic Scripting Tool (WLST), you must create the persistent store using the
creat ePer si st ent St or e command on the parent MBean (the MBean for the domain,
resource group, or resource group template).

The following Distribution Policy and Migration Policy rules apply to all resource group
and resource group template-scoped persistent stores:

e Aresource group or resource group template-scoped store that will be used to
host JMS server distributed destinations or SAF agent imported destinations must
specify a Di st ri but ed Distribution Policy (the default). This setting instantiates a
store instance per WebLogic Server instance in a cluster. Furthermore, a resource
group or resource group template-scoped store with a Di st ri but ed Distribution
Policy may optionally be configured with an On-f ai | ure or Al ways Migration
Policy.

* Aresource group or resource group template-scoped store that will be used by a
path service or that will be used to host JMS server standalone (nondistributed)
destinations must specify a Si ngl et on Distribution Policy. This setting instantiates
a single store instance in a cluster. Furthermore, a resource group or resource
group template-scoped store with a Si ngl et on Distribution Policy must have either
On-failure or Al ways as its Migration Policy instead of O f. O f is the default.

* A cluster-targeted store with an On-f ai | ure or Al ways Migration Policy requires
that the cluster be configured with either database leasing or cluster leasing where
database leasing is recommended as a best practice.

These policies control the distribution and high availability behavior of stores and any
JMS artifacts that target a cluster. See Simplified JIMS Cluster and High Availability
Configuration in Administering JMS Resources for Oracle WebLogic Server.

The following are the enforced configuration validation and targeting rules for both file
and JDBC stores:

e Aresource group or resource group template-level JMS server, SAF agent, or
path service must reference a configured store; they cannot reference null.

* Aresource group template-scoped JMS server, SAF agent, or path service may
reference only a store that is defined in the same resource group template. It
cannot reference a store defined at the child resource group level.

* Aresource group-scoped JMS server, SAF agent, or path service may a reference
only a store that is defined in the same resource group, or in the resource group
template optionally referenced by the resource group.
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* A domain-level JMS server, SAF agent, or path service may reference only a store
in the domain scope.

The following are additional rules that are specific to JDBC stores.

» Aresource group template-scoped JDBC store may reference only a data source
that is in the same resource group template.

* Aresource group-scoped JDBC store may reference only a data source that is in
the same resource group, or in the resource group template, optionally referenced
by the resource group.

A domain-scoped JDBC store may reference only a data source in the domain
scope.

Configuring JMS Servers

Creating a JMS server that is scoped to a domain-level resource group or in a partition
is similar to creating a JMS server at the domain level. One additional step is to specify
the scope. In the WebLogic Server Administration Console and Fusion Middleware
Control, there is a Scope menu in the first step of the creation process that lists the
available scopes in which to create a JMS server. Using WLST, you must create the
JMS server using the creat eJMSSer ver command on the parent MBean (the MBean
for the domain, resource group, or resource group template).

Another required step is to configure the JMS server so that it references a persistent
store that is configured in the same scope as the JMS server.

Finally, if the JMS server is going to be used to host distributed destinations, its store
must be configured with a Di stri but ed Distribution Policy. If the JMS server is going
to host standalone (nondistributed) destinations, the store must be configured with a
Si ngl et on Distribution Policy.

Configuring Store-and-Forward Agents

ORACLE

Creating a Store-and-Forward (SAF) agent that is scoped to a domain-level resource
group or in a partition is similar to creating a SAF agent at the domain level. One
additional step is to specify the scope. In the WebLogic Server Administration Console
and Fusion Middleware Control, there is a Scope menu in the first step of the creation
process that lists the available scopes in which to create an SAF agent. Using WLST,
you must create the SAF agent using the cr eat eSAFAgent command on the parent
MBean (the MBean for the domain, resource group, or resource group template).

Another required step is to configure the SAF agent so that it references a persistent
store that is configured in the same scope as the SAF agent. This store must be
configured with a Di st ri but ed Distribution Policy (the default).

" Note:

A resource group or resource group template-level SAF agent with a service
type Recei ving Only is not allowed. An exception will be thrown or an error
message will be logged on an attempt to set up such a configuration. This
mode is specific to outdated JAX-RPC web services reliable messaging. Use
JAX-WS RM instead.
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Configuring Path Services to Support Using Unit-of-Order with
Distributed Destinations

A path service must be configured in a resource group or resource group template if
the resource group or resource group template also configures any distributed
destinations that will be used to host Unit-of-Order (UOO) messages. In addition, such
distributed destinations need to be configured with a Unit-of-Order routing policy set to
Pat hSer vi ce instead of Hash because hash-based UOO routing is not supported in a
resource group or resource group template scope. Resource group or resource group
template-scoped distributed destinations will only use a path service that is configured
in the same resource group or resource group template for routing UOO messages.
Attempts to send messages to a resource group or resource group template-scoped
distributed destination that does not configure a Pat hSer vi ce Unit-of-Order routing
policy will fail with an exception.

Creating a path service that is scoped to a domain-level resource group or in a
partition is similar to creating a path service at the domain level. One additional step is
to specify the scope. In the WebLogic Server Administration Console and Fusion
Middleware Control, there is a Scope menu in the first step of the creation process
that lists the available scopes in which to create a path service. Using WLST, you must
create the path service using the cr eat ePat hSer vi ce command on the parent MBean
(the MBean for the domain, resource group, or resource group template).

Another required step is to configure the path service so that it references a persistent
store that is configured in the same scope as the path service. This store must be
configured with a Si ngl et on Distribution Policy and an Al ways or On- Fai | ure
Migration Policy.

Configuring Messaging Bridges

ORACLE

Creating a messaging bridge that is scoped to a domain-level resource group or in a
partition is similar to creating a messaging bridge at the domain level. One additional
step is to specify the scope. In the WebLogic Server Administration Console and
Fusion Middleware Control, there is a Scope menu in the first step of the creation
process that lists the available scopes in which to create a messaging bridge. Using
WLST, you must create the messaging bridge using the cr eat eMessagi ngBri dge
command on the parent MBean (the MBean for the domain, resource group, or
resource group template).

The following Distribution Policy and Migration Policy rules apply to all resource group
or resource group template-scoped messaging bridges:

» Specify a Di stri but ed Distribution Policy (the default) on a bridge to cause a
cluster-targeted bridge to deploy an instance per server in a cluster. A messaging
bridge with a Di stri but ed Distribution Policy may optionally also configure an On-
fail ure Migration Policy to add support for high availability.

»  Specify a Si ngl et on Distribution Policy on a bridge to cause a cluster-targeted
bridge to limit itself to deploying one instance per cluster. A messaging bridge with
a Si ngl et on Distribution Policy must have an On-f ai | ur e Migration Policy instead
of OFf . OF f is the default.
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* A cluster-targeted bridge with an On-f ai | ur e Migration Policy requires that the
cluster be configured with either database leasing or cluster leasing, where
database leasing is recommended as a best practice.

These policies control the high availability behavior and distribution behavior of
messaging bridges that target a cluster. For more information about distribution and
migration policies, see Simplified JMS Cluster and High Availability Configuration in
Administering JMS Resources for Oracle WebLogic Server.

The following are the configuration validation rules that are specific to a messaging
bridge:

» Aresource group template-scoped messaging bridge can reference only
messaging bridge destinations in the same scope.

* Aresource group-scoped messaging bridge can reference only messaging bridge
destinations in the same resource group, or in the resource group template
optionally referenced by the resource group.

* A domain-scoped messaging bridge may reference only messaging bridge
destinations in the domain scope.

Configuring JMS System Resources and Application-Scoped JMS
Modules

Creating a JMS system resource that is scoped to a domain-level resource group or in
a partition is similar to creating a JMS system resource at the domain level. One
additional step is to specify the scope. In the WebLogic Server Administration Console
and Fusion Middleware Control, there is a Scope menu in the first step of the creation
process that lists the available scopes in which to create a JMS system resource.
Using WLST, you must create the JMS system resource using the

creat eJMSSyst enResour ce command on the parent MBean (the MBean for the
domain, resource group, or resource group template).

Creating an application-scoped JMS module that has a domain-level resource group
scope or is in a partition is similar to creating one for the domain level. An application
deployment may contain a JMS module file, or an application EAR file that in turn
contains JMS module files. One additional step is to specify the resource group or
resource group template scope. See Deploying Applications.

" Note:

If you create a JMS server and deploy an application that specifies a
submodule target to this JMS server all within the same configuration edit
session, then the deployment may not succeed. Oracle recommends that
you configure the JMS server in a separate edit session.
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Oracle strongly recommends configuring JMS using system resource
modules instead of embedding the configuration in application resource
modules. Unlike application-scoped configuration, system resource
configuration can be dynamically tuned and easily monitored by an
administrator or developer using the WebLogic Server Administration

The following are the configuration validation and targeting rules associated with
resources in a resource group or resource group template-scoped JMS module.

Subdeployment Definitions

e Aresource group or resource group template-scoped subdeployment only can
target nothing (null), a single JMS server, or a single SAF agent.

*  Aresource group template-scoped subdeployment can reference only a JMS
server or SAF agent that is defined in the same resource group template.

* Aresource group-scoped subdeployment can reference only a JMS server or SAF
agent that is defined in the same resource group or in the resource group template

optionally referenced by the resource group.

JMS Module Resources

The following table shows JMS module resource types targeting rules.

Resource Type Using a Subdeployment

Using Default Targeting

Standalone May target only a subdeployment
(Singleton) which targets a JMS server that in
Destination turn references a store with a

Si ngl et on Distribution Policy.

ORACLE

Will deploy only if there is a single
configured JMS server in the same
resource group or resource group
template scope that references a

Si ngl et on Distribution Policy store.
In which case, the destination will
deploy on this particular JMS server.
JMS servers that reference

Di st ri but ed Distribution Policy
stores are ignored, and JMS servers
defined outside the scope, for
example, at the domain level or in
another resource group or resource
group template, are also ignored.
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Resource Type Using a Subdeployment Using Default Targeting

Uniform May target only a subdeployment Will deploy only if there is a single

Distributed which targets a JMS server which in  configured JMS server in the same

Destination* turn references a store with a resource group or resource group
Di st ri but ed Distribution Policy template scope that references a

Di st ri but ed Distribution Policy
store. In which case, the destination
will deploy on this particular IMS
server. JMS servers that reference

Si ngl et on Distribution Policy stores
are ignored, and JMS servers defined
outside the scope, for example, at the
domain level or in another resource
group or resource group template,
are also ignored.

SAF Imported May target only a subdeployment Will deploy only when there is a

Destination which targets a SAF agent. single configured SAF agent in the
same resource group or resource
group template scope. SAF agents
defined outside the scope, for
example, at the domain level or in
another resource group or resource
group template, are also ignored.

Connection May target any subdeployment. Will deploy to all WebLogic Server
Factory instances that are included in the
resource group's target.

Foreign Server  May target only a subdeployment Will deploy to all WebLogic Server
which targets a JMS server which in instances that are included in the
turn references a store with a resource group's target.

Di st ri but ed Distribution Policy.
Best practice is to use Default
Targeting instead

* Note: Resource group or resource group template-scoped uniform distributed topics
must specify a Partiti oned Forwarding Policy. For example, they must be a
Partitioned Distributed Topic (PDT). Be aware that the word Partitioned in a PDT does
not have the same meaning as the word partition in a WebLogic Server MT patrtition.
PDTs and WebLogic Server MT patrtitions are two independent concepts. For
information about the trade-offs for using PDTs, see Configuring Messaging:
Limitations.

Configuring Partition-Specific JMS Overrides

ORACLE

Resource group template-scoped JMS configuration artifacts might not be complete
because they lack or have incorrect values that are specific to partitions that use the
resource group template. Each partition may need to have the appropriate override
values specified to customize the template-derived values for correct deployment to
the partition runtime. Partition-specific, resource group-scoped JMS configuration can
be customized on a per-partition basis using resource deployment plans or application
deployment plans. In addition, JMS foreign server configuration within a JMS system
module can be customized using the JMSSyst enResour ceOverri deMBean.

Resource overriding allows system administrators to customize JMS resources and
other resources such as data sources at the partition level. If you create a partition
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with a resource group that extends a resource group template, then you can override
settings for certain resources defined in that resource group template. If you create a
resource group within the partition that does not extend a resource group template and
then create resources within this resource group, then you don't need overrides; you
can just set partition-specific values for these resources.

Overrides are used mainly when there is a common definition for a resource, such as
in a resource group template, that needs each partition that uses the resource to
isolate its remotely stored state. For example, the same JMS server, JDBC store, data
source, and JMS module configuration can be deployed to multiple partitions in the
same cluster by configuring them in a single resource group template and configuring
a resource group in each partition to reference the resource group template. The
partition resource groups can then be overridden on a per-partition basis to ensure
that their respective data sources connect to different databases or to different
schemas within the same database.

System administrators can override resource definitions in partitions using the
following specific techniques:

* Resource override configuration MBeans: A configuration MBean that exposes a
subset of attributes of an existing resource configuration MBean. Any attribute set
on an instance of an overriding configuration MBean will replace the value of that
attribute in the corresponding resource configuration MBean instance. JMS foreign
server and related configuration artifacts in a JMS system module can use
override MBeans to override the user, password and provider URL settings. If you
use override MBeans, you must define a separate override MBean for each
corresponding foreign JMS server and related deployment MBeans. Configuration
changes to these attributes that are made at runtime after a JIMS module has
already been deployed require that the partition or JVM be restarted for the
changes to take effect.

* Resource deployment plans: An XML file that identifies arbitrary configured
resources within a partition and overrides attribute settings on those resources.
Persistent stores, JMS servers, SAF agents, messaging bridges, bridge
destinations, and path services use the confi g-resour ce-override elementin a
resource deployment plan, while JMS resources in a JMS system module, such as
gueues, topics, and connection factories, use the ext ernal - r esour ce- overri de
element.

* Partition-specific application deployment plans: Similar to existing application
deployment plans, a plan that allows administrators to specify a partition-specific
application deployment plan for each application deployment in a partition. For
information about partition-specific application deployment plans, see Using
Partition-Specific Deployment Plans.

Administrators can combine any of these resource overriding techniques. The system
applies them in the following, ascending order of priority:

e The config.xn file and external descriptors, including partition-specific
application deployment plans

* Resource deployment plans
*  Overriding configuration MBeans

If an attribute is referenced by both a resource deployment plan and an overriding
configuration MBean, then the overriding configuration MBean takes precedence.

For more information about overrides, see Configuring Resource Overrides.
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Accessing Partition-Scoped Messaging Resources Using
JNDI

To access JMS resources in a partition, an application first needs to establish a JNDI
initial context to the partition.

After you create a context for a partition, the context object stays in to the partition's
namespace so that all subsequent JNDI operations occur within the scope of the
partition. When the context is created with a j ava. nani ng. provi der. url property set,
JNDI is partition-aware by looking up the partition information from the provider URL
value.

The following four different URL types associate the context with a particular partition:
e Specifying no URL.

e Using a URL that specifies a partition's virtual host or URI.

e Using a URL that specifies a partition's dedicated port.

e Using a special | ocal : URL. See Local Cross-Partition Use Cases Using local:
URLs or Decorated JNDI Names.

In addition, an existing context can be used to reference a resource in another partition
by prefixing special scoping strings to JNDI hames.

Each of these methods is described in the following sections.

Specifying No URL

An application that is running in a partition on a WebLogic Server instance can access
JMS resources in its own local partition simply by creating a local initial context without
specifying any provider URL. This approach is the best practice for creating locally
scoped contexts.

Specifying a Partition Virtual Host or Partition URI

If a context URL matches a virtual host URL or URI that is configured for a partition,
then JNDI creates the context for that partition and all requests from the context are
delegated to the partition's INDI name space.

A JMS application can therefore access a WebLogic Server JMS resource that is
running in a different JVM or WebLogic Server cluster using the t 3 or HTTP protocol by
supplying a URL of the form:

e t3://virtual host: port
e t3://host:port/UR

# Note:

A misspelled or nonexistent URI may cause a context to scope to the domain
level without warning.
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Specifying a Dedicated Port URL

It is possible to dedicate a specific port or address to a channel in a partition, in which
case the URL format becomes t 3:// host : port .

This is the only supported method for clients prior to release 12.2.1 to interoperate with
partition-scoped resources.

See Configuring Virtual Targets.

" Note:

This method does not currently support SSL when used for interoperability
with previous releases.

Local Cross-Partition Use Cases Using local: URLs or Decorated JNDI

Names

An application in one partition can access another partition on the same WebLogic
Server instance or in the same cluster using one of the URLs described in the previous
section.

However, to support access across partitions that reside on the same server more
efficiently without a need to specify a specific host, port, or URI, an application has the
following options.

* Create a context with a | ocal : protocol URL:

— local:// Creates the context on the current partition, which can be either a
partition or the domain.

— local://?partitionNanme=DOMAI N Creates the context on the domain.

— local://?partitionName=partition_name Creates the context on the
partition partition_name.

e Create a context without specifying a URL, and then prefix an explicit scope when
specifying a JNDI name:

— domai n: <JNDI Name> Looks up the JNDI entry in the domain level.

— partition:<partition_name>/ <JNDI Name> Looks up the JNDI entry in the
specified partition.

About Partition Associations in JMS

ORACLE

Learn about JMS partition associations.

» Partition Association Between Connection Factories and Their Connections or
JMS Contexts

»  Partition Association with Asynchronous Callbacks

*  Connection Factories and Destinations Need Matching Scopes
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e Temporary Destination Scoping

Partition Association Between Connection Factories and Their
Connections or JMS Contexts

JMS client connections and JMS contexts are permanently associated with the
partition from which their connection factory was obtained, and will not change their
partition based on the partition associated with the current thread.

Partition Association with Asynchronous Callbacks

When JMS pushes messages or exceptions to an asynchronous listener, or similarly
pushes events to a destination availability listener or an asynchronous send
completion listener, the listener's local partition ID (instead of the destination's
partition) will be associated with the callback thread. The local partition ID is the
partition associated with the thread that created the asynchronous listener.

Connection Factories and Destinations Need Matching Scopes

A connection factory can interact only with a destination defined in the same partition
as the connection factory. For example a QueueBr owser , MessageConsurer /
JMsConsuner, Topi cSubscri ber, or MessagePr oducer /JJMSPr oducer client object can
communicate with a destination only if the connection factory that was used to create
these client objects was defined in the same partition as the destination. Furthermore,
a connection factory can interact with a destination only if it is obtained from the same
cluster or server JVM as the connection factory.

Temporary Destination Scoping

ORACLE

Prior to the 12.2.1 release, JMS servers could be deployed only at the domain level
and a temporary destination could be hosted only by JMS servers that both:

e SetHosting Tenporary Destinations to true (the default).

* Are hosted on the same WebLogic Server instance or in the same cluster as the
connection factory used to create the temporary destination.

The behavior for creating a temporary destination in WebLogic Server MT is:

e Asin non-MT WebLogic Server, a temporary destination can be hosted only by
any JMS server that has Hosti ng Tenporary Destinations enabled and that is
hosted on the same WebLogic Server instance or in the same cluster as the
connection factory used to create the temporary destination.

* If a JMS connection was created using a connection factory that is configured in a
resource group or resource group template scope (including domain resource
groups), then its temporary destinations will be hosted only by a JIMS server that is
configured in the same scope.

» If a JMS connection was created using a nonresource group or resource group
template-scoped partition-level connection factory, then it is allowed to create
temporary destinations on any JMS server from the same partition as the
connection factory. The nonresource group or resource group template-scoped
partition-level connection factories are simply the default connection factories, for
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example the connection factories with JINDI names
webl ogi c. j ms. Connect i onFact ory or webl ogi c. j ms. XAConnect i onFact ory.

If a JMS connection was created using a honresource group or resource group
template-scoped domain-level connection factory, then it is allowed to create
temporary destinations on any JMS server at the domain level including JMS
servers that are scoped to domain-level resource groups.

If there is no qualified JMS server found within the allowed scope, then an attempt to
create a temporary destination returns an exception.

Managing Partition-Scoped Messaging Components

Managing partition-scoped messaging includes runtime monitoring and control, and
managing security, transactions, diagnostics, and more.

Runtime Monitoring and Control

Managing Partition-Scoped Security

Managing Transactions

Managing Partition and Resource Group Lifecycle Operations
Partition-Scoped JMS Diagnostic Image Sources
Partition-Scoped JMS Logging

Message Lifecycle Logging

Admin Helpers

File Locations

Runtime Monitoring and Control

All existing messaging runtime MBeans are supported for monitoring and controlling
partition-scoped JMS configuration and deployments and are accessible to JMX-based
management clients. Partition-scoped JMS runtime MBeans are located under their
corresponding Pari titionRunti meMBean instances.

For example:

The JMSSer ver, Connect i on, and Pool edConnect i on runtime MBeans are placed
in the runtime MBean hierarchy under server Runti nme/ Partiti onRunti mes/
partition/ JMSRunti me.

The SAF runtime MBeans are placed in the runtime MBean hierarchy under
serverRuntime/ PartitionRuntimes/partition/ SAFRunti meMBean.

The messaging bridge and path service runtime MBeans are placed in the runtime
MBean hierarchy directly under server Runti ne/ PartitionRuntimes/partition.

See Monitoring and Debugging Partitions.

Managing Partition-Scoped Security

Security roles and policy definitions related to partition messaging configuration is the
responsibility of the WebLogic Server system administrator.

ORACLE
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WebLogic Server MT expands upon the traditional WebLogic Server security support
in two significant ways:

»  Multiple realms: WebLogic Server MT supports multiple active security realms and
allows each partition to execute against a different realm.

* ldentity domains: An identity domain is a logical namespace for users and groups,
typically representing a discrete set of users and groups in the physical data store.
Identity domains are used to identify the users associated with particular partitions.

Otherwise, configuring security for partition-scoped messaging is similar to setting up
security for domain-level messaging. See Configuring Security.

Managing Transactions

All JTA transactions in a JVM are serviced by a single JTA transaction manager
regardless of scope. Partition-scoped XA resource manager names are automatically
qualified with their partition name so that the resource managers are uniquely
identified to the transaction manager and are managed independently. One example
of a resource manager is a persistent store.

For more information about transaction configuration and restrictions, see Configuring
Transactions.

Managing Partition and Resource Group Lifecycle Operations

A JMS artifact that is associated with a partition or resource group can be started and
shut down by starting and shutting down its partition or resource group. Permissions to
perform these operations are automatically supplied to the WebLogic Server system
administrator and operator.

Partition-Scoped JMS Diagnostic Image Sources

The messaging component does not support the ability to scope a diagnostic image to
a partition. See Configuring Partition-Scoped Diagnostic Image Capture.

Partition-Scoped JMS Logging

Partition-scoped JMS log messages are qualified with the partition ID and name when
the domain log format is not configured. For more information about logging, see
Monitoring and Debugging Partitions.

Message Lifecycle Logging

ORACLE

Optionally enabled, JMS server and SAF agent message lifecycle logging is placed in
locations that are different when these services are scoped to a partition. The logging
files are in their partition's directory. Furthermore, the log file names of different
runtime JMS server and SAF agent instances of a cluster-targeted JMS server or SAF
agent are guaranteed to be replaced with a single interpretation.

The expected new log locations are summarized below when configuring an absolute
path, a relative path, or the default.
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Scope Nothing Configured /<absolute-path>/ I<relative-path>/
(default) <file> <file>

Domain Level <domai n- | og>/ [ <absol ut e- pat h>/  <domai n-1 og>/
<l og-suffix>/ <instance>-<file> <relative-path>/
<i nstance>- <instance>-<file>
j ms. messages. | og

Partition <partition-log> Sameas<relative- <partition-Iog>/
<l og-suffix>/ pat h>* <rel ative- pat h>/
<i nstance>- <instance>-<file>

j ms. messages. | og

* Note that partition-scoped configuration treats absolute paths as relative paths.
<domai n-1 0g> = <domai n>/ servers/ <wl - server - nane>

<partition-log> =<domin>/partitions/<partition-nanme>/systenlservers/<w -
server - nane>

<l og-suffix> = | ogs/jnsservers/<confi gured- name> (for IMS servers)

<l og-suffix> = | ogs/ saf agent s/ <confi gur ed- nane> (for SAF agents)

<instance> =

e <confi gured- name>, when JMS server or SAF agent is single-server targeted.

e <configured-nanme>_<w - server - nane>, when cluster-targeted and the data
store's Distribution Policy=Di st ri but ed.

(Note that an instance keeps its old name even as it migrates from one WebLogic
Server instance to another.)

» <configured-name>_01, when cluster-targeted and the data store's Distribution
Policy=Si ngl et on.

Admin Helpers

ORACLE

There are two JMS-specific Java administration programming utilities that provide
helper methods for configuring and monitoring JMS resources.

The JMSModul eHel per utility contains helper methods for locating JMS runtime
MBeans (for monitoring) as well as methods to manage (locate/create/delete) IMS
module configuration entities (descriptor beans) in a given module.

The JMSRunt i meHel per utility provides convenient methods for obtaining the
corresponding JMX runtime MBean given a JMS object such as a connection,
destination, session, message producer, or message consumer.

In release 12.2.1 and later, the enhanced version of the helpers are provided to handle
both domain-scoped and resource group or resource group template-scoped JMS
resources.

The existing JMSRunt i meHel per utility is enhanced to be partition-aware. When calling
a runtime helper method, it is required that the specified JNDI context and the
specified JMS object must belong to the same partition (otherwise an exception is
thrown).
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The enhanced JMSModul eHel per utility is scope-aware and contains the following
interface and classes:

e webl ogi c.jms. ext ensi ons. | JMSModul eHel per —an interface that defines all
helper methods.

e webl ogi c. ] ns. ext ensi ons. JMSModul eHel per —the version prior to release 12.2.1
of the IMS module helper, which handles only domain-level JMS resources.

* webl ogi c. ] ns. ext ensi ons. JMSMbdul eHel per Fact or y—a factory that creates an
instance of a JMS module helper that works in a specific scope given an initial
context to the Administration Server, a scope type (domain, resource group or
resource group template), and the name of the scope.

The following code demonstrates how to create a JMS module helper for each of the
three different scopes:

Context ctx = getContext(); // get an initial JNDI context
JMSMbdul eHel per Factory factory = new JMSMbdul eHel per Factory();
Il create a JM5 nodul e hel per for domain |evel

| IMSModul eHel per domai nHel per = factory. get Hel per (ctx,
| IMSModul eHel per . ScopeType. DOVAIN, nul |');

Il create a JM5 nodul e hel per for Resource Goup "MResourceG oup”

| JMSModul eHel per rgHel per = factory. get Hel per (ctx, | JVSModul eHel per. ScopeType. RG
"MyResour ceG oup") ;

Il create a JM5 modul e hel per for Resource Goup Tenplate
"MyResour ceG oupTenpl at e"

| IMSModul eHel per rgt Hel per = factory. get Hel per (ctx,
| IMSModul eHel per. ScopeType. RGI, "MResourceG oupTenpl ate");

After a IMS module helper instance is created, you can use it to create JMS resources
that are scoped to the corresponding scope. For example, the following example code
creates a JMS system resource with a JMS queue on JMS server, My JMsSSer ver , in the
resource group, M/Resour ceG oup. (It assumes that the JMS server and resource
group have already been created.)

String jnsServer = "My/JMsServer";

String jmsSyst emvbdul e = "M/ JMSSyst emvbdul e";

String queue = "M/Queue";

String queueJNDI = "jns/nyQueue";

rgHel per. creat eJMSSyst enResour ce(j msSyst emvbdul e, null);

rgHel per. creat eQueue(j msSyst emvbdul e, jmsServer, queue, queueJNDI, null);

File Locations

Persistent stores create a number of files in the file system for different purposes.
Among them are file store data files, file store cache files (for file stores with a
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Direct WiteWthCache Synchronous Write Policy), and JMS server and SAF agent
paging files.

The file location behavior prior to release 12.2.1 remains the same for the domain-
scoped persistent stores. This ensures that persistent data is recovered after an
upgrade and that it is stored in the expected location. For non-resource group domain-
level file locations, see File Locations in Administering the WebLogic Persistent Store.
For partition-scoped configurations, these files are placed in isolated directories within
the partition file system to prevent file collisions among same-named stores in different

partitions.

The following summary shows of the location of various files used by the file store
system in WebLogic Server MT, where partitionStem=partitions/
<partitionNane>/ system

Store Type Store Path Not Relative Store Absolute Store File Name
Configured Path Path
custom <domai nRoot >/ <domai nRoot >/  <absol ut ePat h> <st or eName>NN\N
file <partitionStem <partitionStem / NNN. DAT
>/ store/ >/ store/ <partitionStem
<st or eName> <relativePath> >/store/
I <st or eName> <st or eNane>
cache $ <domai nRoot > <absol ut ePat h> <st or eName>NNN
{java.io.tnpdi <partitionStem / NNN. CACHE
r}/ >/ <t np>/ <partitionStem
W.St oreCache/$ <relativePath> >/tnp
{domai nName}/
<partitionStem
>/tnp
ejb tiners <domainRoot>/  <domai nRoot>/  <absol utePath> _WS EJBTI MER_
<partitionStem <partitionStem / <server Nane>NN
>/ storel >/ store/ <partitionStem NNNN. dat
_W.S EJBTIMER  <relativePath> >/store/
<server Nanme> / _W.S EJBTI MER_
_W.S EJBTI MER_ <server Nane>
<server Name>
pagi ng <domai nRoot >/  <domai nRoot >/  <absol ut ePat h> <j msServer Name
<partitionStem <partitionStem / >NNNNNN. TMP
>/ pagi ng >/ pagi ng/ <partitionStem ggaf Agent Name>
<rel ativePath> >/paging NNNNNN. TVP

The following summary shows how each of the prior store types configure their
directory location.

Store Type Directory Configuration
customfile The directory configured on a file store.
cache The cache directory configured on a file store that has a
Direct Wi teW t hCache Synchronous Write Policy.
default ejb tiner The directory configured on the WebLogic Server default store's
store configuration. (Partition EJB timer default stores copy their

configuration from the default store.)
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Store Type Directory Configuration

pagi ng The paging directory configured on a SAF agent or JMS server.

Configuring Messaging: Best Practices

Oracle provides recommendations and best practices for beginning JMS users, as well
as advanced JMS users, in an MT environment.

e For MT-related known issues, Oracle recommends that all users review
Configuration Issues and Workarounds in Release Notes for Oracle WebLogic
Server.

e If for any reason, newly created or updated JMS resources are not accessible in a
running partition, then review the WebLogic Server log files for warning and error
log messages. If the server log messages do not provide helpful information, then
a partition restart may often resolve the issue. Note that a newly created partition
has to be explicitly started before any of the resources is externally accessible.

e The following rules always apply in a resource group and resource group template
scope:

— UseaDistribution Policy=Singleton store for path services, and for IMS
servers that host standalone destinations.

— UseaDistribution Policy=Distributed store for SAF agents, and for IMS
servers that host distributed destinations.

— Configure cluster leasing in clusters that have:
* Distribution Policy=Singleton stores or bridges.
* Mgration Policy=On-Fail ure or Al ways stores or bridges.

For more general best practices related to using JMS, see Best Practices for IMS
Beginners and Advanced Users in Administering JMS Resources for Oracle WebLogic
Server.

Configuring Messaging: Limitations

ORACLE

WebLogic Server MT does not currently support certain features in JMS or a related
component.

* Client SAF forwarding into a partition:
— The behavior is undefined.

— Note that there is support for server-side SAF agents to forward into a
partition.

» Cclient access to resource group or resource group template-scoped JMS
resources. The behavior is undefined.

* .NET client. An exception is thrown if a .NET client accesses JMS resources in a
partition.

* Replicated Distributed Topics (RDT):
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— The deployment of a IMS module to a resource group or resource group
template that contains Replicated Distributed Topics (RDTSs) fails with an
exception.

— The default type of uniform distributed topic is configured with a Forwarding
Policy of Repl i cat ed.

—  Workarounds include:
*  Configure a standalone (singleton) topic.
*  Configure a Partitioned Distributed Topic (PDT).
A PDT is configured by setting its Forwarding Policy to Partiti oned.

For the advantages and limitations of a PDT, see Configuring Partitioned
Distributed Topics in Administering JMS Resources for Oracle WebLogic
Server.

Note that the word Partitioned in a PDT does not have the same meaning
as the word patrtition in a WebLogic Server MT patrtition; PDTs and
WebLogic Server MT partitions are two independent concepts.

*  See Replacing a Replicated Distributed Topic in the "Developing
Advanced Pub/Sub Applications" chapter of Developing JMS Applications
for Oracle WebLogic Server.

Default store
— Using the WebLogic Server's default store in partitions is not allowed.

— All JMS servers, SAF agents, and path services in a resource group or
resource group template are required to reference a custom store.

Weighted Distributed Destinations (WDD)

— The deployment of a IMS module to a resource group or resource group
template that contains WDDs fails with an exception.

— Note that WDDs are deprecated.
Connection consumer and server session pool

— An attempt to create a partition-scoped connection consumer or server
session pool fails.

— Note that a best practice is to use a Message Driven Bean (MDB), because
MDBs serve a similar purpose to a connection consumer or server session
pool.

Logging Last Resource (LLR) data sources

— The transaction system does not support the LLR feature in the partition
scope.

— For more information, including a potential workaround, see Configuring
Transactions.

Client interoperability using a dedicated partition channel using SSL

— Old clients can interoperate only with a partition by configuring a dedicated
channel for the partition.

— This method does not currently support SSL.
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Messaging Resource Group Migration

WebLogic Server provides the ability to migrate a resource group to a different server
or cluster. All messaging configuration and deployments in a resource group can
participate in a resource group's migration.

ORACLE

Messaging configuration includes file stores, JDBC stores, JMS servers, SAF
agents, path services, JMS system resources, and messaging bridges.

Messaging related deployments include application deployments that contain JIMS
modules, and EJB and MDB deployments that use JMS resources.

When performing messaging resource group migrations, be aware of the following
special considerations:

WebLogic messaging resource group migration requires that the resource group
be shutdown at its source location prior to migration and restarted after the
migration completes. If an administrator tries to initiate the migration of a running
resource group that contains a messaging configuration, a validation exception will
be thrown or displayed with a message directing the administrator to shut down
the resource group before migration.

Non-persistent messaging application and runtime states will not survive a
resource group migration.

— Non-persistent messages will be lost.

— Clients may get exceptions and need to reconnect during migration. If clients
are designed to handle typical JMS failures, they may be able to automatically
fail over to the new location. See Client Failover During Resource Group
Migration.

Persistent messaging state data migration may require additional steps.

— Requires shared storage (database or file) accessible by the source and target
locations.

— For most non-clustered use cases, no additional steps are required.

— For most cluster use cases, messaging-specific, pre-migration steps are
usually required to ensure correct behavior.

See Resource Group Migration with Persistent Data.

Migration of Message Driven Beans that work with topics may require additional
steps. See Migrating Message Driven Beans (MDBS).

Migration of applications that integrate third party JMS providers may require
additional steps. See Global Transaction Considerations With Third Party JMS.

The remainder of this document references three types of messaging services:

Non-clustered services: services targeted to a hon-clustered (standalone)
Managed Server

Cluster singleton services: services targeted to a cluster that have a Si ngl et on
Distribution Policy.

Cluster distributed services: services targeted to a cluster that have a Di stri but ed
Distribution Policy.

15-21



Chapter 15
Messaging Resource Group Migration

A JMS service's distribution policy is configured via a St or eMBean or a

Messagi ngBri dgeMBean, and a messaging service, such as a JMS server, an SAF
agent, or a path service, that references a store will inherit its policy from the store
MBean configuration. See Simplified JMS Cluster and High Availability Configuration
in Administering JIMS Resources for Oracle WebLogic Server.

The following table summarizes the supported messaging resource group migration
scenarios.

Messaging Service Non-Clustered Cluster Distributed

JMS Servers and

Cluster Singleton

Destinations
SAF Agents and

Imported Destinations

Path Services

Messaging Bridges

Configuration and
persistent data

Configuration only

Configuration and
persistent data

Yes

Configuration and
persistent data
N/A

Configuration only

Yes

Configuration only

Configuration only

Configuration only

Yes, with limitations

in durable topic
cases. See Migrating
Persistent Data for a
Cluster Distributed
Service.

Resource Group Migration with Persistent Data

The following sections describe procedures for non-clustered, cluster singleton, and
distributed service handling of persistent data.

Migrating Persistent Data for a Non-Clustered Service

Non-clustered messaging persistent state (messages, durable subscriptions, SAF
data, and UOO data) can be safely migrated and processed on the target location with
very few exceptions, as described below:

» Additional steps are required to migrate a resource group that contains messaging
services from a non-clustered Managed Server to a cluster or vice versa. Prior to
such a migration, process all messages, complete all pending transactions, shut
down the resource group, and then delete all files and database tables.

* Additional steps are required when migrating a store-and-forward agent. See
Migrating Store-and-Forward Messages.

» If adomain level resource group has a file store with an undefined store path, then
the path will change after migration because the generated path embeds the
current WebLogic Server instance name. For any such store, you must move the
files to the new location after the resource group is shutdown on the source
location, and before it is restarted on the target location. Oracle recommends that
you always specify a store path when configuring a file store.

Migrating Persistent Data for a Cluster Singleton Service

When migrating a cluster singleton service's persistent data, the considerations are the
same as the non-clustered use cases, described in Migrating Persistent Data for a
Non-Clustered Service, with one additional exception. If a path service is configured,
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the store file or table must be deleted after processing all distributed destination
messages, completing all transactions, and shutting down the resource group at its
original location but before starting the resource group in its new location.

Migrating Persistent Data for a Cluster Distributed Service

Resource group migration requires additional caution in use cases that involve
persistent distributed services, for example, distributed destinations and imported
destinations. Persistent data associated with such a service can not be safely migrated
when its hosting resource group migrates. If messages cannot be lost, they must all be
processed prior to starting the migration so that no messages remain in any distributed
or imported destinations.

In addition, it is important to delete and remove all persistent store files or tables that
are associated with such a resource group before migration, even after all the
persistent messages are consumed and acknowledged. For example, without a
thorough cleanup, durable subscriptions might be abandoned but continue to
accumulate messages on the target location, which may cause the server to run out of
memory. As another example, UOO messages may be routed to a non-existent
location.

The following are detailed considerations in the key cluster distributed messaging use
cases:

» Persistent messages in imported destinations and distributed destinations will not
be available at the target location. If messages cannot be lost, they must all be
processed prior to starting the migration so that no messages remain in any
distributed or imported destinations.

»  Stores that are cluster-targeted with the Distribution Policy set to Di stri but ed,
cannot be safely migrated unless you remove all the files or drop the JDBC tables.

e Additional steps are required when migrating a store-and-forward agent. See
Migrating Store-and-Forward Messages.

e If you have a remote store-and-forward (SAF) agent that forwards to a distributed
destination that you are migrating, additional steps are required on the SAF agent
when you migrate the remote distributed destination. See Migrating Store-and-
Forward Messages.

» Distributed durable bridges that forward from any topic should be migrated with
caution. The corresponding durable subscriptions generated at the original
location may be abandoned because the subscription names will be different at
the new location, and so the original subscriptions may still accumulate messages
on the source topic. Administrators must ensure that the subscriptions that were
generated by such a bridge running at the original location are deleted during the
migration.

« Distributed destinations that service persistent UOO messages usually use a path
service. The path service's store tables or files must be deleted prior to migration
to ensure that new UOO messages at the new location are correctly routed.

e With distributed stores, pending global transactions that started before a resource
group migration, may not resolve after the migration because the XA resource
name of the store instances change after migration. Oracle recommends that
administrators make sure that there are no ongoing transactions before performing
a resource group migration in a cluster.
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Migrating Store-and-Forward Messages

Store-and-forward messages involve two components, an SAF agent that stores and
forwards messages and a final WebLogic JMS destination. These are often deployed
to separate WebLogic server instances, clusters, or domains, and therefore, you can
migrate the two components together or independently.

If you have a remote SAF agent that forwards with exactly-once QOS to a distributed
destination, additional steps are required on the SAF agent when you migrate the
remote distributed destination. This is because SAF messages may not be able to be
forwarded after the migration, which may in turn block subsequent messages from
being forwarded. To prevent this situation, Oracle recommends that you empty the
SAF gueue before migrating the remote distributed destination by doing the following:

1. Pause incoming new messages on the SAF agent. See Controlling Message
Operations on Destinations in Administering JMS Resources for Oracle WebLogic
Server.

2. Wait for all pending messages to be successfully forwarded.

If you are migrating an SAF agent itself that handles exactly-once forwarding, similar
steps are recommended regardless of whether it is non-clustered or clustered. This is
true even if the SAF agent handles only non-persistent messages. Oracle
recommends that you empty the SAF agent's imported destinations (as described
above), or delete all the store files or JDBC tables that are associated with the SAF
agent before migrating it.

Migrating Message Driven Beans (MDBS)

ORACLE

When an MDB's source destination is a queue, the MDB can be safely migrated.
Similarly, an MDB can be safely migrated when an MDB consumes from a topic and
its subscription-durability is setto NonDurabl e.

Additional caution is required when you migrate an MDB that works with a topic and its
subscription-durability is setto Durabl e, regardless of whether the MDB or topic is
hosted on a cluster or a non-clustered server and regardless of whether the MDB's
source destination is hosted in the same cluster or server location as the MDB itself.

In detail:

* You may be able to safely migrate such a durable subscription topic MDB only if it
is configured with Topi cMessagesDi stri buti onMode=Conpati bility mode and
gener at e- uni que-cl i ent-i d=f al se, or it is configured with
Topi cMessagesDi st ri buti onMbde=one- copy- per - appl i cati on mode. See
Deployment Elements and Annotations for MDBs in Developing Message-Driven
Beans for Oracle WebLogic Server.

e For all other durable topic MDB use cases, Topi cMessageDi st ri buti onMbde=one-
copy- per-server, or Topi cMessageDi stri buti onMbde=Conpatibility and
gener at e- uni que-cl i ent-i d=t rue, the MDB's subscription name contains the
local server name, and migrating such MDBs will cause their original durable
subscriptions to be abandoned. Not only will the unprocessed messages that are
associated with an abandoned durable subscription be lost, also an abandoned
durable subscription will continue to accumulate messages, which consumes
system memory and eventually may take the system down. As a result, migrating
such a durable MDB requires additional caution even if it connects to a non-
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clustered, cluster singleton, distributed topic, or third party topic. Administrators
must ensure that the subscriptions that were generated by such an MDB running
at the original location are deleted during the migration.

When the destination that a MDB listens to is in a separate resource group or partition,
you can perform a live migration of the MDB containing resource group but the above
considerations for topic MDBs about abandoned durable subscriptions still apply.

Note that when a durable MDB listens to a distributed topic, the associated durable
subscriptions may be abandoned when the distributed topic migrates even when the
MDB does not migrate. For details about deleting such distributed topic state prior to
completing a migration, see Migrating Persistent Data for a Cluster Distributed
Service.

Global Transaction Considerations With Third Party JMS

It is important to complete all pending, also known as "in doubt", transactions before
migrating a Java EE application that integrates with a third party JMS provider. (In this
case, a third party JMS provider is a provider that is neither WL JMS or AQ JMS).

When a Java EE application deployed on a WebLogic Server instance or cluster
integrates a third party JMS provider with global transactions, an internal XA resource
name is formed under which a foreign XA resource is registered with a WebLogic
transaction manager. Those names often contain the local WebLogic Server instance
name, which may change after such an application migrates as part of a resource
group migration. This may cause in-doubt transactions that cannot be resolved after a
migration because the transaction managers will try to resolve them using the original
name.

Client Failover During Resource Group Migration

In order to work seamlessly with remote JMS resources that can migrate with their
containing resource group, JMS client code needs to follow the known best practice of
closing all IMS and JNDI connections and reconnecting to JMS after a JMS failure.
See Best Practices for JMS Beginners and Advanced Users in Administering JIMS
Resources for Oracle WebLogic Server. Note that certain containers and services can
do this automatically on a client's behalf, namely MDBs, in-bound SOA JMS adapters,
and messaging bridges. In addition, such a JMS client needs to ensure that the
reconnection logic uses a URL that will resolve to the new location.

When a JMS resource is migrated in a resource group migration, a client may get an
exception via exception listener callbacks, or get an exception on a sync call. The
client then needs to reestablish connectivity using a new URL that points to the new
location of the resource, or using the original URL if an address remapping capability
is used during the migration. Examples of DNS remapping include a direct change to a
DNS mapping or by using Oracle Traffic Director TCP proxy. When re-establishing, the
client will need to retrace the steps it used when establishing its initial connectivity:
namely obtaining the initial context, destination lookup, connection factory lookup,
connection creation, session creation, producer creation, and finally consumer
creation.

Note that JMS client failover behaviors described in the following sections apply to not
only standalone clients, but remote or local Java EE applications, such as MDB, and
SOA JMS adapter, and messaging bridge as well.
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Manual Failover

When no address mapping is used, a client that connects to the original location
before migration will need to perform the following steps after the resource group that
it accesses migrates:

* Close the existing initial context and JMS objects

* Change the URL to point to the new location

* Reestablish a new initial context using the new URL

» Use the initial context to lookup JMS destinations and connection factories
* Use the connection factories and destinations to connect to JMS

A client that connects only to a WebLogic Sever instance after the migration has to
use a URL that points to the new location.

Using Oracle Traffic Director TCP Proxy

The Oracle Traffic Director TCP proxy mechanism provides a mapping capability for a
WebLogic Server's hosting host and port to an Oracle Traffic Director proxy's host and
port.

In order to use the Oracle Traffic Director capability, you must configure the Oracle
Traffic Director mappings for a partition that hosts any to-be-migrated resource groups,
the partition's virtual target to use the Oracle Traffic Director proxy's host name, and
the applications to use the Oracle Traffic Director proxy's URL to establish an initial
context when they connect to any to-be-migrated resource group resources. See
Creating a TCP Proxy in Oracle Traffic Director Administrator's Guide.

After you configure the Oracle Traffic Director proxy and the resource group virtual
target to use Oracle Traffic Director, an application client is able to reconnect and fail
over to the new location after a resource group migration with less manual intervention
if the client does one of the following:

» Reestablishes a new initial context

e Creates a new JMS connection after the migration using a connection factory stub
that it obtained before the migration

With the existing Oracle Traffic Director support, the only manual step that is required
is to re-map the target URL to the proxy's URL and restart the proxy instances after
migration. The restart is required to ensure that all the existing connections to the old
server are dropped. Without the restart, new clients that connect after migration will be
routed to the new location, but the clients that were connected before the migration
may not fail over to the new location.
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Configuring and Programming JNDI

Learn how to configure foreign Java Naming and Directory (JNDI) providers in Oracle
WebLogic Server Multitenant (MT), including programming JNDI in a partitioned
domain, resource-scoped, object-based patrtition association, binding and obtaining
partition information, accessing resources over partitions, and clustered JNDI in
partitions.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

e Configuring Foreign JNDI Providers: Overview

e Configuring Foreign JNDI Providers: Prerequisites
*  Configuring Foreign JNDI Providers: Main Steps

e Creating Foreign JNDI Providers: WLST Example
e Programming JNDI in a Partitioned Environment

»  Creating Foreign JNDI Providers: Related Tasks and Links

Configuring Foreign JNDI Providers: Overview

WebLogic Server provides a foreign JNDI API that lets you access objects on a
remote JNDI tree without having to connect directly to the remote tree. In a partitioned
environment, you can access objects on a JNDI tree either locally (in another partition
on the same machine) or remotely.

By creating and configuring a foreign JNDI provider with the properties of the other
partitions, you can look up and use an object that exists outside of a given partition.
The properties that you set for the foreign JNDI provider are used to create a new
context that internally does the actual lookup and bind operations.

Configuring Foreign JNDI Providers: Prerequisites

Prior to creating and configuring a foreign JNDI provider for a partition, you must
perform certain prerequisite steps.

1. Create one or more virtual targets. See Configuring Virtual Targets.

2. Create a resource group in the partition to use as the scope for the foreign JNDI
provider in the partition. When creating the resource group, select one or more
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available virtual targets for the resource group. See Creating Resource Groups:
Main Steps and Examples.

Configuring Foreign JNDI Providers: Main Steps

The procedure for configuring a foreign JNDI provider for a partition is the same as
configuring one for a domain, with some exceptions.

*  Set the scope of the foreign JNDI provider to a resource group in the partition.

* If the foreign JNDI provider exists in a partition on another machine, then set the
provider URL as if it were a common remote client. For example, for the t3
protocol, t 3: // host name: port/partition_name.

To complete the foreign JDNI provider configuration, create one or more foreign JNDI
links to associate local INDI names with JNDI nhames on remote nodes.

Creating Foreign JNDI Providers: WLST Example

You can use WebLogic Scripting Tool (WLST) to create a foreign JNDI provider and
configure the user name, password, provider URL, and the | ni ti al Cont ext Fact ory
for the provider. Also, to create a foreign JNDI link for the provider.

# Connect to the Administration Server
connect (' adni nusernane', ' adni npassword', 't 3://host name: port")

# Start an edit session
edit()
startEdit()

# Change to the appropriate resource group directory for the partition for which
# you are creating the foreign JNDI provider.

cd('/Partitions/partition_nanme/ ResourceG oups/resource_group_name')

cno. creat eFor ei gnJNDI Provi der (' provi der _nane')

cd("' Forei gnJNDI Provi ders/ provi der _nange')

set (' Password', 'password')

cno. set User (' usernane')

cno. set Provi der URL("' t 3:// host nane: port")

cno. setnitial ContextFactory('initial ContextFactory")
# Create a foreign JNDI link and configure it
cno. creat eFor ei gnINDI Li nk(" |i nk_name")

cd(' Forei gnINDI Li nks/ i nk_nanme')

cno. set Local JNDI Nane(' | ocal _JNDI _nane')

cno. set Renot eJNDI Nane(' remot e_JNDI _nane')
save()

activate()

Programming JNDI in a Partitioned Environment

Learn key points to be aware of when programming JNDI in a partitioned environment
versus a nonpartitioned environment.

e Introduction to Partition-Scoped and Domain-Scoped JNDI Resources

e Object-Based Partition Association
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»  Obtaining the Partition Information of a Context

» Accessing JNDI Resources Remotely and Across Partitions
e Clustered JNDI in a Partitioned Environment

» Life Cycle of a Partitioned JNDI Resource

For additional information about programming JNDI, see Developing JNDI Applications
for Oracle WebLogic Server.

Introduction to Partition-Scoped and Domain-Scoped JNDI Resources

In WebLogic Server, there is only one global JNDI tree that serves all requests for
global JNDI resources. In WebLogic Server MT, however, there is a global JNDI tree
for the domain and a global JNDI tree for each partition. INDI resources in a partition
are, by default, available only to the partition itself, although you can access such
resources across partitions as described in Accessing JNDI Resources Remotely and
Across Partitions. Therefore, by default, applications deployed at the partition level
have access only to the JNDI resources within the partition and cannot access JNDI
resources for other partitions or the domain.

For example, if you deploy an EJB with the global INDI name j ava: gl obal / f oo to the
domain and to multiple partitions on the same server, then this results in

j ava: gl obal / f oo being bound to the global JNDI tree for each of these partitions and
to the global JNDI tree for the domain. This results in the following behavior:

*  When you perform a lookup of j ava: gl obal / f oo from one patrtition, by default,
JNDI returns the instance that is bound in the global JNDI tree for that partition.

*  When you perform a lookup of j ava: gl obal / f oo from the domain, JNDI returns
the instance that is bound to the global JNDI tree for the domain.

Here are some additional examples:

 mail.MdRecMil Session is bound to partitionA, partitionB, and the domain. JNDI
lookup requests from an application in partitionA get the session for partitionA,
while JNDI lookup requests from an application in partitionB get the session for
partitionB. JNDI lookup requests from an application deployed in the domain will
get the session for the domain.

* webl ogi c. transaction. resources. dsXAis bound only to partitionB. Lookup
requests from applications deployed in partitionB get the Rni Dat aSour ce.
Requests from applications deployed in other partitions or the domain will get a
NameNot FoundExcept i on exception.

e java: gl obal / wni def aul t is bound only at the domain level. Only applications
deployed in the domain can access it by default.

" Note:

Requests such as lookup or bind to application-scoped JNDI resources are
isolated naturally because they are delegated to the application.

ORACLE 16-3



Chapter 16
Programming JNDI in a Partitioned Environment

Object-Based Partition Association

When you create a JNDI context within a partition, the context object stays in the
partition namespace so that all subsequent JNDI operations are done within the
context of the partition. When the JNDI context is created, the association to a specific
partition is established by the specified provider URL property. If you create the JNDI
context with the j ava. nami ng. provi der. url property set, then JNDI is partition-aware
by looking up the partition information from the provider URL value. If you set the
provider to be the virtual target URL that is configured for the partition, then JNDI
creates the context for that partition and all requests from the context are delegated to
the partition's JNDI resources.

After the object-based context has been created, its operations are performed using
the partition JNDI tree.

Obtaining the Partition Information of a Context

Partition information is bound to the partition global JNDI tree when the partition tree is
initialized. You can obtain the partition information of a context by looking up:

* webl ogi c. partitionName, which returns the context-based partition's
partitionName. This will either be a partition name or Donai n if it is a domain-
scoped context.

e webl ogi c. partitionld, which returns the partition's parti ti onl d. This will be
zero, 0, if it is a domain or a value greater than O if it is a partition.

Accessing JNDI Resources Remotely and Across Partitions

Partition JNDI resources can be accessed from remote, standalone Java code using
the WebLogic Server client or code that resides on a remote WebLogic Server
instance. This is done by setting the provider URL in the same way as you would do if
you were accessing a remote single server JNDI tree.

WebLogic Server JNDI also enhances foreign JNDI providers to allow one partition to
declare only a local INDI name but actually point to other partition JNDI resources.
You can configure a link entry to associate a local JINDI name with a partition JNDI
resource.

Cross-Partition Authentication

JNDI context authentication is done when the context is being created. WebLogic
Server JNDI ensures that the authentication is processed in the partition to which the
provider URL is associated, not the current partition. If no provider URL is set when
creating the context, then the authentication is processed in the security realm
associated with the current partition. The authenticated context is then pushed into the
thread context for a permission check on the context in subsequent operations.

Clustered JNDI in a Partitioned Environment

The JNDI tree representing a cluster appears to the client as a single global tree. The
tree containing the clusterwide services is actually replicated across each WebLogic
Server instance or partition in the cluster.
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In a multitenant environment, when setting replicate binding to a JNDI resource, the
bind, unbind, and rebind events are exposed to all cluster nodes.

Life Cycle of a Partitioned JNDI Resource

WebLogic Server maintains the life cycle of partition JNDI resources according to the
partition life cycle:

*  When a partition is created and started, the partition JNDI tree is created with the
partition root node and becomes available.

*  When a partition is shutting down, the entire partition JNDI tree is deleted.

Creating Foreign JNDI Providers: Related Tasks and Links

e Configuring Virtual Targets
e Configuring Resource Groups

»  Developing JNDI Applications for Oracle WebLogic Server
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Configuring Partition Work Managers

Partition Work Managers set thread usage policy among partitions. You can configure
them to limit the number of Work Manager threads in each partition, as well as to
manage thread usage allocation based on thread usage time for each partition. The
importance of regulating the relative thread usage is to provide proper quality of
service (QoS) and fairness among various partitions that share the same WebLogic
Server instance. Without it, an application from one partition could starve thread
resources from other partitions preventing them from functioning properly.

# Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

*  Partition Work Managers: Overview
*  Configuring Partition Work Managers: Main Steps
»  Defining Partition Work Managers: WLST Example

»  Configuring Partition Work Managers: Related Tasks and Links

Partition Work Managers: Overview

ORACLE

Partition Work Managers provide resource management within partitions.

Administrators know about the runtime environment and how it will be shared. They
configure Partition Work Managers at the domain level and assign them to partitions
as they are created. These predefined Partition Work Managers let administrators
standardize Work Manager configuration; for example, all partitions with business-
critical applications can reference the business-critical Partition Work Manager.

Administrators might also want to customize the Partition Work Manager for a specific
partition, or maybe for every partition. In this scenario, they configure the Partition
Work Manager within (embedded in) the partition configuration. There is no need to
predefine Partition Work Manager configurations for this use case.

You can define a Partition Work Manager in the domain to use with multiple domain
partitions, or you can define Partition Work Manager attributes in the domain partition
itself for use in that partition only. If no Partition Work Managers are defined, then
default values for Partition Work Manager settings are applied.

Partition Work Managers can be used in more than one domain partition. However, a
domain partition can be associated with only one Partition Work Manager.
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A partition configuration can include one of the following:

<partition-work-manager - ref > to refer to a Partition Work Manager that is
configured at the domain level

<partition-work-manager > to embed the Partition Work Manager settings within
the partition configuration

Neither <partiti on-wor k- mananger > nor <partiti on-wor k- nenager - r ef > to
apply the default values for Partition Work Manager settings

Configuring Partition Work Managers: Main Steps

Partition Work Managers define a set of policies that limits the usage of threads by
Work Managers in partitions only. They do not apply to the domain. Follow these main
steps for configuring a Partition Work Manager.

ORACLE

1.
2.

Enter a name for the Partition Work Manager.

Optionally, enter a fair share value, the desired percentage of thread usage for the
partition compared to the thread usage of all partitions. Oracle recommends that
the sum of this value for all partitions running in a WebLogic Server domain add up
to 100. By default, a partition has a fair share value of 50.

Optionally, enter a minimum threads constraint value, the upper limit on the
number of standby threads that can be created for satisfying the minimum threads
constraints configured in the patrtition.

A minimum threads constraint guarantees the number of threads that the server
allocates to a Work Manager to avoid deadlocks. This could result in a Work
Manager receiving more thread use time than its configured fair share, and thus, a
partition getting more thread usage time than it should compared to other
partitions in the same WebLogic Server instance.

You can optionally provide a limit on the minimum threads constraint value for
each partition configured in the WebLogic Server domain. If configured, then this
imposes an upper limit on the minimum threads constraint values configured in a
partition. If the sum of the configured values of all minimum threads constraints in
a partition exceeds this configured value, then a warning message will be logged
and WebLogic Server reduces the number of threads that the thread pool
allocates for the constraints.

There is no minimum threads constraint limit set on a partition by default.

Optionally, enter a maximum threads constraint value, the maximum number of
concurrent requests that the self-tuning thread pool can process for a partition at
any given time.

A maximum threads constraint value can be useful to prevent a partition from
using more than its fair share of thread resources, especially in unusual situations
such as when threads are blocked on 1/O, waiting for responses from a remote
server that is not responding. Setting a maximum threads constraint in such a
scenario would help ensure that some threads would be available for processing
requests from other partitions in the WebLogic Server instance.

Optionally, enter a shared capacity constraint value, the total number of requests
that can be present in the server for a partition as a percentage.

The partition-shared capacity for Work Managers limit the number of work
requests from a partition. This limit includes work requests that are either running
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or queued waiting for an available thread. When the limit is exceeded, WebLogic
Server will start rejecting certain requests submitted from the partition. The value
is expressed as a percentage of the capacity of the entire WebLogic Server as
configured in the shar edCapaci t yFor Wor kManager s option of the

Over | oadPr ot ect i onMBean that constricts the number of requests in the entire
WebLogic Server instance. The partition-shared capacity for Work Managers must
be a value between 1 and 100 percent.

Defining Partition Work Managers: WLST Example

These sample scripts show how to define Partition Work Managers using WLST.

You can define Partition Work Managers by either configuring a domain-level Partition
Work Manager and then associating it with a partition, or defining Partition Work
Manager attributes in a domain partition, for use in that partition only.

Configuring Domain-Level Partition Work Managers: WLST Example

The following example creates and configures the domain-level Partition Work
Manager, myPartiti on\Wr kManager .

# Creates a Partition Wrk Minager at the domain |evel
edit()

startEdit()

cd('/")

cno. createPartitionWrkManager (' myPartitionWrkManager')
activate()

# Configures the Partition Wrk Manager

startEdit()

cd('/PartitionWrkMnagers/ nyPartitionWrkManager')
cno. set Shar edCapaci t yPer cent ( 50)

cno. set Fai r Shar e( 50)

cno. set M nThr eadsConst r ai nt Cap( 0)

cno. set MaxThr eadsConst rai nt (- 1)

activate()

Associating Partition Work Managers with Partitions: WLST Example

Partition Work Managers can be used in more than one domain partition. However, a
domain partition can be associated with only one Partition Work Manager. The
following example associates the domain-level Partition Work Manager,

myPartiti onWor kManager with the partition, Partiti on-0:

# Associ ate a domain-level Partition Wrk Manager with a partition.
edit()

startEdit()

cd('/Partitions/Partition-0")

cno. destroyPartiti onWr kManager ( None)

cno. set PartitionWrkManager Ref (get MBean('/ PartitionWrkManager s/
myPartitionWrkManager'))

activate()
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Defining Partition Work Manager Attributes in a Partition: WLST

Example

ORACLE

The following example defines Partition Work Manager attributes in the domain
partition, Partition-1, for use in that partition only:

# Defines Partition Wrk Manager attributes within the partition
edit()

startEdit()

cd('/Partitions/Partition-1")

cno. createPartitionWrkManager (' Partition-1-PartitionWrkMnager')

cd('/Partitions/Partition-1/PartitionWrkMnager/Partition-1-PartitionWrkMnager')
cno. set Shar edCapaci t yPer cent ( 50)

cno. set Fai r Shar e( 50)

cno. set M nThr eadsConst r ai nt Cap(0)

cno. set MaxThr eadsConstrai nt (- 1)

activate()

In the confi g. xm file, notice the Partition Work Manager element defined in
Partition-0andPartition-1:

<partition>
<name>Partition- 0</ nane>
<resour ce- gr oup>
<name>def aul t </ name>
</ resour ce-group>
<defaul t-target>Virtual Target-0</defaul t-target>
<avai | abl e-target >Virtual Target-0</avail abl e-tar get >
<real nenyreal nx/real e
<partition-id>318e0d69- a7la- 4f a6- bd7e- 3d64b85ec2ed</ partition-id>
<systemfile-systenp
<root >C:\ Oracl e\ M ddl ewar e\ Or acl e_Hone\ user _pr oj ect s\ domai ns\ base_domai n/
partitions/Partition-0/systenx/root>
<cr eat e- on- demand>t r ue</ cr eat e- on- demand>
<preserved>t rue</ preserved>
</systemfil e-systenm
<partition-work-manager-ref>myPartitionWorkManager</partition-work-manager-ref>
</partition>
<partition>
<name>Partition- 1</ nane>
<resour ce- gr oup>
<name>def aul t </ name>
</ resour ce- group>
<defaul t-target>Virtual Target-1</defaul t-target>
<avai | abl e-target >Virtual Target - 1</ avai | abl e-tar get >
<real menyreal nx/real e
<partition-id>8b7f6bf 7- 5440- 4edf - 819f - 3674c630e3f 1</ partition-id>
<systemfile-systenp
<root >C:\ Oracl e\ M ddl ewar e\ Or acl e_Hone\ user _pr oj ect s\ domai ns\ base_domai n/
partitions/Partition-1/systenx/root>
<cr eat e- on- demand>t r ue</ cr eat e- on- demand>
<preserved>t rue</ preserved>
</systemfil e-systenm
<partition-work-manager>
<name>Partition-1-PartitionWrkManager </ name>
<shar ed- capaci t y- per cent >50</ shar ed- capaci t y- per cent >
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<fair-share>50</fair-share>
<ni n-t hr eads- const rai nt - cap>0</ ni n-t hr eads- const r ai nt - cap>
<max-t hr eads- const rai nt >- 1</ max- t hr eads- constrai nt >
</partition-work-manager>
</partition>
<partition-work-manager>
<nane>nyPartiti onWrkManager </ nanme>
<shar ed- capaci t y- per cent >50</ shar ed- capaci t y- per cent >
<fair-share>50</fair-share>
<nmi n-t hreads- const rai nt - cap>0</ ni n-t hr eads- const rai nt - cap>
<max-t hreads- const rai nt >- 1</ max- t hr eads- constrai nt >
</ partition-work-mnager>
</ domai n>

Configuring Partition Work Managers: Related Tasks and

Links

ORACLE

The referenced information provides steps for configuring Partition Work Managers
using Oracle Enterprise Manager Fusion Middleware Control (FMWC) and the Oracle
WebLogic Server Administration Console.

*  WebLogic Server Partition Work Managers in Administering Oracle WebLogic
Server with Fusion Middleware Control

*  Partition Work Managers in Oracle WebLogic Server Administration Console
Online Help
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Migrating a WebLogic Server Domain to a
Domain Partition

Learn how to use the Domain to Partition Conversion Tool (D-PCT) to migrate existing
applications and resources from a non-multitenant WebLogic Server domain to a
multitenant domain partition.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

*  Migrating a WebLogic Server Domain to a Domain Partition: Overview
*  Migrating a WebLogic Server Domain to a Domain Partition: Prerequisites
* Migrating a WebLogic Server Domain to a Domain Partition: Main Steps

*  Migrating a WebLogic Server Domain to a Domain Partition: Limitations and
Considerations

Migrating a WebLogic Server Domain to a Domain Partition:
Overview

The Domain to Partition Conversion Tool (D-PCT) lets you migrate an existing
WebLogic Server 10.3.6, 12.1.2, or 12.1.3 domain to a WebLogic Server 12.2.1.x
domain partition. D-PCT consists of two tools: an export tool, which is used on the
WebLogic Server installation that hosts the source domain; and an import tool, which
is used on the target WebLogic Server 12.2.1.x installation.

You can use D-PCT to create and configure partitions, resource groups, and resource
group templates. By default, D-PCT moves all the applications, libraries, and
resources to the new partition. Optionally, it also provides a mechanism for selecting
individual applications, libraries, and resources.

# Note:

The domain's cluster and server configurations are not applicable to a
partition. Therefore, they are not mapped to the new 12.2.1.x partition.
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New features of the Domain to Partition Conversion Tool

The Domain to Partition Conversion tool has introduced new features in 12.2.1.1.0.
The following are the significant changes:

D-PCT now provides support for targeting resources and applications to multiple
virtual targets.

In the previous release, you could use D-PCT to target all the resources in the
source domain to only one virtual target. As of 12.2.1.1.0, you can use this tool for
targeting resources and applications to multiple WebLogic Servers and clusters
using multiple virtual targets, where each virtual target is associated to a single
WebLogic Server instance or a cluster. All application deployments and resources
targeted to that particular WebLogic Server instance or cluster in the source
domain corresponds to a resource group in the target domain.

In order to accomplish this, the structure of the JSON file generated by D-PCT in
12.2.1.1.0 is modified. Therefore, any archive generated from the initial release of
D-PCT cannot be imported into a 12.2.1.1.0 domain. An error will be reported
during the import operation. For existing domain archives, you must regenerate a
new domain archive using the D-PCT 12.2.1.1.0 tooling to enable it to be imported
into the 12.2.1.1.0 domain.

D-PCT has enhanced support for JMS resources targeted to clusters and
migratable targets. See Considerations and Limitations for Importing a Domain
with IMS Resources.

The JSON file generated by D-PCT in 12.2.1.1.0 gives more flexibility to the users,
by exposing the JDBC System Resources, SAF Agents, Mail Sessions and JDBC
Stores. These resources are available as JSON objects, j dbc- syst em resour ce,
saf - agent, mai | - sessi on, and j dbc- st or e respectively.

Migrating a WebLogic Server Domain to a Domain Partition:
Prerequisites

Before you configure D-PCT, you must fulfill certain prerequisite requirements.

ORACLE

The target domain must be configured on a WebLogic Server 12.2.1.x installation.

You must download and install JDK 8 on the host machine of the source domain.
This is required for running the export tool on WebLogic Server 10.3.6.

The target WebLogic Server 12.2.1.x domain must be up and running.

For a straightforward conversion from a domain to a partition and to ensure correct
operation of the import tool to create a virtual target based on the JavaScript
Object Notation (JSON) file, it is important that the target and source domains
have identical cluster and server names.

By default, the import tool creates virtual targets with the specified name and
target in the JSON file. However, Oracle recommends that you manually configure
virtual targets before the import operation. If you preconfigure virtual targets before
using the import tool, then you must ensure that you modify the partition
attribute of the JSON file, where you must specify the name of the existing virtual
target that you created at the target domain for this partition to use.
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» Before using the import tool to create a new partition, you must ensure that the
new domain is configured the same as the source domain with regard to servers,
clusters, virtual targets, and security realms. For information about importing
partitions, see Exporting and Importing Partitions.

Migrating a WebLogic Server Domain to a Domain Partition:
Main Steps

The main steps for migrating a WebLogic Server domain to a domain partition include
preparing and exporting the WebLogic Server domain applications; if needed, using
the JSON file to override application default values; then importing the applications to
the newly created domain partition.

»  Preparing to Export the WebLogic Server Domain Applications Environment
*  Exporting the WebLogic Server Domain Applications Environment

* Using the JSON File to Override Defaults During Import

* Importing an Applications Archive File to a Domain Partition

*  Monitoring the Export and Import Operation using Reports

Preparing to Export the WebLogic Server Domain Applications
Environment

ORACLE

Perform the following tasks to prepare to export the WebLogic Server domain
application environment:

1. Navigate to the directory where the D-PCT tool zip file is located. The domain
export tool is bundled as part of the WebLogic Server 12.2.1.x distribution and
included as part of the product install. The D-PCT tool zip file is available on your
host machine at MW_HOME/ W server/ conmon/ dpct/ D- PCT-12. 2. 1. 1. 0. zi p.

2. Unzip the D-PCT-12. 2. 1. 1. 0. zi p file. You can unzip this file to any preferred
directory. Oracle recommends creating a separate directory for the export tool.
You must unzip the export tool zip distribution into this directory, and then run the
export tool script from it as well.

This zip distribution consists of the following files:

* README. txt -afile that contains documentation for installing and running the
Domain to Partition Conversion Tool (D-PCT).

e exportDomai nForPartition. sh-aUNIX script that executes at the source
WebLogic Server domain to export the domain configuration into an archive,
which can be imported to a domain partition.

e export-domain. sh - an alternate UNIX script that executes at the source
WebLogic Server domain to export the domain configuration into an archive,
which can be imported to a domain partition.

e export Domai nForPartition. cnd - a Windows script that executes at the
source WebLogic Server domain to export the domain configuration into an
archive, which can be imported to a domain partition.
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e export-domain. cnd - an alternate Windows script that executes at the source
WebLogic Server domain to export the domain configuration into an archive,
which can be imported to a domain partition.

e comoracl e. webl ogi c. managenent . tool s. nigration.jar - a JAR file that
contains WLST scripts and Java classes used for exporting the source domain
to a domain archive file.

# Note:

The classes in

com or acl e. webl ogi c. managerent . t ool s. mi gration.jar are built
with JDK 8. Therefore, to run the export tool on WebLogic Server
10.3.6, the export script must be run with JDK 8 which might not be
the JDK version used normally with WebLogic Server 10.3.6
installation. Before running the export script, ensure that you set the
JAVA_HOME variable accordingly.

Create a key file that contains a string to use as the encryption key to encrypt
attributes in the partition archive file. The path must be reachable by the
Administration Server. The size of the key string must range between 1 to 32
characters.

Exporting the WebLogic Server Domain Applications Environment

To export the WebLogic Server domain applications, you must run the export script on
the host machine where the source WebLogic Server domain Administration Server
resides.

ORACLE

The syntax for the arguments passed to this script on UNIX is:

export Domai nFor Partition.sh ORACLE HOVE DOMAI N HOME [keyFile] [TOOL_JAR]
[app_nane] [INCLUDE_APP_BI TS={true|fal se}] [W_HOVE]

or

export - domai n. sh -oh { ORACLE_HOVE} -domainDir {DOVAI N HOVE} [-keyFile {KEYFILE}]
[-toolJarFile {TOOL_JAR}] [-appNanmes {APP_NAMES}] [-includeAppBits
{I'NCLUDE_APP_BI TS}] [-wW h {W._HOVE}]

The syntax for the arguments passed to this script on Windows is:

export Domai nFor Partition.cmd ORACLE_HOME DOVAI N HOVE [keyFile] [TOOL_JAR]
[app_nane] [INCLUDE_APP_BI TS={true|fal se}] [W_HOVE]

or

export - domai n. cnd - oh {ORACLE_HOMVE} -domainDir {W._DOVAIN_HOVE} [-keyFile
{KEYFILE}] [-toolJarFile {TOOL_JAR}] [-appNames {APP_NAMES}] [-includeAppBits
{I NCLUDE_APP_BI TS}] [-wW hL_HOVE}]

Before running the script on Windows, perform the following tasks:

1. Open a command shell and change to the directory where you unzipped the
export tool distribution.

2. Setthe JAVA HOMVE environment variable to the path of your JDK 8 installation
as shown in the following example:
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# Note:
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Oracle recommends that you do not make any configuration changes at the
source domain during the export operation.

This script accepts the arguments described in the following table.

Argument

Description

ORACLE_HOMVE

DOVAI N_HOMVE

keyFile

TOOL_JAR

app_nane

| NCLUDE_APP_BI TS

ORACLE

The name of the Oracle home directory where
WebLogic Server is installed.

This argument can be specified as the
nanme=val ue pair. For example,
ORACLE_HOME=/ Or acl e/ M ddI ewar e/

Oracl e_Hone.

The full path to the source WebLogic Server
domain.

This argument can be specified as the
name=val ue pair. For example,

DOVAI N_HOME=/ Or acl e/ M ddl ewar e /
Oracl e_Home/ user _proj ect s/ domai ns/
medr ec.

Optional. The full path to a file containing a
string to use as the encryption key to encrypt
attributes in the partition archive file. The
Administration Server must have access to
this path. The default value is None.

Path to the

com or acl e. webl ogi c. managenent . t ool s
.mgration.jar file. This argument is
optional if the JAR file is located in the same
directory as the

export Domai nFor Partition. sh orthe
export - domai n. sh script.

Optional. The list of application names to
export. On Windows, the list of applications
must be specified as [myappl+myapp2]; on
Unix, it must be specified as ['myapp1\’,
'myapp2\1. If not specified, all applications in
the domain are exported.

Optional. A flag to indicate whether the
application binary files are included in the
archive file. This value defaults to t r ue, which
means the binary files are included. If f al se,
then those files are excluded.
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Argument Description

Optional. The full path to the directory where
WebLogic Server is installed. This value must
be specified only if WebLogic Server 10.3.6 is
installed in a directory other than the default
location, ORACLE_HOVE/ Wl ser ver _10. 3.This
value is used to determine the location of the
w st. shandw st. cnd scripts.

VL_HOVE

# Note:

While specifying optional arguments for the expor t Domai nFor Partiti on. cnd
and export Domai nFor Parti ti on. sh scripts, ensure that you specify None for
any optional argument that you do not wish to supply, before passing the
next optional argument. If you pass an optional argument with a valid value
without specifying None for the previous optional argument, then the value
you specified may get wrongly assigned to the previous argument. However,
you do not need to specify None for the optional argument that appears after
the last optional argument with a valid value.

Exporting the WebLogic Server Domain Applications: Examples

< Note:

While running the export domain script on a Windows command shell, you
must escape the path separators.

Example 18-1 Running the Export Domain Script on UNIX

In UNIX, the following example exports the domain from the path, / Oracl e_Hone/

user _proj ect s/ domai ns/ base_domai n. The argument / usr/ myUser KeyFi | e is the path
to the encryption key file and downl oad/

com or acl e. webl ogi c. managenent . t ool s. m gration. j ar is the path to the export
tool JAR file.

export Domai nFor Partition.sh /Oracl e_Home / Oracl e_Hone/ user _proj ect s/ domai ns/
base_domai n /usr/ myUserKeyFile /downl oad/
com oracl e. webl ogi ¢c. management . t ool s. migration.jar

Or

export-domain. sh -oh /Oracl e_Hone -domai nDir /Oracl e_Home/ user _proj ect s/ domai ns/
base_domai n -keyFile /usr/myUserKeyFile

Example 18-2 Running the Export Domain Script on Windows

In Windows, the following example exports the domain from the path, Oracl e_Hone\
\user _proj ect s\\ domai ns\\ base_donai n. The argument nyKeyfi | e is the encryption
key file and or acl e. webl ogi ¢. managenent. tool s. mi gration.j ar is the export tool
JAR file.

18-6



Chapter 18
Migrating a WebLogic Server Domain to a Domain Partition: Main Steps

export Domai nFor Partition.cnd C\\Oracle_Home C \\Oracl e_Hone\\user_projects\\donains
\\ base_domai n nyKeyfile C:\\com oracl e. webl ogi c. management .t ool s. m gration.jar

Or

export-domain.cnd -oh C\\Oracle_Home -domainDir C\\Oracle_Hone\\user_projects\
\ domai ns\\ base_donmai n -keyFile nyKeyfile

Using the JSON File to Override Defaults During Import

During the operation of exporting the WebLogic Server domain applications, a JSON
text file is generated and stored both as an archive file and a separate file that can be
edited and modified. This file specifies default values for the partition that is created
during the import operation. However, you can edit the JSON file to override these
default values. For instance, the JSON file specifies a default virtual target name. If
you want to create a virtual target with a different name, then you can edit the JSON
file to alter the value in the vi rt ual - t ar get section.

The following example shows a sample JSON file that is generated by the export tool
and illustrates both the JSON file objects and attributes, and how they can be
overridden:

{
"virtual -target": [{
"nane": "${PARTI TI ON_NAME} - Admi nSer ver - vi rtual Target",
"target": "Adnmi nServer",
"uri-prefix": "/ ${PARTI TI ON_NAME} "
H,
"resource-group”: [{
“nane": "${PARTI TI ON_NAME} - Admi nSer ver - RG',
"target": [{
"virtual -target": {
"nane": "${PARTI TI ON_NAME} - Admi nSer ver - vi rt ual Tar get "
}
H,
"app- depl oynent": [{
"name": "sanpl eSt andal oneAppl i cationl",

"excl ude-frominport": "fal se",
"sub-nodul e-targets": [
{
"name": "sanpl eAppSubdepl oynent 1",
"targets": "__EXI STING VALUE_"
}
]
b
{
"name": "sanpl eJMSAppl i cationl",
"excl ude-frominport": "fal se",
"j ms-nodul es": [
{

"name": "sanpl eAppdnshbodul el",
"sub-nodul e-targets": [

{
"name": "sanpl eAppJnsModul eSubdepl oynment 1",

"targets": " EXI STING VALUE_ "

"name": "sanpl eAppdnshbodul e2",
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"sub- nodul e-targets": |

{
"name": "sanpl eAppJnsMdul eSubdepl oynent 2",
“targets": "_ EXISTING VALUE "
}
]
}
]
H,
"library": [{
"nane": "sanpl eCustonLibraryl",
"exclude-frominport": "false"
1
{

"name": "sanpl eSharedLi braryl",
"excl ude-frominport": "fal se",
"sour ce-path": "${W._HOMVE}\/common\/ depl oyabl e-1i braries\/
sanpl eShar edLi braryl. war",
"require-exact-version": "fal se"
H,
"file-store": [{
"name": "sanpl eFileStorel",
"exclude-frominport": "fal se"

1
{
"name": "sanpl eFil eStore2",
"exclude-frominport": "false"
H,

"jdbc-store": [{
"name": "sanpl eJDBCSt orel",
"excl ude-frominport": "fal se",

"prefix-name": "__EXISTING VALUE "
¥
{

"name": "saf_jdbc_store_3",

"excl ude-frominport": "fal se",

"prefix-name": "__EXISTING VALUE "
H,

"messagi ng-bridge": [{
"nane": " Sanpl eJVMSMsgBri dge",
"excl ude-frominport": "fal se",
"j ms-bridge-destination": [{
"name": "SrcBridgeDestn",

“connection-url": "__EXI STING VALUE_",
"user-name": "__EXI STING VALUE ",
"user-password": "__EXI STING VALUE_"
b
{
"name": "TgtBridgeDestn",
"connection-url": "__EXISTING VALUE_",
"user-nanme": "__EXI STING VALUE_ ",
"user-password": "__EXI STING VALUE_"
}

H,
"jms-server": [{
"name": "sanpl eJMSServer 1",
"exclude-frominport": "false"
1
{

"name": "sanpl eJMSServer2",
"exclude-frominport": "false"

ORACLE
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H,
"j dbc-systemresource": [{
"name": " Sanpl eDat aSour ceXA",
"exclude-frominport": "fal se"
H,
"jms-systemresource": [{
"name": "sanpl eJVMSModul el",
"excl ude-frominport": "fal se",
"sub- depl oynent": [{
"name": "sanpl eSubDepl oynent 1",
"excl ude-frominport": "fal se"

1
1
{
"name": "sanpl eJVMSModul e2",
"excl ude-frominport": "fal se",
"sub- depl oynent": [{
"name": "sanpl eSubDepl oynent 2",
"exclude-frominport": "false"
H,
"saf-remte-context": [{
"name": "sanpl e_saf renote_ctx",
"logi nURL": "__EXISTING VALUE__ ",
"username": "__EXISTING VALUE_",
"password": "__EXI STI NG VALUE__"
1
H,

"resource-group-tenplate": {
"name": "${PARTI TI ON_NAME} - Adm nSer ver - RGTenpl at "
}

H,
"partition": {
"default-target": [{
"virtual -target": {
"name": "${PARTI TI ON_NAME} - Adm nServer-virtual Target"
}
H,

"j dbc- system resource-override": [{
"name": " Sanpl eDat aSour ceXA",

“url": "__EXISTING VALUE_ ",
"user": " __EXI STING VALUE_ ",
"password-encrypted": "_ EXI STING VALUE__"

H,

"j ms-systemresource-override": [{
"name": "sanpl eJVMSModul el",
"foreign-server-override": [{
"name": "ForeignServerl",
"foreign-destination-override": [{
"name": "ForeignDestinationl",

"renote-jndi-name": "__EXI STING VALUE__"
h
{

"name": "ForeignDestination2",

"renote-jndi-name": "__EXI STING VALUE__"
H,

"foreign-connection-factory-override": [{
"name": "Forei gnConnectionFactoryl",
"renote-jndi-name": "__ EXI STING VALUE__",
"username": "__EXI STING VALUE "

}

}
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H
"realnf: " EXISTING VALUE_ ",

"avail able-target": [{
"virtual -target": {
"name": "${PARTI TI ON_NAME} - Adm nServer-virtual Target"
}
1
1
"inpl enent ation-version": "12.2.1.2"

}

The following table describes the objects and attributes that can be edited or modified
in the JSON file.

Objects and Attributes in the JSON File Notes
that Can Be Edited

Root level object "vi rtual -t arget" By default, the import tool creates virtual
targets as shown in the sample file. Oracle
recommends that you manually configure
virtual targets before the import operation. For
information about configuring virtual targets,
see Configuring Virtual Targets.

Ensure that you remove this object and any
related value to prevent the automatic creation
of virtual targets during the import operation.

Object "partition” This object specifies elements and values
required for the creation of the partition.

If you have already manually created virtual
targets for this partition, then replace the
“virtual -target" value (within "def aul t -
target" and "avail abl e-target") with the
name of the existing virtual target.

Object " r esour ce- gr oup- t enpl at " To override the default resource group
template name, edit the " nane" value.

Object "r esour ce- gr oup”

Attribute " excl ude-frominport" This attribute determines whether to exclude a
particular object or resource from importing to
a partition. See Migrating a WebLogic Server
Domain to a Domain Partition: Limitations and
Considerations for restrictions on JMS and
JDBC resource targeting in partitions.

Set this value to t r ue to prevent an object or a
resource from importing to a partition. The
default value is f al se.
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Objects and Attributes in the JSON File Notes
that Can Be Edited

Attribute " r equi r e- exact - ver si on" for This attribute determines whether to use the
shared libraries. shared library with a different implementation

version that is available at the target or use the
shared library imported from the source
domain.

Set this value to t r ue if you want to deploy the
library file available at the source domain to
the target. The deployed library file will be
located at the domain directory

at ..<domainName>\ ser ver s\ <servername>
\upl oad\ resour ce-group-tenpl ates\...

The default value is f al se. If set to f al se,
then the library available at the target location
at../common/ depl oyabl e-1i brari es,
even if it has a different implementation
version (but has the same specification
version), will be deployed and the source
domain library will be ignored. If the same
library is not available or if the specification
version is different, then the source domain
library will be used.

Importing an Applications Archive File to a Domain Partition

Prior to importing the domain application archive file ensure that the target WebLogic
Server 12.2.1.x domain is up and running.

ORACLE

To create a new partition in the WebLogic Server 12.2.1.x domain and import the
applications archive file to the newly created domain partition, perform the following
steps using WLST commands in the online mode.

1.

Connect to the target WebLogic Server domain where you want to import the
domain archive file, as shown in the following example:

connect (' user', 'password', 't3://nyserver:7001")
Run the i nport Partiti on command using the following syntax:

inmportPartition( archiveFileName , partitionName , createRGI=true|false ,
userKeyFile )

The command is asynchronous and returns the MBean
| nport Export PartitionTaskMBean. This command can be used to obtain the
result of the import operation in the following manner:

result = inportPartition( .... )

Youcanuse print result.getState() to obtain the import result state or pri nt
result.getError() to see the error message in case the import operation fails.
For more information about this command, see WLST Command Reference for
WebLogic Server.

The following table describes the arguments that must be specified for the
i nportPartitioncommand.
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Argument Description

archi veFi | eNane The full path to the partition archive to
import. The path must be reachable by the
Administration Server.

This command also looks for a file, domain
name- attributes.json inthe same
directory as the domain archive. If it is found
then the values in that file overrides those in
the domain archive.

partitionName Optional. The name to use for partition when
it is created in the target domain.

This must be specified only when the
i nportpartitioncommandis used to
import a domain archive created by D-PCT.

creat eRGT Optional. A flag that indicates whether to
create a resource group template for all the
resources in the archive file.

Setto t r ue if you want to create a resource
group template, or set to f al se if you want
all resources to be added directly to the
resource group of the new partition.

user KeyFi |l e Optional. The absolute path to the user key
file containing the same clear-text
passphrase specified during the export
operation. This file is used to decrypt
attributes in the archive file.

Example 18-3 Importing an Applications Archive File to a Domain Partition:
WLST Example

The following WLST command imports the out bi r/ <domai n>. zi p archive file to the
new partition called t est Parti tion. It also creates a resource group template and
uses /usr/ nyUser KeyFi | e as the encryption key.

wl s: /wsDomai n/ > importPartition( '/outDir/<domain> zip', 'testPartition', true,
"lusr/nyUserKeyFile' )

Monitoring the Export and Import Operation using Reports

ORACLE

You can monitor and analyze the export and import operation using the reports
generated by D-PCT. The export and import reports provide useful information when
you migrate resources from the source domain to the target domain partition using D-
PCT.

The export report gets stored in the directory where the domain archive is created
under the D-PCT installation directory, in the format domain name-

Export LogReport. ht m . It contains information such as, the domain location, the
source WebLogic Server version, along with a list of all resources that are supported
or not supported for export by the tool. You can use the export report to view the list of
servers and resources that were successfully exported or the ones that failed to
export. You can also view the list of resources that were untargeted and not exported,
or the resources that were targeted (to more than one server or cluster) but were not
exported.
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The import report gets stored in the domain directory in the format,

PartitionName_M gr at i onl nport Report. ht m . This report contains information about
the virtual targets that get created during the import operation, along with the resource
group and their targeting information. You can use this report to view the list of
resources that were successfully imported to the domain partition. It also lists the
resources that were excluded by the user, or the ones which were ignored by the tool
because they were not compatible in a multitenant environment.

Migrating a WebLogic Server Domain to a Domain Partition:
Limitations and Considerations

Certain scenarios are not supported by the Domain to Partition Conversion Tool.

The domain upgrade of libraries and resources to a new release is not supported
at import. Administrators and users are responsible for possible necessary domain
upgrades from the source domain before exporting the archive file.

Neither the application runtime state nor the application specific runtime
configuration is exported to the archive file. For example, the IMS messages in
gueues or users in an embedded LDAP realm are not exported.

The remote clients compiled with WebLogic Server versions prior to 12.2.1 are not
able to look up JNDI resources deployed on a partition. They need to be
recompiled with the WebLogic Server releases 12.2.1 or later.

JDBC does not support the use of the Logging Last Resource (LLR) feature in
WebLogic Server Multitenant. Data sources with this option need to be converted
to use a substitute setting that may or may not be an adequate replacement.

Considerations and Limitations for Importing a Domain with JMS

Resources

ORACLE

This section lists the limitations and other behaviors that you must consider before
exporting a domain containing one or more JMS resources.

If a subdeployment within a JMS system module is targeted to one or more
cluster(s) or migratable target(s) or WebLogic Server instances, and if it is referred
by a uniform distributed destination, then you must modify the subdeployment
targeting to the respective JMS servers that are targeted to the cluster or
migratable target or WebLogic Server.

Uniform Distributed Destinations and SAF Imported Destinations using default
targeting in the source domain will be left untargeted after successful import. If a
uniform distributed destination or a SAF imported destination or a Foreign Server
is default targeted, then you must modify them to use subdeployment targeting by
targeting the resources to appropriate JMS servers or SAF Agents.

Ensure that a single JMS server does not host conflicting JMS Resources, such as
hosting a standalone destination and a uniform distributed destination. During the
export operation, if D-PCT finds a JMS server hosting one of the conflicting
resources, then the corresponding JMS system module is omitted from export.
This is because each of these resources require a JMS server that references a
persistence store with varying distribution policies. See Configuring JMS Servers.

Weighted distributed destinations are deprecated and are not supported by JMS in
a multitenant environment. Therefore, D-PCT ignores weighted distributed
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destinations. Oracle recommends that you convert any weighted distributed
destination resource to its equivalent uniform distributed destination resource. For
information about configuring the different types of distributed destination
resources, see Configuring Distributed Destination Resources in Administering
JMS Resources for Oracle WebLogic Server.

At the domain level, JMS resources can be targeted to multiple WebLogic servers
or clusters. However in a partitioned environment, the JMS resources are not
supported if the resource group is targeted to multiple virtual targets. Therefore, D-
PCT ignores the application deployments and all other resources targeted to more
than one WebLogic Server instance or cluster or migratable targets in the source
domain.

JMS does not support the Repl i cat ed forwarding policy for a uniform distributed
topic in a partitioned environment. Therefore, in such cases, D-PCT converts the
forwarding policy to Parti ti oned. For information about the uniform distributed
topic message forwarding policy, see Configuring Partitioned Distributed Topics in
Administering JIMS Resources for Oracle WebLogic Server.

If there are more than one JMS servers, each targeted to a migratable target or a
WebLogic Server member of the same cluster, then the import operation
consolidates all JMS servers to a single JMS server configured with a store having
the distribution policy Di stri but ed. The other IMS servers are ignored during the
import operation.

In a partitioned environment, JMS allows a subdeployment to have only one JMS
server or one SAF agent as its target. If the source domain has a subdeployment
targeted to more than one JMS server or SAF Agent, then they would be sorted
alphabetically and the first one would be chosen as the target of the
subdeployment. Default targeted Connection Factories are migrated as it is and
are referenced to the target of the resource group under which the JMS system
module is created.

In a partitioned environment, only the JMS server referencing the persistence
store with distribution policy Si ngl et on can host standalone destinations. The
source domains supported by D-PCT do not support distribution policy since the
concept of distribution policy is introduced recently in WebLogic Server 12.2.1. To
workaround this limitation set by JMS, D-PCT automatically sets the distribution
policy of the persistence store referenced by JMS Servers hosting standalone
destinations.

At the domain level configuration, JMS allows multiple messaging bridges to use
the same bridge destination as the source or the target destination. However, the
new validation introduced by JMS requires that when the messaging bridge and
bridge destinations are configured in a partitioned environment, the bridge
destination can be used either as a source or the target destination by only one
messaging bridge. Keeping this in mind, D-PCT takes the following approach
during migration to a partition:

— A bridge destination from the source domain is created in the target partition
only when a message bridge references that bridge destination.

— When D-PCT finds a bridge destination that is already used by a messaging
bridge as a source or a target destination, the name of the bridge destination
is internally modified to original bridge destination name_the name of the
messaging bridge that references this bridge destination.
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< Note:

D-PCT allows you to exclude one or more application deployments or
resources from importing if those resources are not supported by the tool.
You can exclude such resources from importing by setting the excl ude-
frominport attribute in the JSON file to t r ue. Such resources can, then, be
manually created within the partition as needed.
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Configuring Partition Concurrent Managed
Objects

The concurrency utilities for Java EE 1.0, Java Specification Request (JSR) 236,
implements a standard API for providing asynchronous capabilities to Java EE
application components, such as servlets and EJBs. In WebLogic Server, concurrent
managed objects (CMOs) provide concurrency capabilities to Java EE applications.
You can configure concurrent managed objects and then make them available for use
by application components. Learn how to configure partition-level concurrent managed
object (CMO) templates and concurrent constraints in Oracle WebLogic Server
Multitenant (MT).

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

»  Configuring Partition Concurrent Managed Templates: Overview
e Configuring Partition CMO Templates: Main Steps
»  Configuring Partition Concurrent Constraints: Main Steps

»  Configuring Partition Concurrent Managed Objects: Related Tasks and Links

Configuring Partition Concurrent Managed Templates:

Overview

In addition to providing support for domain- and server-level CMOs, WebLogic Server
also provides partition-level CMO templates to perform partition-scoped task
execution.

This document discusses CMO templates only as they apply to partitions.

Concurrent Managed Object Components

ORACLE

The primary components of the concurrency utilities are:

* ManagedExecutorService (MES): Used by applications to execute submitted
tasks asynchronously. Tasks are executed on threads that are started and
managed by the container. The context of the container is propagated to the
thread executing the task.
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ManagedScheduledExecutorService (MSES): Used by applications to execute
submitted tasks asynchronously at specific times. Tasks are executed on threads
that are started and managed by the container. The context of the container is

propagated to the thread executing the task.

ManagedThreadFactory (MTF): Used by applications to create managed threads.
The threads are started and managed by the container. The context of the
container is propagated to the thread executing the task.

ContextService: Used to create dynamic proxy objects that capture the context of
a container and enable applications to run within that context at a later time or be
submitted to a Managed Executor Service. The context of the container is
propagated to the thread executing the task.

For more detailed information, see Concurrency Ultilities for Java EE in The Java EE 7
Tutorial. Also see the Java Specification Request 236: Concurrency Utilities for Java
EE 1.0 (http://jcp.org/en/jsr/detail ?i d=236).

Partition-Level Asynchronous Task Management by CMOs

In WebLogic Server, asynchronous task management is provided by four types of
CMOs, as summarized in Table 19-1.

Table 19-1 CMOs That Provide Asynchronous Task Management

Managed Object

Context
Propagation

Self-Tuning

Thread Interruption
While Shutting
Down

Limit of Concurrent
Long-Running New
Threads

Managed Executor
Service (MES)

Contexts are
propagated based on
configuration.

Only short-running
tasks are dispatched
to the single self-
tuning thread pool by
a specified Work
Manager.

When the Work
Manager is shutting
down, all the
unfinished tasks will
be canceled.

The maximum
number of long-
running threads
created by MES/
MSES can be
configured to avoid
excessive number of
these threads making
negative effects on
server.

Managed Scheduled
Executor Service
(MSES)

Contexts are
propagated based on
configuration.

Same behavior as
MES.

Same behavior as
MES.

Same behavior as
MES.

Context Service

Contexts are
propagated based on
configuration.

NA

NA

NA

Managed Thread
Factory (MTF)

Contexts are
propagated based on
configuration.

Threads returned by
the newThr ead()
method are not from
the single self-tuning
thread pool and will
not be put into the
thread pool when the
task is finished.

Threads created by
the newThr ead()
method will be
interrupted when the
MTF is shutting
down.

The maximum
number of new
threads created by
MTF can be
configured to avoid
excessive number of
these threads making
negative effects on
server.

ORACLE
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There are three types of JSR236 CMOs in WebLogic Server, each one characterized
by its scope and how it is defined and used.

» Default Java EE CMOs: Required by the Java EE standard that default resources
be made available to applications, and defines specific JNDI names for these
default resources.

* Customized CMOs in configuration files: Can be defined at the application and
module level or referenced from an application component environment that is
bound to JNDI.

*  Global CMO templates: Can be defined globally as templates in the domain,
server, and partition level configuration by using the WebLogic Server
Administration Console and configuration MBeans.

" Note:

This document discusses global CMO templates only as they apply to
domain partitions. For detailed conceptual information about default Java EE
CMOs and customized CMOs in configuration files, see Configuring
Concurrent Managed Objects in Administering Server Environments for
Oracle WebLogic Server.

Similar to Work Managers, global CMO templates can be defined at the domain,
server, and partition level using the WebLogic Server Administration Console or
configuration MBeans. For more information about configuring CMOs at the partition
level, see Configuring Partition CMO Templates: Main Steps.

Partition-Level MES Template Configuration Elements

Table 19-2 defines the configuration elements for a partition-level MES template.
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Table 19-2 Managed Executor Service Configuration Elements

Name Description Required Default Value Range
name Name of the MES. Yes NA An arbitrary non-
+  The name should not be empty string.

Def aul t ManagedExecut
or Servi ce, otherwise the
server cannot be started
normally.

»  Partition-level MES with
the same name can NOT
be configured in the same
partition, otherwise the
server cannot be started
normally.

* An
ManagedExecut or Ser vi
ce can have the same
name as other types of
managed objects such as
a Cont ext Servi ce in any
partition with no
relationship between
them.

e A partition-level MES and
a JSR236 MES can have
the same name with no
relationship between
them.

* If a partition-level MES
with the same name is
defined in both <resource-
group-template> and one
partition's <resource-
group>, then the
<resource-group>
definition will override
<resource-group-
template> definition in that

partition.
dispatch-policy Name of the Work Manager. No Default Work NA
The partition-level Work Manager

Manager will be picked by this
name. If the Work Manager
does not exist, use the
partition-level default Work

Manager.
max-concurrent- Maximum number of No 10 [0-65534].
long-running- concurrent long running tasks. When out of range,
requests) the default value

will be used.

ORACLE 19-4



Table 19-2 (Cont.) Managed Executor Service Configuration Elements

Chapter 19

Configuring Partition Concurrent Managed Templates: Overview

___________________________________________________________________________________________________|]
Name Description

Default Value

Range

long-running-

An integer that specifies the
priority long-running daemon thread's

priority. If specified, then all
long-running threads will be
affected.

Thread. NORM PRI

ARITY

1-10

Range between
Thread. M N PRI O
RITY, and

Thread. MAX_PRI O
RI TY. When out of

range, the default
value will be used.

Partition-Level MSES Template Configuration Elements

Table 19-3 defines the configuration elements for a partition-level MSES template,
which are similar to a partition-level MES template.

Table 19-3 Managed Scheduled Executor Service Configuration Elements

Name Description Required Default Value Range
name The name of the Yes NA An arbitrary non-
MSES. empty string.
For naming
convention rules, see
Table 19-2.
dispatch-policy The name of the No Default Work NA
Work Manager. Manager
For Work Manager
usage rules, see
Table 19-2.
max-concurrent-long- Maximum number of No 10 [0-65534].
running-requests concurrent long When out of range,
running tasks. the default value is
used.
long-running-priority ~ An integer that No 5 11

specifies the long-
running daemon
thread's priority. If
specified, then all
long-running threads
will be affected.

Thread. NORM PRI O
RITY

Range between
Thread. M N_PRI OR
| TY and

Thread. MAX_PRI OR
I TY. When out of
range, the default
value is used.

Partition-Level MTF Template Configuration Elements

Table 19-4 defines the configuration elements for a partition-level MTF template.

ORACLE
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Table 19-4 Managed Thread Factory Configuration Elements

Name Description Required Default Value Range
name The name of the Yes NA An arbitrary non-
MTF. empty string.
For naming
convention rules, see
Table 19-2.
priority The priority to assign No 5 1-10 Range between
to the thread. (The Thread. NORM PRIO Thread. M N_PRI OR
higher the number, RITY I TY and
the higher the Thr ead. MAX_PRI R
priority.) I TY. When out of
range, the default
value is used.
max-concurrent-new- The maximum No 10 [0-65534]

number of threads
created by the MTF
that are still executing
the run() method of
the tasks.

threads

When out of range,
the default value is
used.

Table 19-5 defines the configuration elements for a partition-level MTF.

Table 19-5 Managed Thread Factory Configuration Elements

Name Description Required Default Value Range
name The name of the Yes NA An arbitrary non-
MTF. empty string.
For naming
convention rules, see
Table 19-2.
priority The priority to assign No 5 1-10 Range between
to the thread. (The Thread. NORM PRIO Thread. M N_PRI OR
higher the number, RITY I TY and
the higher the Thr ead. MAX_PRI CR
priority.) I TY. When out of
range, the default
value is used.
max-concurrent-new- The maximum No 10 [0-65534]

number of threads
created by the MTF
that are still executing
the run() method of
the tasks.

threads

When out of range,
the default value is
used.

Partition-Level CMO Constraints for Long-Running Threads

Long-running tasks submitted to MES and MSES and the calling of newThr ead()
method of MTF need to create new threads that will not be managed as a part of the
self-tuning thread pool. Because an excessive number of running threads can have a

ORACLE
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negative effect on server performance and stability, configurations are provided to
specify the maximum number of running threads that are created by concurrency
utilities API.

Setting Limits for Maximum Concurrent Long-Running Requests

The limit of concurrent long-running requests submitted to MES and MSES can be
specified in partitions. All levels of configurations are independent and the maximum of
the concurrent long-running requests cannot exceed any of them.

Table 19-6 summarizes the limit of concurrent long-running requests with the max-
concur rent -1 ong-runni ng- request s element that can be defined in the deployment
descriptors.

Table 19-6 Limit of Concurrent Long-Running Requests in Partitions
|

Scope Deployment Descriptor Description <max-concurrent-long-
running-requests>
Element Details
Partition Inconfig.xn : Limit of concurrent long- Optional
As the subelement of running rqufasts_ specified Range: [0-65534]. When
<domai n><parti ti on> for that partition in that out of range, the default
for common partition. As server. value will be used.
the subelement of Default value: 50
<domnai n> for global
runtime.
When the specified limit is exceeded, the MES or MSES takes the following actions for
new long-running tasks submitted to them:
e Thejava.util.concurrent. RejectedExecutionExcepti on is thrown when calling
the task submission API.
e If the user registered the task with the ManagedTaskLi st ener, then this listener is
not notified because the submit method failed.
Note that the preceding rule is not applied for the i nvokeAl | () and i nvokeAny()
methods. If any of the tasks submitted by these methods is rejected by the specified
limit, then the following events occur:
* The user-registered managed task listener's t askSubmni tt ed() method is called.
e The user-registered managed task listener's t askDone() method is called and the
t hr owabl ePar amis j avax. ent er pri se. concurrent. Abort edExcepti on.
»  Other submitted tasks are not affected.
e The method does not throw the exception Rej ect edExecut i onExcepti on.
The following example demonstrates how the value specified for the max- concurrent -
| ong- runni ng-request s element in the confi g. xm file can affect the maximum
number of long-running requests.
<domai n>
<server>
<name>nyserver </ server >
<max- concurrent -1 ong- runni ng- r equest s>50</ max- concur r ent - | ong- r unni ng-
requests> (place 1)
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</ server>
<max- concurrent - | ong- runni ng- r equest s>10</ max- concur r ent - | ong- r unni ng- r equest s>
(place 2)
<partition>
<nane>nypartition</ nane>
<max- concurrent -1 ong- runni ng- r equest s>5</ max- concur r ent - 1 ong- r unni ng- r equest s>
(place 3)

</partition>
<server-tenpl ate>
<name>nyt enpl at e</ name>
<max- concurrent -1 ong- runni ng- r equest s>50</ max- concur r ent - | ong- r unni ng-
requests> (place 4)
</ server-tenpl at e>
</ domai n>

* place 1: Affects the MES and MSES defined in the server instance myserver. All
the MES and MSES running in that server instance can create only a maximum of
50 long-running-requests in total.

* place 2: Only affects MES and MSES defined in the domain. It does not affect
partition-level MES and MSES. All the MES and MSES running in the domain can
create a maximum of 10 long-running requests in total.

e place 3: Only affects MES and MSES defined in mypatrtition. All the MES and
MSES running in partition mypartition can create maximally 5 long-running
requests in total.

* place 4: Affects MES and MSES defined in the server instances that apply to the
template mytemplate. All the MES and MSES running in that server instance can
create only a maximum of 50 long-running-requests in total.

The following example demonstrates how the value specified for the nax- concur rent -
| ong- runni ng-r equest s element in the confi g. xnl file can affect the maximum
number of long-running requests.

In the following case, none of the limits is exceeded and the prior actions are not
taken:

e Assume 120 long-running tasks were submitted to managed- execut or - servi cel,
115 of them were finished, 5 of them are being executed, if one more long-running
task is submitted to nanaged- execut or - ser vi cel, then it is executed because no
limit is exceeded.

In the following cases, one of the limits is exceeded and the prior actions are taken:

* Assume 10 long-running tasks are being executed by managed- schedul ed-
execut or - servi cel, if one more long-running task is submitted to managed-
schedul ed- execut or - servi cel, then the limit of managed- schedul ed- execut or -
servicel is exceeded.

» Assume 10 long-running tasks are being executed by appl i cati onl, and 40 are
being executed by appl i cati on2; if one more long-running task is submitted to
applicationl orapplication2, then the limit of partitionl is exceeded.

* Assume 10 long-running tasks are being executed by appl i cati onl, 30 are being
executed by appl i cation2, and 60 are being executed by partiti on2; if one more
long-running task is submitted to appl i cati onl, or application2, or partition2,
then the limit of server 1 is exceeded.
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server1(100)
| ---partitionl(50)
| ---applicationl
| - - - managed- schedul ed- execut or - servi cel(not specified)
| ---modul el
| - - - managed- execut or - servi cel( 20)
| - - - managed- schedul ed- execut or - servi ce2(not specified)
| ---application2
| ---partition2(70)

Setting Limits for Maximum Concurrent New Threads

The limit of concurrent new running threads created by calling the newThr ead()

method of the MTF can be specified in a managed object, domain, and server level. All
levels of configurations are independent and the maximum of the concurrent new
running threads cannot exceed any of them.

Note that the meaning of running thread is a thread that has been created by the
MTF that has not finished its r un() method.

Table 19-7 summarizes the limit of concurrent new running threads with an element
<max- concur r ent - newt hr eads> that can be defined in the deployment descriptors.

Table 19-7 Limit of Concurrent New Running Threads
|

Scope Deployment Descriptor Description <max-concurrent-long-
running-requests>
Element Details
Partition Inconfig.xm: Limit of concurrent new Optional
As the subelement of running threads specified  Range: [0-65534], when
<donai n><partition> for that partition in that out of range, the default
for common partition. As Server. value is used.
the subelement of Default value: 50
<domai n> for global
runtime.

When the specified limit is exceeded, calls to the newThr ead() method of the MTF will
return nul | to be consistent with the Thr eadFact ory. newThr ead Javadoc.

To see a sample of using max- concurrent - new-t hr eads, see #unique_379/
unique_379_ Connect_42 CHDJIBCE.

Configuring Partition CMO Templates: Main Steps

ORACLE

You can define global CMOs as templates in the partition's configuration by using the
WebLogic Server Administration Console and configuration MBeans. CMO templates
can be assigned to any application, or application component in the partition.

# Note:

Partitioned domains for multitenancy are only available in WebLogic Server
Premium Edition. See About WebLogic Server MT.
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You can define three types of CMO templates in a partition:

* Managed Executor Service
* Managed Scheduled Executor Service
* Managed Thread Factory

For example, if you define a managed- execut or - servi ce-t enpl at e, a unique MES
instance is created for each application deployed in the partition.

Using the Administration Console to Configure a Partition-Scoped
CMO Template

CMO templates can be configured and scoped to a partition using the WebLogic
Server Administration Console.

1. Inthe Domain Structure tree, expand Environment and click Concurrent
Templates.

2. Click New and select one of the following template options:
* Managed Executor Service Template
* Managed Scheduled Executor Service Template
 Managed Thread Factory Template

3. Onthe Create New Template page, enter the template properties as required.
The properties vary depending on which type of concurrent template you are
creating.

*  See Partition-Level MES Template Configuration Elements.
*  See Partition-Level MSES Template Configuration Elements
e See Partition-Level MTF Template Configuration Elements.
4. Click Next.
5. Select the partition that you want to target the concurrent template to.

Only applications that have been deployed to the selected partition can use this
concurrent template.

6. Click Finish. The Summary of Concurrent Templates page displays and the new
partition-scoped concurrent template is listed.

7. Repeat these steps to create other concurrent templates as necessary.

For more detailed information about configuring CMO templates for a domain and
server scope, see Global CMO Templates in Administering Server Environments for
Oracle WebLogic Server.

Using MBeans to Configure CMO Templates

CMO templates can be configured using the following configuration MBeans under
PartitionMBean:

e ManagedExecut or Servi ceTenpl at eMBean
e ManagedSchedul edExecut or Ser vi ceTenpl at eMBean
e ManagedThr eadFact or yTenpl at eMBean
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See the PartitionMBean section in the MBean Reference for Oracle WebLogic Server.

Configuring Partition Concurrent Constraints: Main Steps

You can also define constraints for a partition scope using the WebLogic Server
Administration Console and configuration MBeans.

Using the Administration Console to Configure Concurrent Constraints for a
Partition

Using MBeans to Configure Concurrent Constraints

Using the Administration Console to Configure Concurrent Constraints

for a Partition

Concurrent constraints can be configured per partition using the WebLogic Server
Administration Console.

1.
2.

5.

In the Domain Structure tree, click Domain Partitions.

In the Summary of Domain Partitions table, select the partition that you want to
configure.

In the Settings for partition-name page, open the Configuration >
Concurrency page for the partition

Specify a value for any or all of the concurrent constraint options:

* Max Concurrent Long Running Requests: The maximum number of
concurrent long-running requests that can be submitted to all of the Managed
Executor Services or Managed Scheduled Executor Services in the partition
scope.

See Setting Limits for Maximum Concurrent Long-Running Requests.

¢ Max Concurrent New Threads: The maximum number of concurrent new
threads that can be created by all of the Managed Thread Factories in the
partition scope.

See Setting Limits for Maximum Concurrent New Threads.
Click Save.

Using MBeans to Configure Concurrent Constraints

Concurrent constraints can be configured per partition using the following methods
under the Parti ti onMBean:

ORACLE

maxConcur r ent LongRunni ngRequest s() The maximum number of concurrent long-
running requests that can be submitted to all of the Managed Executor Services or
Managed Scheduled Executor Services in the partition scope.

See Setting Limits for Maximum Concurrent Long-Running Requests.

maxConcur r ent NewThr eads() The maximum number of concurrent new threads
that can be created by all of the Managed Thread Factories in the partition scope.

See Setting Limits for Maximum Concurrent New Threads.
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For more information about using WebLogic Server MBeans, see Accessing WebLogic
Server MBeans with JMX in Developing Custom Management Utilities Using JMX for
Oracle WebLogic Server.

Monitoring Partition-level CMO Templates

Concurrent constraints can be queried directly, through MBeans, and by using the
WebLogic Server Administration Console.

* Using the Administration Console to Monitor CMO Templates

» Using MBeans to Monitor CMO Templates

Using the Administration Console to Monitor CMO Templates

CMO templates can be monitored using the Administration Console.
To monitor the threads created by CMOs in a partition:

1. Inthe Domain Structure tree, click Domain Partitions.

2. In the Summary of Domain Partitions table, select the partition you want to
monitor.

3. Inthe Settings for partition-name page, select the Monitoring > Concurrent
Templates tab.

The table provides configuration information for CMO templates that have been
targeted to the partition.

Using MBeans to Monitor CMO Templates

A a partition's CMO templates can be monitored using the
Concurr ent ManagedQbj ect sRunt i neMBean, which can be accessed from the following
MBean attribute:

e PartitionRunti meMBean. Concurrent Managedbj ect sRunt i me — Provides
configuration information for CMO templates that have been targeted to the
partition.

See the ConcurrentManagedObjectsRuntimeMBean in the MBean Reference for
Oracle WebLogic Server

For more information about using WebLogic Server MBeans, see Accessing WebLogic
Server MBeans with JMX in Developing Custom Management Utilities Using JMX for
Oracle WebLogic Server.

Configuring Partition Concurrent Managed Objects: Related
Tasks and Links

ORACLE

»  Configuring Concurrent Managed Objects in Administering Server Environments
for Oracle WebLogic Server.

*  For more information about CMO-related configuration and runtime MBeans, see
the ManagedExecutorServiceTemplateMBean,
ManagedScheduledExecutorServiceTemplateMBean,
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ManagedThreadFactoryTemplateMBean, and the PartitionMBean in the MBean
Reference for Oracle WebLogic Server.

*  For more information about using WLST commands, see WebLogic Server WLST
Online and Offline Command Reference in the WLST Command Reference for
WebL ogic Server.

e Sample Applications and Code Examples in Understanding Oracle WebLogic
Server.

»  Concurrency Utilities for Java EE in The Java EE 7 Tutorial.

* The Java Specification Request 236: Concurrency Utilities for Java EE 1.0
(http://jcp.org/en/jsr/detail ?i d=236).
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Configuring Partition Batch Job Runtime

Batch jobs are tasks that can be executed without user interaction and are best suited
for non-interactive, bulk-oriented, long-running tasks that are resource intensive. They
can execute sequentially or in parallel, and may be initiated dynamically or through
scheduling. WebLogic Server supports batch job runtimes that are scoped to
partitions.

# Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

»  Configuring Partition Batch Job Runtime: Overview

e Configuring Partition Batch Job Runtime: Main Steps
*  Querying the Batch Job Runtime

»  Configuring Partition Batch Job Runtime: Related Tasks and Links

Configuring Partition Batch Job Runtime: Overview

ORACLE

Using the batch job runtime in partitions requires the configuration of a dedicated data
source for each partition to access the job repository tables for batch jobs. When a
Java EE component deployed to the partition submits a batch job, the batch job
runtime updates the job repository tables using this data source.

Optionally, you can configure a partition batch job runtime to use an application-
scoped Managed Executor Service (MES) by configuring MES templates at the
domain level, but which are scoped to partitions. The MES processes the jobs
asynchronously and the job repository data source stores the status of current and
past jobs. However, if no MES template is targeted to the partition, the batch job
runtime will use the MES that is bound to the default JINDI name of j ava: conp/

Def aul t ManagedExecut or Ser vi ce (as required by the Java EE 7 specification).

WebLogic Server also supports the use of multiple batch runtime instances within the
scope of a partition. However, there are important considerations to note with regards
to the deployment of a batch application that is replicated in multiple Managed Server
instances, in either clustered or nonclustered environments, and also with regards to
load balancing and the ability to restart failed batch jobs. See Use of Multiple Batch
Runtime Instances in Administering Server Environments for Oracle WebLogic Server,
and Batch Applications in Administering Clusters for Oracle WebLogic Server.
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For more information about configuring and managing batch job runtime for a domain
scope, such as the steps for creating the job repository tables, and important
considerations for the use of multiple batch runtime instances, see Configuring the
Batch Job Runtime in Administering Server Environments for Oracle WebLogic Server.

For more information about batch jobs, batch processing, and the batch processing
framework, see Batch Processing in The Java EE 7 Tutorial. Also see the Java
Specification Request 352: Batch Applications for the Java Platform (http://
jcp.orglen/jsr/detail ?i d=352). The specification defines the programming model
for batch applications and the runtime for scheduling and executing batch jobs.

Configuring Partition Batch Job Runtime: Main Steps

To configure a batch job runtime in a partition, you must complete certain steps.

Prerequisites

ORACLE

If necessary, create the job repository tables to store the batch jobs.
Configure a JDBC data source for the partition.
Optionally, create the MES template and target it to the partition.

Configure the partition batch job runtime using either the WebLogic Server
Administration Console or WLST.

To configure a batch job runtime in a partition, the following prerequisites must be
completed at the domain level:

Job repository tables must already exist. The batch job runtime does not create
job repository tables automatically. The database administrator must create the
tables prior to activating the partition.

For information about configuring job repository tables, see Configuring the Batch
Job Runtime in Administering Server Environments for Oracle WebLogic Server.

For information about the databases supported for containing the job repository
tables, see the Oracle Fusion Middleware Supported System Configurations page
on the Oracle Technology Network.

Configure a JDBC data source for the partition. Each partition must have a
dedicated JDBC data source created for batch jobs. The batch data source's JNDI
name must be set using the Partiti onMBean. set Bat chJobsDat aSour ceJndi Nane.
When a Java EE component submits a batch job, the batch job runtime updates
the job repository tables using this data source, which is obtained by looking up
the data source's JNDI name.

For more information about configuring a JDBC data source, see Creating a JDBC
Data Source in Administering JDBC Data Sources for Oracle WebLogic Server.

Optionally, create the MES template. For optimum performance, you can
configure the batch job runtime in a partition to use an application-scoped MES by
configuring MES templates at the domain level, but which are scoped to partitions.
This way, a new MES instance is created for each MES template, which then runs
batch jobs that are submitted for Java EE components that are deployed to the
partition.
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However, if no name is set, then the batch job runtime uses the default Java EE
MES that is bound to the default INDI name of: j ava: conp/
Def aul t ManagedExecut or Ser vi ce.

For information about configuring the MES template, see Global CMO Templates
in Administering Server Environments for Oracle WebLogic Server.

Configuring Partition Batch Job Runtime Using the Administration

Console

You can configure a dedicated batch job runtime per partition using the WebLogic
Server Administration Console. In the Settings for partition-name page, go to the
Configuration > General page for the partition and complete these configuration
fields:

- Executor Service Template: The name of the application-scoped MES instance
that is used to run batch jobs that are submitted from applications deployed to the
partition.

The MES template by the same name must exist and be scoped to the partition
when a batch job is submitted to the partition. If no name is set, then the batch job
runtime uses the default Java EE MES that is bound to the default INDI hame of:
j ava: conp/ Def aul t ManagedExecut or Ser vi ce.

- Data Source JNDI Name: The JNDI name of the batch job runtime's data source,
which is used to store data for batch jobs submitted from applications deployed to
the partition. When a Java EE component submits a batch job, the batch job
runtime updates the batch job repository tables using this data source, which is
obtained by looking up the data source's JNDI nhame.

Configuring Partition Batch Job Runtime: WLST Example

ORACLE

You can configure a dedicated batch job runtime per partition using WLST.

You can use WLST with the Bat chRunt i neConf i gMBean and Partiti onMBean to
configure the batch job runtime to use a specific database for the job repository:

def update_partition_batch_config(partitionNane, jndi Name, schemaNane):
connect (" admn', ' passwd')
edit()
startEdit()
cd('/Partitions/' + <partitionName>)
cno. set Dat aSour ceJndi Nane(j ndi Nane)
cd("/BatchConfig/")
cno. set SchemaNane( schemaNane)
save()
activate()

In this example, if the administrator has created a data source with the JNDI name
j dbc/ bat chDS, then calling

updat e_partition_batch_config(' <partitionName>','jdbc/batchDS' ' BATCH )
configures the batch job runtime to store all the job repository tables in the schema
' BATCH in the database that is pointed to by the data source that is bound to the

j ndi Narre: ' j dbc/ bat chDS' .
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You can use WLST to configure the batch job runtime to use a specific MES for batch
job execution. However, you must first create the MES template at the domain level
and the name of the MES must be provided to the Partiti onMBean.

connect (' adnmi n', ' passwd')

edit()

startEdit()

cd('/Partitions'/ + <partitionNanme>)

cn. set Bat chJobsExecut or Servi ceName(' nesNane' )
save()

activate()

mesNane is the name of the MES template that has already been created (and
targeted) to this partition.

You can configure the batch job runtime to use different MESs using the

get Bat chJobsManagedExecut or Servi ceNarme() method in the Partiti onMBean.
However, the MES template by the same name must exist and be scoped to the
partition when a batch job is submitted.

See the BatchConfigMBean and the PartitionMBean in the MBean Reference for
Oracle WebLogic Server.

For more information about using WLST commands, see WebLogic Server WLST
Online and Offline Command Reference in the WLST Command Reference for
WebLogic Server.

Querying the Batch Job Runtime

You can query the batch job runtime's job repository table per partition scope using the
WebLogic Server Administration Console and Runtime MBeans.

* Using the Administration Console to Query the Batch Job Runtime

* Using Runtime MBeans to Query the Batch Job Runtime

# Note:

Ensure that the database that contains the batch job repository is running.
For example, the default Derby database is not automatically started when
you start WebLogic Server using the j ava webl ogi ¢. Server command. If
your database is not running, an exception will be thrown when you submit a
batch job or when you access the Bat chJobReposi t or yRunt i meMBean, either
through WLST or the WebLogic Server Administration Console.

Using the Administration Console to Query the Batch Job Runtime

You can query a job repository table using the WebLogic Server Administration
Console to obtain details about batch jobs in a partition.
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Get Details of All Batch Jobs

In the Settings for partition-name page, go to the Monitoring > Batch Jobs page to
view details about all the jobs submitted by applications deployed to the partition. See
Table 20-1.

Table 20-1 All Batch Jobs
]

Element Name Description

Job Nane The name of the batch job.

Application Nane The name of the application that submitted the
batch job.

Instance ID The instance ID.

Execution ID The execution ID.

Bat ch Status The batch status of this job.

Start Tine The start time of the job.

End Tinme The completion time of the job.

Exit Status The exit status of the job.

Get Details About a Job's Execution

You can view step execution details about a job by selecting it and clicking View. See
Table 20-2.

Table 20-2 Job Executions Details
]

Element Name Description

Job Nane The name of the batch job.
Instance ID The instance ID.

Execution ID The execution ID.

Batch Status The batch status of this job.
Start Tine The start time of the job.

End Time The completion time of the job.
Exit Status The exit status of the job.

Get Details About a Job's Step Execution

You can view metrics about each step in a job execution by selecting it and clicking
View. See Table 20-3.
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Element Name

Description

Step Nane

The name of the batch job step.

Step ID

The step ID.

Execution ID

The execution ID.

Batch Status

The batch status of this job.

Start Tine

The start time of the job.

End Tine

The completion time of the job.

Exit Status

The exit status of the job.

Using Runtime MBeans to Query the Batch Job Runtime

You can query the job repository table using WLST using the
Bat chJobReposi t or yRunt i meMBean to obtain details about batch jobs in a partition.

See BatchJobRepositoryRuntimeMBean in the MBean Reference for Oracle WebLogic

Server.

Get Details of All Batch Jobs Using getJobDetails

The get JobDet ai | s() attribute returns details about all the jobs submitted by
applications deployed to the domain. Each entry in the collection contains an array of

the elements in Table 20-4.

Table 20-4 Elements in getJobDetails() Attribute
|

Element Name

Description

JOB_NAME

The name of the batch job.

APP_NAME

The name of the application that submitted the
batch job (St ri ng).

| NSTANCE_| D

The instance ID (I ong).

EXECUTI ON_I D

The execution ID (I ong).

BATCH_STATUS

The batch status of this job (St ri ng).

START_TI ME

The start time of the job (j ava. uti | . Dat e).

END_TI ME

The completion time of the job
(java.util. Date).

EXI T_STATUS

The exit status of the job (St ri ng).

The following example of a WLST script uses the get JobDet ai | s() command to print

a list of all batch jobs deployed in a domain:

connect (' admin', 'adm nl23")
domai nRunt i me()

cd(' Bat chJobReposi t oryRuntine')
cd(' nyserver")

ORACLE
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execut i ons=cno. getJobDetails()
print "JobName AppName InstancelD ExecutionlD BatchStatus StartTine EndTinme ExitStatus”
print e[0], " ", e[1], " ", e[2], " ", e[3]," ", e[4]," ", e[5], " ", e[6], ",e[7]

This is sample output after running get JobDet ai | s() :

JobNane  AppNane Instancel D ExecutionlD BatchStatus Start Time

EndTi ne Exit Status

Payrol | Job labl 9 9 COWLETED  Fri Apr 24 10:11:00 PDT 2015 Fri Apr 24
10:11: 01 PDT 2015  COWPLETED

Payrol | Job labl 8 8 COWLETED  Fri Apr 24 10:11:00 PDT 2015 Fri Apr 24
10:11: 01 PDT 2015  COWPLETED

Payrol | Job labl 7 7 COWLETED  Fri Apr 24 10:11:00 PDT 2015 Fri Apr 24
10:11: 01 PDT 2015  COWPLETED

Payrol | Job labl 6 6 COWLETED  Fri Apr 24 10:11:00 PDT 2015 Fri Apr 24
10:11: 01 PDT 2015  COWPLETED

Payrol | Job labl 5 5 COWLETED  Fri Apr 24 10:10:57 PDT 2015 Fri Apr 24
10:10: 58 PDT 2015  COWPLETED

Payrol | Job labl 4 4 COWLETED  Fri Apr 24 10:10:56 PDT 2015 Fri Apr 24
10:10: 56 PDT 2015  COWPLETED

Payrol | Job labl 3 3 COVWPLETED  Mon Apr 20 11:32:12 PDT 2015  Mon Apr 20
11:32:12 PDT 2015  COWPLETED

Payrol | Job labl 2 2 COWLETED  Mon Apr 20 11:32:10 PDT 2015  Mon Apr 20
11:32:11 PDT 2015  COWPLETED

Payrol | Job labl 1 1 COWLETED  Mon Apr 20 11:25:26 PDT 2015  Mon Apr 20

11:25:26 PDT 2015 COMPLETED

Get Details of a Job Execution Using getJobExecutions

The get JobExecut i ons attribute returns details about a particular job execution. Each
entry in the collection contains an array of the elements in Table 20-5.

Table 20-5 Elements in getJobExecutions() Attribute
|

Element Name Description

JOB_NAME The name of the batch job (St ri ng).

| NSTANCE | D The instance ID (I ong).

EXECUTI ON_I D The execution ID (I ong).

BATCH _STATUS The batch status of this job (St ri ng).

START_TI ME The start time of the job (j ava. uti | . Dat e).
END TI ME The completion time of the job (j ava. uti | . Dat e).
EXI T_STATUS The exit status of the job (St ri ng).

The following example uses the get JobExecuti ons() command in a WLST script to
get details for a given execution ID: get JobExecut i ons(6) . To get a list of all execution
IDs, use the get JobDet ai | s() method:

connect (' admin', 'adminl23")

partitionRuntine()

cd(' Bat chJobReposi t oryRuntine')

cd(' nyserver")

execut i ons=cno. getJobExecutions(6)

print "JobName InstancelD ExecutionlD BatchStatus StartTime  EndTine Exi t St at us"
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for e in executions
print e[0], " ", e[1], " ",oel2], " ", e[3], " ",oe[4], " ", e[5], " ", e[f]

This is sample output after running get JobExecuti ons():

JobName Instancel D ExecutionlD BatchStatus StartTime
EndTi me Exit Status
Payrol | Job 6 6 COWPLETED  Fri Apr 24 10:11:00 PDT 2015  Fri Apr 24 10:11:01

PDT 2015 COVPLETED

Get Details of a Job Step Execution Using getStepExecutions

The get St epExecut i ons attribute returns metrics about each step in a job execution.
Each entry in the collection contains an array of the elements in Table 20-6.

Table 20-6 Elements in getStepExecutions() Attribute
|

Element Name Description

STEP_NAME The name of the batch job step (St ri ng).

STEP_ID The step ID (I ong).

EXECUTI ON_I D The execution ID (I ong).

BATCH_STATUS The batch status of this job (St ri ng).

START _TI ME The start time of the job (j ava. uti | . Dat e).

END_TI ME The completion time of the job
(ava.util.Date).

EXI T_STATUS The exit status of the job (St ri ng).

The following example shows using get St epExecut i ons() in a WLST script to get
details for a given step execution ID: get St epExecuti ons(6) . To get a list of all
execution IDs, use the get JobDet ai | s() method.

connect (' admin', 'adminl23")

partitionRuntine()

cd(' Bat chJobReposi t oryRuntine')

cd(' nyserver")

execut i ons=cno. getStepExecutions(6)

print "StepNane  StepExecutionlD BatchStatus StartTine EndTi me Exit St at us"
print e[0], " ",oe[1], " ",oe[2], " “,oe[3], " ", e[4], " ", e[5], "]

This is sample output after running get St epExecuti ons():

StepNanme  StepExecutionl D BatchStatus Start Time
EndTi me Exit Status
Payrol | Job 6 6 COWPLETED  Fri Apr 24 10:11:00 PDT 2015  Fri Apr 24 10:11:.01

PDT 2015 COVPLETED

Configuring Partition Batch Job Runtime: Related Tasks and
Links

»  Configuring the Batch Job Runtime in Administering Server Environments for
Oracle WebLogic Server.
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For information about configuring a Managed Executor Service Template, see
Global CMO Templates in Administering Server Environments for Oracle
WebL ogic Server.

For more information about configuring a JDBC data source, see Creating a JDBC
Data Source in Administering JDBC Data Sources for Oracle WebLogic Server.

For more information about batch-related configuration and runtime MBeans, see
the BatchConfigMBean, BatchJobRepositoryRuntimeMBean, and the
PartitionMBean in the MBean Reference for Oracle WebLogic Server.

For more information about using WLST commands, see WebLogic Server WLST
Online and Offline Command Reference in the WLST Command Reference for
WebL ogic Server.

Sample Applications and Code Examples in Understanding Oracle WebLogic
Server.

Batch Processing in The Java EE 7 Tutorial.

Java Specification Request 352: Batch Applications for the Java Platform (http://
jcp.org/en/jsr/detail ?i d=352).
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Configuring Resource Adapters

Oracle WebLogic Server Multitenant allows standalone and embedded resource
adapters to be deployed in a domain partition through resource groups and resource
group templates.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

» Configuring Resource Adapters in a Domain Partition: Overview

* Best Practices and Considerations When Using Resource Adapters in a Domain
Partition

Configuring Resource Adapters in a Domain Partition:

Overview

When a resource adapter is deployed in a partition, all of its resources, such as the
resource adapter beans, connection pools, and administered objects, are registered in
the JNDI namespace of the partition, and their INDI nhames and classloaders are
isolated from other partitions' applications. Therefore, only those applications in the
same partition can access the services provided by the resource adapter and only
those applications in the same partition can access the classes of the resource
adapter.

When a resource adapter is deployed in a domain, all of its resource adapter beans,
connection pools, and administered objects are registered in the domain's JNDI
namespace. These resources are visible only to applications deployed in the domain.

Example config.xml for Domain-Level Resource Adapter

ORACLE

You can configure a resource adapter in a resource group template and then
reference it by the resource group of a partition.

In this example, a standalone resource adapter is defined in a resource group
template. Each of the two partitions, HR and Fi nance, defines a resource group that
inherits the applications and resources from the resource group template. In this case,
each partition has its own resource adapter.

<domai n>
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<resource-group-tenpl at e>
<name>RGT1</ nane>
<app- depl oynent >
<nane>ny_r a</ nanme>
<nodul e-type>rar </ nodul e-t ype>
<sour ce- pat h>/ some/ di rect ory/ mai | - connect or. rar </ sour ce- pat h>
<depl oyment - or der >120</ depl oynent - order >

</ app- depl oynent >
</resource-resource-tenpl ate>

<partition>
<name>HR</ nane>
<resour ce- gr oup>
<nane>RGL</ nane>
<resour ce- group-t enpl at e>RGT1</ r esour ce- gr oup- t enpl at e>
</ resource-group>

</partition>
<partition>
<nanme>Fi nance</ name>
<resour ce- gr oup>
<nane>R&</ nane>
<resour ce- group-t enpl at e>RGT1/ r esour ce- gr oup- t enpl at e>
</ resour ce- group>

</ pa.ri | tion>
;)aonain>
Example config.xml for Partition-Level Resource Adapter

In this example, there are two partitions, HR and Fi nance, defined in the domain. The
HR partition has a resource group that defines a standalone resource adapter. In this
case, the resource adapter deployed in the HR partition is invisible to the Fi nance
partition.

<donai n>

<partition>
<nane>HR</ nane>
<resour ce- group>
<name>HR Apps and Resour ces</ name>
<app- depl oynent >
<nane>nai | r a</ name>
<nodul e-type>rar </ nodul e-t ype>
<sour ce- pat h>/ some/ di rect ory/ mai | - connect or. rar </ sour ce- pat h>
<depl oynent - or der >120</ depl oynent - or der >

</ app- depl oynent >
</resource-group>
</partition>

<partition>
<nanme>Fi nance</ nane>

</partition>
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</ domai n>

Best Practices and Considerations When Using Resource
Adapters in a Domain Partition

Oracle recommends that system administrators follow certain best practices and
considerations when developing resource adapters for a multitenant environment.

Defining the Classloading Behavior for Partition-Level Resource

Adapters

A partition-level standalone resource adapter is loaded by the partition classloader,
which is a sub-classloader of the domain /| i b classloader, and the parent of all
application classloaders for a partition.

The <enabl e- gl obal - access-t o- cl asses> element in the webl ogi c-ra. xm
deployment descriptor determines the classloading behavior of resource adapter
classes in a partition.

See weblogic-ra.xml Schema in Developing Resource Adapters for Oracle WebLogic
Server.

» If<enabl e- gl obal - access-t o- cl asses> is set to false, then the classloading
behavior of the partition resource adapter classes is the same as the domain-level
resource adapter classes.

e If <enabl e- gl obal - access-t 0-cl asses> is set to true:

— When the resource adapter is deployed to a domain, the resource adapter
classes are loaded by the domain classloader. Therefore, the resource
adapter classes are isolated from applications in other partitions.

— When the resource adapter is deployed to a partition, the resource adapter
classes are loaded by the partition classloader. Therefore, the resource
adapter classes are isolated from applications in a domain partition and other
partitions.

Overriding Application Configuration for a Partition

ORACLE

Each patrtition can specify a deployment plan that can be used to override the
configuration defined in the resource group template. The resource adapter application
should apply this deployment plan during deployment.

See Overriding Application Configuration.

A deployment plan file can be specified at the application level using the pl an- pat h
attribute of the AppDepl oynent Conf i gMBean to override the resource adapter's
configuration. When a resource group of a partition references a resource adapter of a
resource group template, it can override the resource group configuration through
macro substitution for the specified deployment plan at the application level.The
following example shows a resource group template with a macro for the deployment
plan file name. There are two partitions, HR and Fi nance.

21-3



Chapter 21
Best Practices and Considerations When Using Resource Adapters in a Domain Partition

<domai n>
<resource-group-tenpl at e>
<nane>RGT1</ nane>
<app- depl oynent >
<nane>mai | ra</ name>
<nane>ny_r a</ nanme>
<nodul e-type>rar </ nodul e-type>
<sour ce- pat h>/ some/ di rect ory/ sanpl e_connect or. rar </ sour ce- pat h>
<depl oyment - or der >120</ depl oynent - order >
<pl an- pat h>${ MYRA- PLAN FI LE} </ pl an- pat h>
</ app- depl oyment >

</ resource-group-tenpl at e>

<partition>
<nane>HR</ nane>
<resour ce- group>
<nane>RGl</ nanme>
<resour ce- group-t enpl at e>RGT1</ r esour ce- gr oup- t enpl at e>
</ resource- group>
<partition-properties>
<partition-property>
<name>MYRA- PLAN- FI LE</ name>
<val ue>/ apps/ pl ans/ hr/ ny_ra- pl an. xni </ val ue>
</partition-property>
</partition-properties>

</ partition>

<partition>
<nane>Fi nance</ name>
<resour ce- group>
<nane>R&</ nane>
<resour ce- group-t enpl at e>RGT1</ r esour ce- gr oup- t enpl at e>
</ resour ce- group>
<partition-properties>
<partition-property>
<name>MYRA- PLAN- FI LE</ name>
<val ue>/ apps/ pl ans/ Fi nance/ ny_ra- pl an. xnl </ val ue>
</partition-property>
</partition-properties>

</partition>
</ domai n>

Considerations for Resource Adapter Resource Definitions

You can use the @onnect or Resour ceDefinition and

@\dni ni st er edObj ect Defi ni ti on annotations for defining resource adapter resources
in your web module, EJB module, or equivalent application deployment descriptor.
When you use these annotations, the following conditions apply in a multitenant
environment:

e If @onnect or Resour ceDefinitionand @dm ni steredCbj ect Definitionor
equivalent deployment descriptors are defined in the domain-level application,
then its related resource adapter should be deployed at the domain level.

e If @onnect or Resour ceDef i nition and @dmi ni steredCbj ect Definitionor
equivalent deployment descriptors are defined in the partition-level application,
then its related resource adapter should be deployed in the same partition.
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Resource Group Migration and Resource Adapters

ORACLE

A standalone resource adapter is shared across resource groups in the same partition.
It can be defined in a resource group, but it is not occupied exclusively by that
resource group. Suppose resource group RG1 depends on a standalone resource
adapter RA2 that is defined in resource group RG2; if RG2 is migrated to new cluster,
then RG1 has to be migrated to that cluster at the same time. Otherwise RG1 will not
work.

Oracle recommends that you define a resource adapter and all related applications in
the same resource group if you want to do resource group migration.
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Exporting and Importing Partitions

Exporting and importing patrtitions lets you easily move partitions from one domain to
another, including the applications that are deployed to the partition. This feature is
useful for replicating partitions across domains and for moving domains from a
development to a production environment.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

*  Exporting and Importing Domain Partitions: Overview
*  Exporting and Importing Domain Partitions: Main Steps and WLST Examples

*  Exporting and Importing Domain Partitions: Related Tasks and Links

Exporting and Importing Domain Partitions: Overview

Using WLST (online or offline), a Representational State Transfer (REST) API (online
only), or the WebLogic Server Administration Console (online only), system
administrators can export a domain partition and then import a previously exported
partition into a different domain.

The following sections provide detailed information about the exporting and importing
operations.

About Exporting Partitions

When a partition is exported from the source domain, it is packaged in a partition
archive file that includes:

*  The partition configuration
* Any resource groups contained in the partition
* Any resource group templates referred to by those resource groups

* The contents of the partition's file system, <partition-file-systenr/ config
directory

e Optionally, application binary files and configurations for applications deployed to
the partition
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No application runtime state, nor application-specific runtime configuration is included
in the partition archive file. Other examples of what would not be exported are JMS
messages in queues and users in an embedded LDAP realm.

Creating the Partition Archive File

You can use the WLST exportPartition command to create a partition archive file,
<PartitionName>. zi p. It copies a partition's configuration into the archive file as well
as (optionally) the partition's applications and libraries. This command also creates the
attributes.json file that you can use to modify the partition's configuration on import.

The command syntax is:

exportPartition(partitionNane, expArchPath, [includeAppsNLibs], [keyFile])

partitionNane is the name of the partition to export, expAr chPat h is the full path to the
directory in which to save the partition archive file, i ncl udeAppsNLi bs (optionally),
specifies whether to include application and library binary files in the partition archive
file, and keyFi | e (optionally), provides the full path to a file containing a string to use
as the encryption key to encrypt attributes in the partition archive file. See Exporting
Domain Partitions: WLST Example.

Partition Archive File Contents

ORACLE

A partition archive is a . zi p file containing these specific partition-related files:

Files and Directories Description

partition-config.xm Contains the partition configuration and
resource group templates configuration from
config.xn .

MANI FEST. MF Includes a time stamp and domain information

for the archive file.

<PartitionName>-attributes.json Contains the MBean attributes and properties
which can be changed by the administrator
while importing the partition. In addition to
being contained in the archive file, a copy of
this file is also located with the archive file in
the file system to make it easier to update.

expPart Secr et Contains the encrypted secret key used for
encrypting and decrypting encrypted
attributes.

domai n/ confi g/ resour ce- gr oup- Contains files related to any resource group

tenpl at es/ <resource_t enpl ate_nane>/* template associated with this partition.

domai n/ confi g/ partitions/<partition- Specifiesthe configuration files under
name>/ * domai n/ config/partitions/<partition-
name>/ confi g/ *.

pfs/configl* Contains the <partition-fil e-systenmp/
confi g directory content. This would also
include system resources (JMS, JDBC, and
such) descriptor files.
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Files and Directories Description

domai n/ upl oad/ r esour ce- gr oup- Contains resource group template-level binary
tenpl at es/ <resour ce_t enpl ate_nanme>/ files.
<appl i cation_name>/

pf s/ upl oad/ <appl i cati on_name>/ Contains resource group-level application
binary files.

About Importing Partitions

ORACLE

A prerequisite to importing a partition is that the server instance must already have a
domain configured. When a partition is imported into a new domain, some external
systems may need to be configured to be aware of the newly imported partition. While
importing a partition archive file, the system administrator may need to update the
dependencies on the domain (like virtual targets, security realms, and resource group
templates) and also optionally update other attributes in the partition configuration to
make it valid, such as partition properties, JDBC, JMS, and other resources in
resource groups. In addition, applications and system resources need to be deployed
for the new patrtition.

During the import operation, the system administrator can override specific portions of
the partition configuration by supplying a <Partiti onNane>-attri but es. j son file with
modified attributes suitable for the target domain. However, changing the value of the
nane attribute is not supported; for example, "nane" : "P1" in the following sample
<PartitionNanme>-attributes.json cannot be changed.

{
"partition" : {
"nane" : "P1",
"j dbc-systemresource-override" : {
"URL" : "url.conf,
“ld" "0,
"name" : "test123",
"Cachi ngDi sabl ed" : "fal se",
"Regi stered" : "fal se",
"User" @ "test123",
"Dynami cal | yCreated" : "fal se",
"Dat aSour ceName" : "test-source"
1
"resource-group-tenplate" : {
"name" : "RGT1",
"j dbc-systemresource" : {
"name" : "jdbcl",
"descriptor-file-nane" : "jdbc/P1DB1-8882-jdbc. xm "

"jms-server-resource” : {
n nar.rell HJ' rTBl" ,
"Pagi ngDi rectory" : ""
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In the prior example, all the JDBCSyst enResour ceQver ri deMBean attributes are copied
to the <PartitionName>-attributes. | son file along with their current values.

If a resource group template already exists in the target domain, then you must use
the cr eat eNew option to overwrite the existing resource group template and create a
new one using a new name. (See Step 2 in Importing Domain Partitions: Main Steps.)

Customizing Exporting and Importing System Resources

ORACLE

When domain partitions are exported, partition and resource group template
configuration attributes are present in the attri but es. j son file. System resources
referenced by the partition being exported also appear in attri butes. j son.

WebLogic Server MT lets you export all the system resource attributes of a partition
into a JSON file so you can modify those attributes and then import them with the
partition. Being able to override system resources is particularly useful in PaaS use
cases where a partition has resource groups and system resources which are
deployed directly to the resource group (as compared to SaaS use cases where
resource groups are typically derived from a resource group template).

# Note:

Oracle advises that you use caution when overriding partition attributes. If
you make a change that is not consistent with the entire configuration, you
might encounter start up or later configuration validation issues.

The following at tri but es. j son file shows an example of JDBC system resource
elements.

"jdbc-systemresource": {
"name": "nydb",
"j dbc-data-source": {
"@mns": "http:\/\/xmns.oracle.com/webl ogic\/j dbc- dat a-
source",
"@mns:sec": "http:\/\/xmns.oracle.com/weblogic\/security",
"@mns:ws": "http:\/\/xmns.oracle.com/webl ogi c\/security\/
w s",
"@mns:xsi": "http:\/\/ww. w3. org\/2001\/ XM.Schena-i nst ance",
"@si:schemalocation": "http:\/\/xmns.oracle.com/webl ogic\/
j dbc-dat a-source http:\/\/xm ns. oracl e. com /webl ogi c\/| dbc- dat a- sour ce\/
1.0\/j dbc- dat a- sour ce. xsd",
"name": "mydb",
"jdbc-driver-parans": {
“url": "jdbc:derby: menory: nydb",
“properties": {"property": |

{
“nane": "user",
"val ue": "scott"
1
{

name": "dat abaseNane",
"val ue": "prodMdb"
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}

1}
"passwor d-encrypted": "{AES}Lbw P8Ca\/

RYAv4z599NAqMDeyHCcCl 2unBgR6t zi NpME"
}
}

For example, to make the resources suitable for a production domain, you might edit
the user value from scott to ScottProd (a user for a production domain) and the URL
from j dbc: der by: meror y: nydb to j dbc: der by: nenory: dbpr od. When you import the
partition, the system resources reflect the new values contained in the
attributes.json file.

Passwords are exported encrypted. After importing, the password is placed in the
config.xm file, encrypted with the domain specific key from the importing domain. If
you want to change the password, you must:

1. Create a new encrypted password using the webl ogi c. security. Encrypt utility
from the domain where the partition is being imported.

2. Replace the password in the JSON file with the one you created in step 1.
3. Import the partition.

After importing, the password that you put in the JSON file will be used for the
system resource.

Exporting and Importing Applications

When a partition is exported, whether or not application binary files are included in the
partition archive file is determined by the value of the i ncl udeApps option on the
export operation. If i ncl udeApps is t r ue, then the binary files are included. If f al se,
then they are excluded. The <Partiti onName>-attri but es.j son file contains
attributes for the application or library source path, deployment plan path, and staging
mode. You can change these attributes in the <Partiti onName>-attri but es. j son file.

The i ncl udeApps option also affects how the application is deployed upon being
imported:

e Iftrue (default), then the deployment files are copied to <donai n-di r >/ <server >/
upl oad or <partition-dir>/<server >/ upl oad, depending on whether it is a
resource group template-level application or resource group-level application, and
deployed using the original staging mode. If the staging mode is NOSTAGE or
EXTERNAL (on the targeted server), then the system administrator is responsible for
making the application available from the correct location in the target domain.

« Iffal se, then the system administrator is responsible for making the application
available from the correct location in the target domain.

Exporting and Importing Encrypted Attributes

ORACLE

During the export operation, a new secret key is generated and stored in the

expPart Secret file in the exported <Par titi onNane>. zi p file. All the encrypted
attributes in the partition-config.xm file and any system resource descriptors that
are part of <Partiti onNane>. zi p will be encrypted using the new secret key in the
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expPart Secret file. Alternatively, you can provide your own secret key by using the
keyFi | e option.

During the import operation, after the entire partition is read and the attributes changed
in accordance with the <Partiti onNane>-attri but es. j son file, the following steps are
used to process encrypted attributes:

1. The secret key in the expPart Secr et file in the exported . zi p is read.

2. The secret key is decrypted using a second key that is either the default key in the
WebLogic Server source, or the key provided using the keyFi | e option to import.
The user-provided key must match the key used on import.

3. All the encrypted attributes in the partition MBean (read and modified in the export
operation) are decrypted using the key read from the expPart Secr et file.

4. All the encrypted attributes in the partition MBean are encrypted with the domain-
specific key (Seri al i zedSyst enl ni . dat ) for the imported domain.

Exporting and Importing Domain Partitions: Main Steps and
WLST Examples

You can export a domain partition (the source domain) with its entire configuration and
data, as a partition archive file. With few configuration changes, you can then import
the partition archive file into another instance of WebLogic Server MT (the target
domain).

You might need to update domain dependencies, such as virtual targets and security
realms, and optionally update other attributes in the partition configuration to make it
valid.

Exporting Domain Partitions: Main Steps

Prior to exporting a domain partition, you must first have created or imported one.
The main steps for exporting domain partitions are as follows:

1. Select the domain partition that you want to export.
2. Provide the full path to the directory in which to save the partition archive file.

Each domain partition should be located in its own directory. The domain partition
archive file is overwritten if it already exists in the specified location. Other files in
the directory may be overwritten as well.

3. Optionally, select to include the installed application and library binary files in the
exported partition archive file.

4. Optionally, enter the full path to a file containing a string to use as the encryption
key to encrypt attributes in the partition archive file.

If you do not provide your own key, then a new secret key will be generated and
stored in the expPart Secr et file in the exported <Partiti onName>. zi p file.
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Exporting Domain Partitions: WLST Example

The following WLST command exports partition-1 to the /var/tnp directory.
Application and library binary files are not included. / hone/ f oo/ nykeyfi |l e is the path
to the nykeyfi | e encryption key.

wl s: / mydomai n/ server Confi g> exportPartition("partition-1", "/var/tnp/", false, "/
hone/ f oo/ nykeyfile")

Importing Domain Partitions: Main Steps

Prior to importing a domain partition:

* You must have previously exported a domain partition (the source domain) to a
partition archive file.

e The server instance must already have a domain configured (the target domain).

The main steps for importing domain partitions are as follows:

1. Provide the full path to the partition archive file that you want to import.

2. Optionally, select the overwrite existing resource group templates option if the
resource group template already exists in the target domain and you want to
create a new one using a new name.

All resource group templates used by the source domain partition are contained in
the partition archive file and are imported along with the partition into the target
domain. If the resource group template already exists in the target domain and you
do not specify to overwrite the existing resource group template, then the import
operation will fail.

3. Optionally, specify a name to use for the partition when it is created in the target
domain. This defaults to the original name of the partition.

4. Optionally, enter the full path to a file containing the key to decrypt attributes in the
partition archive file.

Importing Domain Partitions: WLST Example

Exporting
and Links

ORACLE

The following WLST command imports the partition-1 archive file located in
the / var/ t np directory. Application and library binary files are not included. The file /
home/ f oo/ nykeyfil e is used as the encryption key.

wl s: / mydomai n/ server Config> inportPartition("/var/tnp/partition-1.zip", keyFile="/
hone/ f oo/ mykeyfile")

and Importing Domain Partitions: Related Tasks

»  Export domain partitions and Import domain partitions in Administering Oracle
WebLogic Server with Fusion Middleware Control

»  Export partitions and Import partitions in Oracle WebLogic Server Administration
Console Online Help
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Managing Named Concurrent Edit
Sessions

In previous releases, WebLogic Server configuration edit sessions supported only one
active edit session at a time. The system administrator got a global edit lock, made
changes, and then activated them. Other administrators could not make changes at
the same time. In this release, there are situations in which more than one
administrator may need to make configuration changes. A WebLogic Server MT
domain contains multiple partitions, each with its own administrator. Partition
administrators must be able to make configuration changes to the partition
configuration and resources deployed in the partition without affecting other partition
administrators or the WebLogic Server system administrator. Therefore, WebLogic
Server has enabled multiple, concurrent edit sessions that support one or more
configuration edit sessions per partition plus global configuration edit sessions.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

* Named Concurrent Edit Sessions: Overview

* Managing Named Concurrent Edit Sessions: Main Steps

* Managing Named Concurrent Edit Sessions: WLST Example

* Managing Named Concurrent Edit Sessions: Related Tasks and Links

Named Concurrent Edit Sessions: Overview

With this feature, an administrator creates a named edit session, makes changes, and
then activates the changes. Another administrator also creates a named edit session
in parallel. If there are conflicts between the edit session from the first administrator
and the changes made by a second administrator, then the second administrator
receives an error when activating the changes. The second administrator can then
resolve the conflicts and activate the desired changes.

For details, see Managing Named Concurrent Edit Sessions: Main Steps.

Managing Named Concurrent Edit Sessions: Main Steps

Follow these main steps for managing named concurrent edit sessions.
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1. Administrators create (and destroy) named edit sessions.

You use the Confi gurat i onManager MBean API to start an edit session, activate
changes, show changes, undo changes, and so forth.

Each edit session has its own configuration files and Conf i gur at i onManager MBean
instance.

2. Changed configuration files are retained in an edit-session-specific directory:

*  Global named edit session changes are retained in a subdirectory of a new
edit directory at the domain level: <domai n- di rect ory>/ edi t/ <edi t - sessi on-
name>, where <edi t - sessi on- name> is a version of the edit session name
specified when the edit session was created.

» Partition-specific named edit session changes are retained in a subdirectory of

the partition directory: <partition-directory>/edit/<edit-session-nane>,
where <edi t - sessi on- nane> is a version of the edit session name specified
when the edit session was created.

3. Conflicts may occur between parallel edit sessions when changes are activated. If

any conflicts occur during activation, then the activate operation fails and you must

resolve the conflicts manually.

Use the resol ve method to apply any concurrently applied configuration changes
to the current edit session.

After calling the r esol ve method, you can then proceed with the activation of
pending changes in the edit session.

To resolve conflicts, administrators can use these informational messages:

e Each conflict contains a description including the identification of MBeans or
properties in conflict.

e Each conflict also contains a message describing the resolution for this
conflict.

e Resolution log messages contain short descriptions of each resolution and
merge step. Administrators can use the resolution log message to identify
what was modified and how it was modified in the current edit session.

Managing Named Concurrent Edit Sessions: WLST

Example

ORACLE

You can use WLST to manage configuration edit sessions.
See the following WLST script example.

connect ("usernanme", "password")

# Enter existing named edit session or create one and enter it.
edit("foo")

startEdit()

cho. creat eServer (" Server-1")

# Create a different edit session.

edit("bar")

startEdit()

I's("Servers") #Server-1is not printed because it is created in an independent edit
session foo
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sl=cno. createServer("Server-1")
sl1.setListenPort(5555) # Conflicting nmodification - the same server with a different
port

# Go back to edit session foo and activate.
edit("foo")
activate()

# List edit sessions / list with details.
showEdi t Session() # Lists all edit sessions
showEdi t Session("bar") # Mre detailed information about edit session bar

# Go back to edit session bar and activate.
edit("bar")
activate() # Conflict occurs

# Resolve conflicts based on a standard resol ution strategy.
resol ve()
activate()

# Edit sessions can al so be destroyed.
dest royEdi t Sessi on("fo0")
destroyEdit Session("bar")

The following example shows the edit session conflict resolution in detail:

w s:/w s/edit(foo)/> showkditSession() # Lists all edit sessions

List of named edit sessions [for details use showEdit Session(<name>)]:
defaul t

bar

foo

w s:/w s/edit(foo)/> showkditSession("bar") # Mre detailed informtion about edit
session bar

bar

Creator: ws

Editor (lock owner): ws

Resol ve recomended: Yes

Contai ns unactivated changes: Yes

ws:/ws/edit(foo)/> # Go back to edit session bar and activate.
ws:/ws/edit(foo)/> edit("bar")

You already have an edit session in progress and hence W.ST will

continue with your edit session.

O her configuration changes were activated. Call resolve() to nerge it into this
edit tree.

ws:/ws/edit(bar)/ !> activate() # Conflict occurs.

Activating all your changes, this may take a while ...

The edit lock associated with this edit session is released after the activationis

conpl et ed.
Traceback (innermost |ast):
File "<console>", line 1, in ?
File "<iostreand", line 471, in activate
File "<iostreanp", line 553, in rai seW.STException

W.STException: Error occurred while performng activate : Error while Activating
changes. : 1 conflict:

(1]

[ws]/Servers[Server-1] - a bean with the same qualified nane has al ready been
added to [wWs].

Description of resolution operation:

A bean added by this session overrides the one present in the current configuration.
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W s:/ws/edit(bar)/> # Resol ve conflicts based on a standard resol ution strategy.
ws:/ws/edit(bar)/> resolve()

1 conflict:

(1]

[Ws]/Servers[Server-1] - a bean with the same qualified nanme has al ready been
added to [w s].

Description of the resol ution:

A bean added by this session overrides the one present in the current configuration.
Pat ch:

No difference

ws:/ws/edit(bar)/ !> activate()

Activating all your changes, this may take a while ...

The edit |ock associated with this edit session is released after the activationis
conpl et ed.

Activation conpl eted

ws:/ws/edit(bar)/> # Edit sessions can also be del eted.
wis:/ws/edit(bar)/> destroyEditSession("foo")

ws:/ws/edit(bar)/> destroyEditSession("bar")
Current edit tree is being renoved; redirecting W.ST cursor location to the config
runtime tree.

Managing Named Concurrent Edit Sessions: Related Tasks

and Links

ORACLE

* Manage edit sessions and View and resolve conflicts in Administering Oracle
WebLogic Server with Fusion Middleware Control

* View pending changes and Resolve conflicts in Oracle WebLogic Server
Administration Console Online Help
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Configuring Transactions

WebLogic Server MT supports transaction processing in a multiple partition
environment. The scope of the transactions can be either at the domain or partition
level.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

»  Configuring Transactions in a Domain Partition: Overview

» Configuring LLR Data Source, JDBC TLog Data Source, and a Determiner
Resource in a Domain Partition: Limitations

o Stateful EJB Resource Group Migration Failover: Limitations

Configuring Transactions in a Domain Partition: Overview

Most of the attributes that define a transaction environment are defined at the global
(domain) level. However, the Timeout Seconds option for JTA needs to be configured
at the partition level.See Domain Partition: Configuration: JTA in the Oracle WebLogic
Server Administration Console Online Help.

Configuring LLR Data Source, JDBC TLog Data Source,
and a Determiner Resource in a Domain Partition:
Limitations

ORACLE

A Logging Last Resource (LLR) data source, JDBC TLog data source, or a Determiner
Resource cannot be registered in a partition. In this release of WebLogic Server, any
attempt to register these resources at the partition level will result in a system
exception.

This restriction is because a WebLogic Server instance cannot start if any of these
resources is not available. If a server is allowed to start despite the inaccessibility of a
resource (and hence its commit records), the recovery of resources enlisted in
transactions that also enlisted those resources may be non-atomic as the lack of a
commit record would result in a rollback of those resources.

If you still want to use LLR for the resource commit ordering it inherently provides, then
use the first resource commit functionality provided in the WebLogic Server 12.2.1
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release. Because this feature requires a true XA resource rather than the local-
transaction-based LLR resource, it does not provide the performance benefits that LLR
offers and it does not require an LLR table. LLR data sources are pinned to the server
that they are deployed on, but XA data sources are not. Therefore, in the case where
multiple servers are enlisted in a transaction, the two-phase commit flow may be
slightly different. See First Resource Commit Ordering in Developing JTA Applications
for Oracle WebLogic Server.

Stateful EJB Resource Group Migration Failover: Limitations

ORACLE

Stateful EJB client failover after a live migration of its resource groups to another
cluster takes longer than a failover within a cluster because the cluster service waits
for the result of the replica search from the cluster members with

C ust er MBean. get Sessi onSt at eQuer yRequest Ti meout (), which has a default value of
30 seconds. Therefore, during the failover of a stateful EJB invocation after a live
migration of its resource group to another cluster, if there is a transaction on the
thread, the transaction may time out during the failover of the stateful EJB method
invocation if the transaction timeout value is not sufficiently long enough. The default
transaction timeout is 30 seconds.

To avoid transaction timeout during a resource group live migration across clusters
that involve a stateful EJB client, increase the transaction timeout value before the
resource group migration. You can then reset the timeout to its previous value when all
the clients that use the stateful EJB that are migrated have failed over to the target
cluster. For example, if there is an EJB that invokes the stateful EJB in a container
managed transaction, increase the trans-ti meout - seconds deployment descriptor for
the EJB application using the WebLogic Server Administration Console. For more
information see, EJB: Configuration.
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Configuring Web Services

Learn how to configure the resources required to support advanced web services and
SOAP over JMS in Oracle WebLogic Server Multitenant (MT) using WebLogic
Scripting Tool (WLST) scripts. Also, the specific configurations that are required when
using web services in a WebLogic Server MT environment.

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:
»  Configuring Web Services: Overview
»  Configuring Web Services: Main Steps

» Configuring Web Services: Using Partitioned Distributed Topics with SOAP over
JMS

» Configuring Web Services: Related Tasks and Links

Configuring Web Services: Overview

WebLogic Server includes two WLST scripts that provide the ability to configure the
resources required for certain JAX-WS web service features in a WebLogic Server MT
environment.

e W sws-advanced-j axws-nt - confi g. py: Configures advanced JAX-WS web
services including asynchronous messaging, web services reliable messaging,
message buffering, web services atomic transactions, and security using WS-
SecureConversation.

* W sws-soapj nms-nt - config. py: Configures SOAP over JMS transport.

Both scripts are located in the or acl e_hone/ oracl e_conmon/ webser vi ces/ bi n/
directory, where or acl e_hone is the directory that you specified as Oracle home when
you installed WebLogic Server.

Configuring Web Services: Main Steps

Follow these main steps to configure web service resources in a WebLogic Server MT
environment.

1. If you have not already done so, create a domain partition. See Configuring
Domain Partitions.
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If you have not already done so, create a resource group in the partition. See
Configuring Resource Groups.

At the domain level, create a user configuration file and an associated key file
using the st or eUser Confi g WLST command. See storeUserConfig in WLST
Command Reference for WebLogic Server.

Execute one or both of the WLST scripts from the JAVA HOVE/ bi n/ j ava directory.
Note that you must include the location of the webl ogi c. j ar file in the class path.

For example, to configure the resources required for the WebLogic Server MT
advanced web services for JAX-WS, use the following command:

JAVA_HOME/ bi n/ j ava -cl asspath webl ogic.jar_| ocation webl ogi c. WST ./wlsws-
advanced-jaxws-mt-config.py

-nmyUser Confi gFile userConfigFile -myUserKeyFile userKeyFile

-nyURL AdnminServer_t3 url -partitionName partitionNane

-rgNane resourceG oupNane -isC uster true_or_false

-m ddl ewar eHone i ddl ewar eHoneDi r

To configure the resources required in WebLogic Server MT for SOAP over JMS
transport, use the following command:

JAVA_HOME/ bi n/ j ava -classpath webl ogic.jar_| ocation webl ogi c. WST ./wlsws-
soapjms-mt-config.py

-nmyUser Confi gFile userConfigFile -myUserKeyFile userKeyFile

-nyURL AdnminServer_t3 url -partitionName partitionNane

-rgNane resourceG oupNane -isC uster true_or_false

-m ddl ewar eHone i ddl ewar eHoneDi r

Both scripts require the command options described in Table 25-1.

Table 25-1 Required Options for Advanced Web Services WLST Scripts

|
Option Description

-myUser ConfigFile Name of the file that you specified for the
user Confi gFi | e argument when you
executed the st or eUser Confi g WLST
command in Step 3. This file stores the user
configuration.

-nmyUser KeyFi | e Name of the file that you specified for the
user KeyFi | e argument when you ran the
st oreUser Confi g WLST command in Step
3. This file stores the key information that is
associated with the specified user
configuration file.

-myURL T3 protocol URL for the Administration
Server for the partition, for example t 3: //
host: port.

-partitionNane Name of the partition in which the resources
are being configured.

- r gName Name of the resource group in the partition.

-isduster Argument that indicates if the partition is in a

cluster. Valid values are:
e true: Partitionis in a cluster.
- fal se: Partition is not in a cluster.
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Table 25-1 (Cont.) Required Options for Advanced Web Services WLST

Scripts
Option Description
-m ddl ewar eHore Location of the directory that you specified

as the Oracle home directory when you
installed WebLogic Server.

Configuring Web Services: Using Partitioned Distributed
Topics with SOAP over JMS

SOAP over JMS supports both queues and topics as the JMS destination type. The
type that you use is determined by the application. When using a uniform distributed
topic as the request destination for SOAP over JMS in a WebLogic Server MT
environment, you must use a partitioned uniform distributed topic.

In WebLogic JMS, you can configure distributed topics as replicated distributed topics
or partitioned distributed topics. While replicated distributed topics work with

t opi cMessageDi st ri but i onMbde settings of Conpati bi | ity, One- Copy- Per - Server, or
(One- Copy- Per - Appl i cat i on, partitioned distributed topics work only with One- Copy-
Per - Server or One- Copy- Per - Appl i cati on.

To configure a partitioned uniform distributed topic for SOAP over JMS in WebLogic
Server MT, configure the @MSTr anspor t Ser vi ce annotation, and set the

t opi cMessageDi st ri but i onMbde configuration property on the acti vati onConfi g
property to One- Copy- Per - Server or One- Copy- Per - Appl i cation. The Conpatibility
value is not supported for partitioned distribution topics.

For example:

@MSTransport Servi ce(target Servi ce="poNoti fyServi ce"

desti nati onNane="com oracl e. webser vi ces. j ms. SoapJnsRequest Topi ¢"
, destinationType=JMSDest i nationType. TOPI C
, activationConfig =

"t opi cMessagesDi stri buti onMbde=0ne- Copy- Per - Appl i cati on”
, jndiURL = "t3:// @ s-server@

See Using SOAP Over JMS Transport in Developing JAX-WS Web Services for
Oracle WebLogic Server.

" Note:

You must configure the JMS topic before deploying the SOAP over JMS
application using the partitioned distributed topic. See Configuring Partitioned
Distributed Topics in Administering JMS Resources for Oracle WebLogic
Server.

Configuring Web Services: Related Tasks and Links

e Configuring Domain Partitions
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»  Configuring Resource Groups
*  Developing JAX-WS Web Services for Oracle WebLogic Server
» storeUserConfig in WLST Command Reference for WebLogic Server

»  Creating and Configuring Servlets in Developing Web Applications, Servlets, and
JSPs for Oracle WebLogic Server
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Monitoring and Debugging Partitions

Learn how to monitor and debug partitions in Oracle WebLogic Server Multitenant
(MT).

" Note:

WebLogic Server Multitenant domain partitions, resource groups, resource
group templates, virtual targets, and Resource Consumption Management
are deprecated in WebLogic Server 12.2.1.4.0 and will be removed in the
next release.

This chapter includes the following sections:

*  Monitoring Domain Partitions: Overview

» Partition Log and Diagnostics Data

»  Configuring Partition-Scoped Logging

*  Configuring Partition-Scoped Debugging

»  Configuring Diagnostic System Modules

*  Accessing Diagnostic Data

*  Monitoring Resource Consumption Management

* Instrumenting Partition-Scoped Applications

»  Configuring Partition-Scoped Diagnostic Image Capture

*  WLST Diagnostic Commands for Partition Administrators

Monitoring Domain Partitions: Overview

The WebLogic Diagnostics Framework (WLDF) provides these partition-scoped
diagnostic capabilities: logging, debugging, monitoring of partition resources, viewing
log data, instrumenting partition-scoped applications, and diagnostic image capture.

e Logging

The logs for several WebLogic Server components, such as partition-scoped JMS,
SAF, and servlet resources, are available in the partition file system directory. In a
multitenant environment, partition users can configure partition-scoped loggers
and control the levels of these loggers without affecting other partitions. See
Configuring Partition-Scoped Logging.
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# Note:

The logs for server- and domain-scoped resources, such as the server-
scoped HTTP access log, the WLDF Harvester component, the
Instrumentation component, and also the server and domain logs, are
available only from the WLDF Data Accessor. See Accessing Diagnostic
Data.

* Debugging

In coordination with the system administrator, a partition user can set debug flags
on WebLogic Server components so that debug messages can be broadcast on
behalf of work performed for that partition, without affecting other partitions. See
Configuring Partition-Scoped Debugging.

*  Monitoring of partition resources

Diagnostic system modules can be configured in a resource group, or in a
resource group template, to enable harvesting of partition-specific metrics and to
configure policies and actions on partition-scoped resources. See Configuring
Diagnostic System Modules.

WLDF also provides the ability to gather partition-scoped resource consumption
metrics, which are exposed as attributes on the

PartitionResourceMetricsRunti meMBean. See Monitoring Resource Consumption
Management.

e Viewing log data

Partition administrators do not have file-level access to log files, but they can use
the WLDF Data Accessor and supported WLST functions. See Accessing
Diagnostic Data.

e Instrumenting application instrumentation

Applications deployed within a partition may be instrumented using the WLDF
Instrumentation component. See Instrumenting Partition-Scoped Applications.

e Diagnostic image capture

Image capture can be initiated either manually by a partition-scoped user, or by a
policy configured in a partition-scoped diagnostic system module. Only the content
specific to the partition is included in the generated diagnostic image. See
Configuring Partition-Scoped Diagnostic Image Capture.

Partition Log and Diagnostics Data

ORACLE

WebLogic Server maintains logs and diagnostics data files to track events and activity
performed on behalf of partitions. Partition-specific log files are located in the
partitions/<partition>/systeniservers/<server-nanme> directory.

Log File Contents

ServerLog Log records for Weblogic Server events
generated when doing work within the scope
of a partition. The server log is not available
within the partition file system; it is available
only through the WLDF Data Accessor.
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Log File

Contents

Donai nLog

HTTPAccessLog (partition-scoped virtual

target access log)

Har vest edDat aAr chi ve

Event sDat aAr chi ve

JMBMessagelog (partition-scoped)

JMSSAFMessagelog (partition-scoped)

Dat aSour celLog

WebAppLog (partition-scoped)

Connect or Log (partition-scoped)

Log records for domain-scoped events
generated on behalf of a partition. The domain
log is not available within the partition file
system: it is available only through the WLDF
Data Accessor.

The access. | og file for each virtual target's
web server, maintained separately for each
partition and can be accessed by the partition
user.

MBean metrics applicable to a partition
collected by the WLDF Harvester component.
This file is available only through the WLDF
Data Accessor.

Events generated by the WLDF
Instrumentation component. This file is
available only through the WLDF Data
Accessor.

Log records for partition-scoped JMS
resources. An individual log file is maintained
for each partition and may be accessed by the
partition user.

Log records for partition-scoped SAF agent
resources. An individual log file is maintained
for each partition and may be accessed by the
partition user.

Data source profile records generated when
doing work within the scope of a partition.

Servlet context logs from partition-scoped
applications. An individual log file is
maintained for each partition and may be
accessed by the partition user.

Java EE Connector Architecture resource
adapter logs from partition-scoped resource
adapters. An individual log file is maintained
for each partition and may be accessed by the
partition user.

Configuring Partition-Scoped Logging

WebLogic Server MT allows configuration of levels for j ava. util .| oggi ng loggers that
are used by applications deployed to a partition.

ORACLE

Within a WebLogic Server domain, different partitions may contain copies of the same
application. In such cases, different instances of the application may use

java. util .l oggi ng loggers with same name. The application may have dependencies
on libraries that use j ava. uti |l .| oggi ng loggers and that are on the system class
path. In a multitenant environment, partition users can control the levels of these
loggers within the scope of their partition without affecting other partitions.

The ability to configure j ava. util .| oggi ng logger levels for partition-scoped

resources is enabled by the following:
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* A custom log manager, W.LogManager , which the system administrator must
configure as the global log manager for the domain

e ThePartitionLogMBean. PartitionLoggerLevel s attribute, which partition users
can configure by specifying key-value pairs consisting of logger names and the
corresponding j ava. util .l oggi ng. Level names

To enable the ability for partition users to configure partition-scoped logger levels:

1. The system administrator must configure the W.LogManager for the domain by
including the following webl ogi c. Server option in the WebLogic Server start
command:

-Djava. util .l oggi ng. manager =webl ogi c. | oggi ng. W.LogManager

2. The partition user configures key-value pairs in the
PartitionLogMBean. PartitionLoggerLevel s attribute.

The following example shows using WLST to configure partition-scoped logging and
debugging on partition p1.

startEdit()

cd('/")

pl = cno.createPartition('pl')

plog = pl.getPartitionLog()

pl 0og. addEnabl edSer ver DebugAt t ri but e(" DebugJNDI ")
props = java.util.Properties()

props. put (" foo. bar.|o0gging'," WARNI NG )

pl og. set Pl at f or nLogger Level s( props)

save()

activate()

For more information about debugging, see Configuring Partition-Scoped Debugging.

Configuring Partition-Scoped Debugging
WebLogic Server MT supports debugging of partition-scoped resources.

e The Server DebugMBean includes the Partiti onDebuglLoggi ngEnabl ed attribute.
This attribute controls whether partition-scoped debugging is enabled, and may be
accessed only by the system administrator.

This attribute is disabled by default. When enabled, partition-scoped debugging is
available for all partitions in the domain.

e The PartitionLogMBean includes the Enabl edSer ver DebugAt t ri but es attribute,
for which a partition user can define, as an array of St ri ngs, any of the debug
flags available for the Ser ver DebugMBean.

*  When debugging is enabled in the domain and configured in a patrtition, debug
messages that are broadcast by a system resource doing work on behalf of the
partition are sent to that partition.
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# Note:

Oracle strongly recommends that when troubleshooting a server problem,
the partition user and the system administrator should consult one another
prior to enabling server-level debugging for a partition. Furthermore,
partition-scoped debugging should be enabled only for a short period of time.

A typical use case for partition-scoped debugging involves consultation with Oracle
Support Services to identify the specific debug flags that the partition user should
configure on the Partiti onLogMBean. Enabl edSer ver DebugAt t ri but es attribute.

See the preceding example for an example WLST script that shows configuring
partition-scoped debugging.

Configuring Diagnostic System Modules

You can include WLDF diagnostic system modules in resource groups and resource
group templates to allow partition-specific monitoring. Note that not all functionality
provided by domain-scoped diagnostic system modules is enabled when scoped to a
partition. In particular, the server-level WLDF Instrumentation component, which
affects the server as a whole, is not available at the partition level.

The following sections explain how to configure partition-scoped diagnostic system
modules:

*  Metrics Harvesting

e Configuring Policies and Actions

Metrics Harvesting

ORACLE

The WLDF Harvester component periodically samples JMX runtime MBean attributes
consistent with its configuration in a diagnostic system module and stores the data in
the Archive. This capability is available within the scope of a partition, but the
diagnostic system module:

e May access the runtime MBeans for resources within the same partition only.
Partition users have read-only access to certain monitoring information from
MBeans at the global level. These MBean attributes can be harvested from a
partition-scoped WLDF diagnostic system module.

e May not access runtime MBeans for resources in other partitions.

e May configure the Harvester component in a partition-neutral manner. In other
words, the partition-idorpartition-name need not be written into in the
configuration. This allows WLDF configurations to be portable regardless of the
partitions to which they are assigned.

Partition-scoped data that is saved in the Archive component is tagged with partition-
specific identifiers so that the data is accessible to system administrators and users of
that partition, but not to others.

For a list of the WLST commands that partition administrators can use for diagnostic
system modules, see WLST Diagnostic Commands for Partition Administrators.
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Configuring Policies and Actions

You can use the WLDF Policies and Actions component within a diagnostic system
module to create policies that evaluate common JMX runtime MBean metrics, log
records, and instrumentation events. This functionality is available at the partition level
within the following constraints:

» Policies may access only those MBean attributes that are available to partitions.

* Log policies are evaluated only for server and domain log records that are specific
to the patrtition.

*  SNMP actions are not supported.

*  SMTP actions require that the mail session that is used must be visible to the
partition in JNDI.

* Al policy expressions in partition-scoped diagnostic system modules must use
Java Expression Language (EL). See Policy Expression in Configuring and Using
the Diagnostics Framework for Oracle WebLogic Server.

» Scaling actions (scale up and scale down) are not supported within the scope of a
partition.

Accessing Diagnostic Data

As a partition administrator, you do not have file-level access to all log files in the
domain, particularly those that are server- or domain-scoped. However, you can
selectively access log content pertaining to your partition by using the WLDF Data
Accessor and supported WLST functions.

The system administrator, who has full access to all log files in the domain, is
responsible for configuring the appropriate security policies for log files to ensure the
following:

* You are authenticated when you attempt to access a log record.
* You are able to access log records that are specific to your partition.
* You are denied access to log records not pertaining to your partition.

You can access log records for your partition by using the following MBeans that are
created under your partition's W.DFPar ti t i onRunt i meMBean, which is a child of the
PartitionRunti neMBean:

MBean Description

Discovers log files that are available to your
partition. Log files that are not available to your
partition are not exposed.

WLDFPartitionAccessRuntimeMBean

Accesses log file records specific to your
partition. Log records that do not pertain to
your partition are not exposed.

WLDFDataAccessRuntimeMBean
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Shared Log Files

ORACLE

The following logs and diagnostic data are shared by all partitions in the domain, and
the partition administrator can access records within these logs that pertain to their
partition:

Log Type Content Description

Server Log events from server and application
components pertaining to the partition and that
are recorded in the server log file.

Domain Log events collected centrally from all server
instances in the domain pertaining to the
partition and that are recorded in the domain
log file.

Data source Data source log events pertaining to the
partition and that are recorded in the data
source log file.

Harvested data archive Metric data gathered by the WLDF Harvester
component from MBeans pertaining to the
partition and that are recorded in the
harvested data archive.

Events data archive WLDF Instrumentation events that are
generated by applications deployed in the
partition and that are recorded in the events
data archive.

When partitions are configured in the domain, each record created in these shared log
files includes the following two attributes:

e partition-name—a human-readable partition name
e partition-i d—a unique, automatically generated identifier of the partition

The harvested data archive and events data archive include two additional table
columns, PARTI TI ON_| D and PARTI TI ON_NAME, in which these attributes are listed.

# Note:

When partitions are configured in the domain, log records generated on
behalf of server- or domain-scoped work are assigned the partition-id
value 0, and the partition-nanme value DOVAI N.

The following example shows a log record entry in a server log file. The partition-id
and partition-name attributes are highlighted in bold.

#H#H#<Cct 2, 2015 1:20:28 PM EDT> <Notice> <Partition Lifecycle>

<tiger-mac.|ocal > <partitionAdn n> <[ ACTI VE] ExecuteThread: '2' for queue:

"webl ogi c. kernel . Default (sel f-tuning)'> <system <>

<cf d4d584- ee45- 49a6- ae91- 9¢12551330d8- 000000af > <1443806428565> <[ severity-val ue:
32] [rid: 0]

[partition-id: d75a4899-ca61-4ed8-b519-317b0ec15061] [partition-name: pl] >
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<BEA- 2192303> <The partition lifecycle operation "START" for partition "pl" is

initiated. >

When the WLDF Data Accessor obtains log records pertaining to a specific partition, it
filters them based on the partition-id value.

# Note:

Partition-Specific Log Files

The Java Flight Recorder (JFR) flight recording, which includes events from
the JVM and from any other event producer, such as WebLogic Server and
Dynamic Monitoring Service (DMS), can include partition-id and
partition-name attributes to distinguish data among partitions. However,
only the system administrator may have access to the JFR data that contains
the partition information that can be used to diagnose multitenancy issues.

The following log files are specific to each partition and are available to the partition
administrator. These log files are stored in the partitions/<partition>/systemn

server s/ <server - nane> directory.

Log Type

Content Description

HTPP access log

JMS server

SAF agent

Connector

Servlet context

Log events of all HTTP transactions from the
partition's virtual target web server, which are
stored in the file access. | og.

JMS server message lifecycle events for IMS
server resources that are defined within a
resource group, or resource group template,
and that are scoped to the partition.

SAF agent message lifecycle events for SAF
agent resources that are defined within a
resource group, or resource group template,
and that are scoped to the partition.

Log data generated by Java EE Connector
Architecture resource adapter modules that
are deployed to a resource group, or resource
group template, within the partition.

Servlet context log data generated by Java EE
web application modules that are deployed to
a resource group, or resource group template,
within the partition.

Using the WLDF Data Accessor

Using the WLDF Data Accessor, you can perform data lookups by type, component,
and attribute. You can filter by severity, source, and content. You can also access
diagnostic data in tabular form. For more information about the Data Accessor, see
Accessing Diagnostic Data With the Data Accessor in Configuring and Using the
Diagnostics Framework for Oracle WebLogic Server.

ORACLE
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The following table lists the logical names for each of the log and diagnostic data files
you can view using the Data Accessor. You use the logical name as a key to refer to a
log type when using the W.DFDat aAccessRunt i meMBean or WLST.

Log Type Logical Name
Server log Server Log
Domain log Domai nLog
JDBC log Dat aSour celLog

Harvested data archive Har vest edDat aAr chi ve

Events data archive Event sDat aAr chi ve

HTTP access log HTTPAccessLog/ <WebSer ver - Nanme>

IMS server JMBMessageLog/ <JMSSer ver - Name>

SAF agent IVBSAFMess ageLog/ <SAFAgent - Narre>

Servlet context ViebAppLog/ <VebSer ver - Name>/ cont ext - pat h

Connector Connect or Log/ connect i on- Fact ory-

j ndi Name$partition- name

As a partition administrator, you can use the following tools to access log and
diagnostic data for your partition:

e Fusion Middleware Control

You can use Fusion Middleware Control to view records from both shared and
partition-specific log files. See Monitor domain partitions in Administering Oracle
WebLogic Server with Fusion Middleware Control.

e WebLogic Scripting Tool

For a list of the WLST commands that partition administrators can use for using
the Data Accessor, see WLST Diagnostic Commands for Partition Administrators.
For the syntax and examples of these commands, see Diagnostics Commands in
WLST Command Reference for WebLogic Server.

The Oracle WebLogic Server Administration Console does not support viewing
partition log and diagnostic data.

Monitoring Resource Consumption Management

Resource consumption management (RCM) provides a flexible, dynamic mechanism
for system administrators to manage shared resources and provide consistent
performance of domain partitions in MT environments. WebLogic Server supports the
ability to monitor RCM within a partition scope.
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For more information about RCM, see Configuring Resource Consumption

Management.

Configuring RCM

For information about configuring RCM, see Configuring Resource Consumption

Management: Main Steps.

Partition-Scoped RCM Metrics

Table 26-1 lists and summarizes the attributes on the
PartitionResourceMetricsRuntimeMBean that can provide partition-scoped RCM

ORACLE

metrics:

Table 26-1 PartitionResourceMetricsRuntimeMBean Attributes for RCM
]

Attribute

Description

RCM\et ri csDat aAvai | abl e

Boolean value indicating whether RCM metrics
data is available for this partition.

CpuTi neNanos

Total CPU time spent in the context of a
partition in the time since server start or
partition creation, whichever is later.

Al | ocat edMerory

Total allocated memory in bytes in the context
of a partition in the time since server or
partition creation, whichever is later.

Ret ai nedHeapHi st ori cal Data

Snapshot of the historical data for retained
heap memory usage for the partition. Data is
returned as a two-dimensional array for the
usage of retained heap scoped to the partition
over time. Each item in the array contains a
tuple of [ timestanp (I ong),

ret ai nedHeap( | ong) ] values.

CpultilizationHistorical Data

Snapshot of the historical data for CPU usage
for the partition. CPU use percentage indicates
the percentage of CPU used by a partition with
respect to available CPU to Weblogic Server.
Data is returned as a two-dimensional array
for the CPU usage scoped to the partition over
time. Each item in the array contains a tuple of
[tinestamp (long), cpuUsage(long)]
values.

Thr eadCount

Number of threads currently assigned to the
partition.

Tot al OpenedSocket Count

Total number of sockets opened in the context
of a partition in the time since server start or
partition creation, whichever is later.

Cur rent OpenSocket Count

Number of sockets currently open in the
context of a partition.

Net wor kByt esRead

Total number of bytes read from sockets for a
partition in the time since server start or
partition creation, whichever is later.
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Table 26-1 (Cont.) PartitionResourceMetricsRuntimeMBean Attributes for RCM
|

Attribute

Description

Net wor kByt esWitten

Total number of bytes written to sockets for a
partition in the time since server start or
partition creation, whichever is later.

Tot al OpenedFi | eCount

Total number of files opened in the context of
a partition in the time since server start or
partition creation, whichever is later.

Current OpenFi | eCount

Number of files currently open in the context of
a partition.

Fi | eByt esRead

Total number of bytes read in the context of a
partition in the time since server start or
partition creation, whichever is later.

FileBytesWitten

Total number of bytes written in the context of
a partition in the time since server start or
partition creation, whichever is later.

Tot al OpenedFi | eDescri pt or Count

Total number of file descriptors opened in the
context of a partition in the time since server
start or partition creation, whichever is later.

Current OpenFi | eDescri pt or Count

Number of file descriptors currently open in the
context of a partition.

For general RCM configuration requirements, see Configuring Resource Consumption

Management.

Instrumenting Partition-Scoped Applications

The WLDF Instrumentation component provides a mechanism for adding diagnostic
code to WebLogic Server instances and the applications running on them.

ORACLE

For more information about this feature, see Configuring Instrumentation in
Configuring and Using the Diagnostics Framework for Oracle WebLogic Server.

WebLogic Server MT supports the ability to instrument an application that is deployed
within a partition by using the deployment descriptor (META- | NF/ webl ogi c-
di agnosti cs. xm ) or a deployment plan. This capability is supported with the following

conditions:

e The system administrator must configure the diagnostic system module at the
system level and target it to the appropriate Managed Server instance at the global
level (that is, not partition-scoped), and its instrumentation component must be

enabled.

e The instrumented application must contain the META- | NF/ webl ogi c-
di agnosti cs. xnml deployment descriptor and its Instrumentation component must

be enabled.

e The application must not be configured in such a way that it shares classloaders
with application instances in other partitions.
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Configuring Partition-Scoped Diagnostic Image Capture

Diagnostic image capture contains relevant data from various subsystems of
WebLogic Server as it exists when a diagnostic image capture is initiated. When a
partition user initiates a diagnostic image capture, the contents of the image are limited
to the partition-scoped resources only.

When a diagnostic image capture is initiated by calling an operation on the
W.DFPartitionl naegeRunti meMBean that corresponds to a partition, the generated
images contain data pertaining to that partition only. For partition-scoped diagnostic
images, the partition-idand partition-nane attributes are encoded into the file
names.

Note that only the system administrator may have access to the JFR data containing
the information corresponding to a partition.

You can initiate diagnostic image capture manually with any of the following tools:
*  WebLogic Server Administration Console

*  Fusion Middleware Control

e WLST

e JMX

*  WLDF Policies and Actions component

When scoped to a partition, the following components can generate partition-specific
records into the diagnostic image capture:

e Connector

* Instrumentation

- JDBC
 JNDI

c JVM

e Logging
* RCM

e Work Manager
« JTA

For a list of the WLST commands that partition administrators can use for diagnostic
image capture, see WLST Diagnostic Commands for Partition Administrators.

WLST Diagnostic Commands for Partition Administrators

ORACLE

WLST diagnostics commands are available to partition administrators for accessing
partition-scoped logging and diagnostics data.

These commands are presented in three categories:

» Data Accessor: Commands for using the WLDF Data Accessor component to
access partition-scoped diagnostic data from various sources, including log
records, data events, and harvested metrics
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» Diagnostic image capture: Commands for capturing, saving, and accessing
diagnostic image capture

»  Diagnostic modules: Commands for exporting metric data collected by a
diagnostic system module within a specific time interval

Each of these commands includes a partiti on argument for specifying the partition

name.

Command

Category

Summary

export Di agnost i cDat aFr onfSer ver

get Avai | abl eDi agnost i cDat aAccess
or Names

capt ur eAndSaveDi agnosti cl mage

get Avai | abl eCapt ur edl mages

saveDi agnosti cl mageCapt ur eEnt ryF
ile

saveDi agnosti cl mageCapt ureFil e

pur geCapt ur edl mages

export Har vest edTi meSeri esDat a

Data Accessor

Data Accessor

Diagnostic image

Diagnostic image

Diagnostic image

Diagnostic image

Diagnostic image

Diagnostic module

Executes a query on the server side
and retrieves the exported WLDF
data.

Gets the logical names of diagnostic
Data Accessor instances currently
available on a server or partition, and
returns them as an array of string
values.

Captures a diagnostic image and
downloads it to the client.

Returns, as an array of strings, a list
of the previously captured diagnostic
images that are stored in the image
destination directory configured on
the server.

Downloads a specific entry from the
diagnostic image capture that is
located on the server to which WLST
is currently connected.

Downloads the specified diagnostic
image capture from the server to
which WLST is currently connected.

Purges the diagnostic image files on
the server as per the age criteria
specified from the server's configured
image destination directory.

Exports harvested metric data from
the diagnostic archive file for a
particular server-scoped or partition-
scoped diagnostic system module.

For more information about the WLST commands available for diagnostics, see
Diagnostics Commands in WLST Command Reference for WebLogic Server.

ORACLE

26-13



	Contents
	Preface
	Audience
	Documentation Accessibility
	Related Documents
	Conventions
	New and Changed Features in This Release

	1 Oracle WebLogic Server Multitenant
	About WebLogic Server MT
	WebLogic Server MT Supports Only Java EE Applications

	Key Concepts in WebLogic Server MT
	Tenants
	Resource Groups
	Resource Group Templates
	Virtual Targets
	Scopes
	Resource Isolation

	WebLogic Server MT Administrators
	Understanding SaaS Multitenancy
	Testing Applications in a Saas Environment

	Understanding PaaS Multitenancy
	Lifecycle Management

	2 Configuring Oracle WebLogic Server Multitenant
	How to Manage WebLogic Server MT
	Configuring WebLogic Server MT

	3 Configuring Virtual Targets
	About Virtual Targets
	Components of a Virtual Target
	Virtual Targets and Load Balancing
	Using Partition Channels with Virtual Targets
	About Partition Administrative Virtual Targets

	Creating Virtual Targets: Main Steps and Examples
	Creating Virtual Targets: WLST Example
	Creating Virtual Targets: REST Example

	Managing Virtual Targets: Main Steps and Examples
	Deleting Virtual Targets in Use by a Partition
	Deleting Virtual Targets in Use by a Resource Group at the Domain Level
	Managing Virtual Targets: WLST Example
	Managing Virtual Targets: REST Example

	Configuring Virtual Targets: Related Tasks and Links

	4 Configuring Resource Group Templates
	About Resource Group Templates
	What Is the Difference Between a Resource Group Template and a Resource Group?
	What Is in a Resource Group Template?
	Resource Group Templates and Overrides
	Resource Group Template Example


	Creating Resource Group Templates: Main Steps and WLST Examples
	Creating Resource Groups: WLST Example

	Configuring Resource Group Templates: Main Steps and WLST Examples
	Configuring Resource Group Template Deployment Settings
	Configuring Resource Group Template Services Settings
	Configuring Resource Group Template JDBC Settings
	Configuring Resource Group Template JMS settings
	Configuring JMS Server Settings
	Configuring SAF Agent Settings
	Configuring JMS Resource Settings
	Configuring JMS Module Settings
	Configuring Messaging Bridges
	Configuring JMS Bridge Destinations
	Configuring Path Services

	Configuring Resource Group Mail Session Settings
	Configuring Resource Group Persistent Store Settings
	Configuring Resource Group Foreign JNDI Provider Settings
	Configuring Resource Group Diagnostic System Module Settings

	Configuring Resource Group Template Notes
	Configuring Resource Group Template: WLST Example

	Deleting Resource Group Templates: Main Steps and WLST Examples
	Deleting Resource Group Templates: WLST Example

	Configuring Resource Group Templates: Related Tasks and Links

	5 Configuring Security
	New Security Features in Domain Partitions
	Domain Partition Security Realms: Overview
	Identity Domains: Overview
	Types of Identity Domains
	Default Identity Domain Values

	Administrative Roles for Configuration and Management

	Configuring the Administrative Identity Domain: Main Steps and WLST Example
	Configuring the Administrative Identity Domain: WLST Example

	Configuring Security Realms and Primary Identity Domains: Main Steps and Examples
	Configuring Security Realms and Primary Identity Domains: WLST Example
	Configuring Security Realms and Primary Identity Domains: REST Example

	Setting the Identity Domain-Aware Providers Required Control: Main Steps
	Connecting Directly to Domain Partitions: Main Steps and WLST Example
	Connecting Directly to Domain Partitions: WLST Example

	Managing Security Data as a Partition Administrator: Main Steps and Examples
	Managing Users and Groups as a Partition Administrator: Fusion Middleware Control Example
	Creating a New User as a Partition Administrator: WLST Example
	Managing Users and Groups as a Partition Administrator: REST Example

	Configuring SSL in Domain Partitions
	Configuring Security in Domain Partitions: Related Tasks and Links

	6 Configuring Oracle Traffic Director
	Configuring Oracle Traffic Director: Overview
	Oracle Traffic Director Partitions
	Monitoring
	Logging


	Configuring Oracle Traffic Director: Main Steps
	Creating the Domain for Oracle Traffic Director
	Creating an Oracle Traffic Director MT Configuration and Instance
	Using Fusion Middleware Control to Create the Configuration and Instance
	Using WLST to Create the Configuration and Instance

	Registering the Oracle Traffic Director Runtime

	Oracle Traffic Director: Troubleshooting
	Frequently Asked Questions

	Configuring Oracle Traffic Director: Related Information

	7 Configuring Domain Partitions
	Creating Domain Partitions
	Creating Domain Partitions: Prerequisites
	Oracle Traffic Director: WebLogic Server Plug-in Enabled Prerequisite

	Creating Domain Partitions: Main Steps and Examples
	Creating Domain Partitions: WLST Example
	Creating Domain Partitions: REST Example

	Managing Domain Partitions: Main Steps and Examples
	Managing Domain Partitions: WLST Example
	Managing Domain Partitions: REST Example

	Controlling Domain Partitions: Main Steps and Examples
	Actions That Require a Partition Restart
	Controlling Domain Partitions: WLST Example
	Controlling Domain Partitions: REST Example

	Configuring Domain Partitions: Related Tasks and Links

	8 Configuring Resource Groups
	Configuring Resource Groups: Overview
	What Is in a Resource Group?
	Resource Groups and Overrides
	Resource Groups in Global Scope and Partitions
	Targeting a Resource Group to More Than One Target

	Creating Resource Groups: Main Steps and Examples
	Creating Resource Groups: WLST Example
	Creating Resource Groups: REST Example

	Configuring Resource Groups: Main Steps and Examples
	Configuring Resource Group General Settings
	Configuring Resource Group Deployment Settings
	Deploying Applications to a Resource Group
	Redeploying Applications to a Resource Group
	Undeploying Applications from a Resource Group

	Configuring Resource Group Services Settings
	Configuring Resource Group JDBC Settings
	Configuring Resource Group JMS settings
	Configuring JMS Server Settings
	Configuring SAF Agent Settings
	Configuring JMS Resource Settings
	Configuring JMS Module Settings
	Configuring Messaging Bridges
	Configuring JMS Bridge Destinations
	Configuring Path Services

	Configuring Resource Group Mail Session Settings
	Configuring Resource Group Persistent Store Settings
	Configuring Resource Group Foreign JNDI Provider Settings
	Configuring Resource Group Diagnostic System Module Settings

	Configuring Resource Group Targets
	Configuring Resource Group Notes
	Configuring Resource Groups: WLST Example
	Configuring Resource Groups: REST Example

	Deleting Resource Groups: Main Steps and WLST Example
	Deleting Resource Groups: WLST Example

	Controlling Resource Groups: Main Steps and WLST Example
	Controlling Resource Groups: WLST Example

	Migrating Resource Groups: Main Steps and WLST Example
	Migrating Resource Groups: WLST Example

	Managing Administrative Applications and Resources in Partition Resource Groups
	Creating Administrative Resource Groups
	Targeting Administrative Resource Groups
	About Partition Lifecycle States and Transitions

	Configuring Resource Groups: Related Tasks and Links

	9 Configuring Resource Overrides
	Resource Overrides: Overview
	Using Configuration MBean Overrides
	Using Resource Deployment Plans
	resource-deployment-plan Syntax
	Sample Resource Deployment Plan


	Configuring Resource MBean Overrides: Main Steps and WLST Examples
	Configuring a JDBC System Resource Override: Main Steps
	Configuring a JDBC System Resource Override: WLST Example
	Configuring a JMS System Resource Override: Main Steps
	Configuring a JMS System Resource Override: WLST Example
	Configuring a Mail Session Override: Main Steps
	Configuring a Mail Session Override: WLST Example

	Configuring Resource Deployment Plans: Main Steps and WLST Example
	Configuring Resource Overrides: Related Tasks and Links

	10 Configuring Resource Consumption Management
	Configuring Resource Consumption Management: Overview
	Software Requirements for Using RCM
	Why Do You Need Resource Consumption Management?
	How to Enable RCM
	Supported Resources for RCM

	Configuring Resource Consumption Management: Main Steps
	Triggers
	Fair Share
	Determining Fair Share Allocations for a Resource

	Creating a Resource Manager
	Example RCM Configuration in config.xml

	Dynamic Reconfiguration of Resource Managers
	Configuring Resource Consumption Management: Monitoring Resource Use
	Best Practices and Considerations When Using Resource Consumption Management
	General Considerations
	Monitor Average and Peak Resource Use
	When to Use a Trigger
	When to Use Fair Share
	Use Complementary Workloads
	When to Use Partition-Scoped RCM Policies
	Managing CPU Use
	Managing Heap

	RCM Limitations
	Configuring Resource Consumption Management: WLST Example
	RCM WLST Example: Overview
	RCM WLST Example: WLST Script

	Configuring Resource Sharing: Related Tasks and Links

	11 Deploying Applications
	About Deployment Scopes
	Deploying Applications to Resource Group Templates
	Deploying Applications to Resource Group Templates: Main Steps
	Deploying Applications to Resource Group Templates: Examples
	Deploying Applications to Resource Group Templates: WLST Example
	Redeploying Applications to Resource Group Templates: WLST Example
	Undeploying Applications from Resource Group Templates: WLST Example
	Updating Applications in Resource Group Templates: WLST Example
	Distributing Applications to Resource Group Templates: WLST Example

	Deploying Applications to Resource Group Templates: Related Tasks and Links

	Deploying Applications to Partition Resource Groups
	Deploying Applications to Partition Resource Groups: Main Steps
	Deploying Applications to Partition Resource Groups: Examples
	Deploying Applications to Partition Resource Groups: WLST Example
	Redeploying Applications to Partition Resource Groups: WLST Example
	Undeploying Applications from Partition Resource Groups: WLST Example
	Updating Applications in Partition Resource Groups: WLST Example
	Distributing Applications to Partition Resource Groups: WLST Example
	Starting Applications on Partition Resource Groups: WLST Example
	Stopping Applications on Partition Resource Groups: WLST Example

	Deploying Applications to Partition Resource Groups: REST Example
	Deploying Applications to Partition Resource Groups: Related Tasks and Links

	Deploying Applications as the Partition Administrator
	Overriding Application Configuration
	Overriding Application Configuration: Main Steps
	Overriding Application Configuration: WLST Example
	Overriding Application Configuration: Related Tasks and Links

	Removing an Application Override
	Removing an Application Override: Main Steps
	Removing an Application Override: WLST Example
	Removing an Application Override: Related Tasks and Links

	Using Partition-Specific Deployment Plans
	Using Partition-Specific Deployment Plans: Main Steps
	Using Partition-Specific Deployment Plans: WLST Example
	Using Partition-Specific Deployment Plans: Related Links and Tasks

	Enabling Parallel Deployment in Multitenant Environments

	12 Configuring the Shared Application Classloader
	Configuring the Shared Application Classloader: Overview
	Configuring the Shared Application Classloader: Main Steps
	Configuring the Shared Application Classloader: Related Tasks and Links

	13 Configuring Oracle Coherence
	Configuring Oracle Coherence: Overview
	Deploying Oracle Coherence Applications in Multitenant Domains
	Overriding Cache Configuration Properties
	Enabling Cache Sharing Across Partitions
	Securing Oracle Coherence Applications in Multitenant Domains
	Configuring Oracle Coherence: Related Tasks and Links

	14 Configuring JDBC
	Configuring JDBC: Prerequisites
	About Supported Data Source Types
	Configuring JDBC Data Sources: Considerations
	Data Source Scope
	Runtime Monitoring
	Security
	Transactions Scope
	Partition Life Cycle
	Diagnostic Image Source
	Logging
	JNDI Bindings
	Deprecated Drivers Not Supported

	Configuring JDBC Data Sources: WLST Example
	Configuring JDBC Data Sources: Administration Console Example
	Configuring JDBC Data Sources
	Monitoring JDBC Data Sources
	Configuring JDBC Data Source Diagnostics
	Configuring Partition-Scoped Deployments
	Using Resource Deployment Plans

	Configuring JDBC Data Sources: Fusion Middleware Control Example
	Configuring JDBC Data Sources: REST Example
	Configuring JDBC Data Sources: Related Tasks and Links

	15 Configuring Messaging
	Configuring Messaging: Prerequisites
	About Messaging Configuration Scopes
	About Configuration Validation and Targeting Rules
	Configuring Messaging Components
	Configuring JDBC or File Persistent Stores
	Configuring JMS Servers
	Configuring Store-and-Forward Agents
	Configuring Path Services to Support Using Unit-of-Order with Distributed Destinations
	Configuring Messaging Bridges
	Configuring JMS System Resources and Application-Scoped JMS Modules

	Configuring Partition-Specific JMS Overrides
	Accessing Partition-Scoped Messaging Resources Using JNDI
	Specifying No URL
	Specifying a Partition Virtual Host or Partition URI
	Specifying a Dedicated Port URL
	Local Cross-Partition Use Cases Using local: URLs or Decorated JNDI Names

	About Partition Associations in JMS
	Partition Association Between Connection Factories and Their Connections or JMS Contexts
	Partition Association with Asynchronous Callbacks
	Connection Factories and Destinations Need Matching Scopes
	Temporary Destination Scoping

	Managing Partition-Scoped Messaging Components
	Runtime Monitoring and Control
	Managing Partition-Scoped Security
	Managing Transactions
	Managing Partition and Resource Group Lifecycle Operations
	Partition-Scoped JMS Diagnostic Image Sources
	Partition-Scoped JMS Logging
	Message Lifecycle Logging
	Admin Helpers
	File Locations

	Configuring Messaging: Best Practices
	Configuring Messaging: Limitations
	Messaging Resource Group Migration
	Resource Group Migration with Persistent Data
	Migrating Persistent Data for a Non-Clustered Service
	Migrating Persistent Data for a Cluster Singleton Service
	Migrating Persistent Data for a Cluster Distributed Service

	Migrating Store-and-Forward Messages
	Migrating Message Driven Beans (MDBs)
	Global Transaction Considerations With Third Party JMS
	Client Failover During Resource Group Migration
	Manual Failover
	Using Oracle Traffic Director TCP Proxy



	16 Configuring and Programming JNDI
	Configuring Foreign JNDI Providers: Overview
	Configuring Foreign JNDI Providers: Prerequisites
	Configuring Foreign JNDI Providers: Main Steps
	Creating Foreign JNDI Providers: WLST Example
	Programming JNDI in a Partitioned Environment
	Introduction to Partition-Scoped and Domain-Scoped JNDI Resources
	Object-Based Partition Association
	Obtaining the Partition Information of a Context
	Accessing JNDI Resources Remotely and Across Partitions
	Cross-Partition Authentication

	Clustered JNDI in a Partitioned Environment
	Life Cycle of a Partitioned JNDI Resource

	Creating Foreign JNDI Providers: Related Tasks and Links

	17 Configuring Partition Work Managers
	Partition Work Managers: Overview
	Configuring Partition Work Managers: Main Steps
	Defining Partition Work Managers: WLST Example
	Configuring Domain-Level Partition Work Managers: WLST Example
	Associating Partition Work Managers with Partitions: WLST Example
	Defining Partition Work Manager Attributes in a Partition: WLST Example

	Configuring Partition Work Managers: Related Tasks and Links

	18 Migrating a WebLogic Server Domain to a Domain Partition
	Migrating a WebLogic Server Domain to a Domain Partition: Overview
	New features of the Domain to Partition Conversion Tool

	Migrating a WebLogic Server Domain to a Domain Partition: Prerequisites
	Migrating a WebLogic Server Domain to a Domain Partition: Main Steps
	Preparing to Export the WebLogic Server Domain Applications Environment
	Exporting the WebLogic Server Domain Applications Environment
	Using the JSON File to Override Defaults During Import
	Importing an Applications Archive File to a Domain Partition
	Monitoring the Export and Import Operation using Reports

	Migrating a WebLogic Server Domain to a Domain Partition: Limitations and Considerations
	Considerations and Limitations for Importing a Domain with JMS Resources


	19 Configuring Partition Concurrent Managed Objects
	Configuring Partition Concurrent Managed Templates: Overview
	Concurrent Managed Object Components
	Partition-Level Asynchronous Task Management by CMOs
	Partition-Level MES Template Configuration Elements
	Partition-Level MSES Template Configuration Elements
	Partition-Level MTF Template Configuration Elements
	Partition-Level CMO Constraints for Long-Running Threads
	Setting Limits for Maximum Concurrent Long-Running Requests
	Setting Limits for Maximum Concurrent New Threads


	Configuring Partition CMO Templates: Main Steps
	Using the Administration Console to Configure a Partition-Scoped CMO Template
	Using MBeans to Configure CMO Templates

	Configuring Partition Concurrent Constraints: Main Steps
	Using the Administration Console to Configure Concurrent Constraints for a Partition
	Using MBeans to Configure Concurrent Constraints

	Monitoring Partition-level CMO Templates
	Using the Administration Console to Monitor CMO Templates
	Using MBeans to Monitor CMO Templates

	Configuring Partition Concurrent Managed Objects: Related Tasks and Links

	20 Configuring Partition Batch Job Runtime
	Configuring Partition Batch Job Runtime: Overview
	Configuring Partition Batch Job Runtime: Main Steps
	Prerequisites
	Configuring Partition Batch Job Runtime Using the Administration Console
	Configuring Partition Batch Job Runtime: WLST Example

	Querying the Batch Job Runtime
	Using the Administration Console to Query the Batch Job Runtime
	Get Details of All Batch Jobs
	Get Details About a Job's Execution
	Get Details About a Job's Step Execution

	Using Runtime MBeans to Query the Batch Job Runtime
	Get Details of All Batch Jobs Using getJobDetails
	Get Details of a Job Execution Using getJobExecutions
	Get Details of a Job Step Execution Using getStepExecutions


	Configuring Partition Batch Job Runtime: Related Tasks and Links

	21 Configuring Resource Adapters
	Configuring Resource Adapters in a Domain Partition: Overview
	Example config.xml for Domain-Level Resource Adapter
	Example config.xml for Partition-Level Resource Adapter

	Best Practices and Considerations When Using Resource Adapters in a Domain Partition
	Defining the Classloading Behavior for Partition-Level Resource Adapters
	Overriding Application Configuration for a Partition
	Considerations for Resource Adapter Resource Definitions
	Resource Group Migration and Resource Adapters


	22 Exporting and Importing Partitions
	Exporting and Importing Domain Partitions: Overview
	About Exporting Partitions
	Creating the Partition Archive File
	Partition Archive File Contents

	About Importing Partitions
	Customizing Exporting and Importing System Resources
	Exporting and Importing Applications
	Exporting and Importing Encrypted Attributes

	Exporting and Importing Domain Partitions: Main Steps and WLST Examples
	Exporting Domain Partitions: Main Steps
	Exporting Domain Partitions: WLST Example
	Importing Domain Partitions: Main Steps
	Importing Domain Partitions: WLST Example

	Exporting and Importing Domain Partitions: Related Tasks and Links

	23 Managing Named Concurrent Edit Sessions
	Named Concurrent Edit Sessions: Overview
	Managing Named Concurrent Edit Sessions: Main Steps
	Managing Named Concurrent Edit Sessions: WLST Example
	Managing Named Concurrent Edit Sessions: Related Tasks and Links

	24 Configuring Transactions
	Configuring Transactions in a Domain Partition: Overview
	Configuring LLR Data Source, JDBC TLog Data Source, and a Determiner Resource in a Domain Partition: Limitations
	Stateful EJB Resource Group Migration Failover: Limitations

	25 Configuring Web Services
	Configuring Web Services: Overview
	Configuring Web Services: Main Steps
	Configuring Web Services: Using Partitioned Distributed Topics with SOAP over JMS
	Configuring Web Services: Related Tasks and Links

	26 Monitoring and Debugging Partitions
	Monitoring Domain Partitions: Overview
	Partition Log and Diagnostics Data
	Configuring Partition-Scoped Logging
	Configuring Partition-Scoped Debugging
	Configuring Diagnostic System Modules
	Metrics Harvesting
	Configuring Policies and Actions

	Accessing Diagnostic Data
	Shared Log Files
	Partition-Specific Log Files
	Using the WLDF Data Accessor

	Monitoring Resource Consumption Management
	Configuring RCM
	Partition-Scoped RCM Metrics

	Instrumenting Partition-Scoped Applications
	Configuring Partition-Scoped Diagnostic Image Capture
	WLST Diagnostic Commands for Partition Administrators


