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About This Guide

About This Guide

The ACLI Configuration Guide provides information about configuring, administering, and
troubleshooting the Oracle® Enterprise Session Border Controller (Enterprise SBC) from the

Acme command line.

Documentation Set

The following list describes the documents included in this documentation set.

Configuration Guide

Contains conceptual and procedural information for configuring,
administering, and troubleshooting the Enterprise SBC.

ACLI Reference Guide

Contains explanations of how to use the ACLI, as an alphabetical
listings and descriptions of all ACLI commands and configuration
parameters.

Admin Security Guide

Contains conceptual and procedural information for supporting the
Admin Security, Admin Security with ACP, and JITC feature sets on
the Enterprise SBC.

Call Traffic Monitoring
Guide

Contains conceptual and procedural information for configuration
using the tools and protocols required to manage call traffic on the
Enterprise SBC.

HMR Guide

Contains conceptual and procedural information for header
manipulation. Includes rules, use cases, configuration, import, export,
and examples.

Platform Preparation
and Installation Guide

Contains conceptual and procedural information for system
provisioning, software installations, and upgrades.

Release Notes

Contains information about this release, including platform support,
new features, and limitations.

Known Issues &
Caveats

Contains information about the known issues and caveats for this
release.

Security Guide

Contains information about security considerations and best
practices from a network and application security perspective for the
Oracle Communications Session Delivery Product family of products.

Time Division
Multiplexing Guide

Contains the concepts and procedures necessary for installing,
configuring, and administering Time Division Multiplexing (TDM) on
the Acme Packet 1100, Acme Packet 3900, and Acme Packet 3950.

Web GUI Guide

Contains conceptual and procedural information for using the tools

and features of the Enterprise SBC Web GUI.
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About This Guide

The following list describes related documentation for the Oracle® Enterprise Session Border
Controller. You can find the listed documents on docs.oracle.com/en/industries/
communications/ in the "Session Border Controller Documentation" and "Acme Packet"

sections.

Document Name

Document Description

Acme Packet 3900 Hardware Installation
Guide

Acme Packet 4600 Hardware Installation
Guide

Acme Packet 4900 Hardware Installation
Guide
Acme Packet 6350 Hardware Installation
Guide

Acme Packet 6400 Hardware Installation
Guide

Release Notes

Known Issues & Caveats
Configuration Guide

ACLI Reference Guide

Maintenance and Troubleshooting Guide

MIB Guide

Accounting Guide

HDR Guide

Admin Security Guide

Security Guide

Platform Preparation and Installation Guide

Contains information about the components and
installation of the Acme Packet 3900.

Contains information about the components and
installation of the Acme Packet 4600.

Contains information about the components and
installation of the Acme Packet 3950 and Acme Packet
4900.

Contains information about the components and
installation of the Acme Packet 6350.

Contains information about the components and
installation of the Acme Packet 6400.

Contains information about the current documentation set
release, including new features and management
changes.

Contains known issues and caveats

Contains information about the administration and
software configuration of the Service Provider Session
Border Controller (SBC).

Contains explanations of how to use the ACLI, as an
alphabetical listings and descriptions of all ACLI
commands and configuration parameters.

Contains information about SBC logs, performance
announcements, system management, inventory
management, upgrades, working with configurations, and
managing backups and archives.

Contains information about Management Information Base
(MIBs), Oracle Communication's enterprise MIBs, general
trap information, including specific details about standard
traps and enterprise traps, Simple Network Management
Protocol (SNMP) GET query information (including
standard and enterprise SNMP GET query names, object
identifier names and numbers, and descriptions),
examples of scalar and table objects.

Contains information about the SBC'’s accounting support,
including details about RADIUS and Diameter accounting.

Contains information about the SBC’s Historical Data
Recording (HDR) feature. This guide includes HDR
configuration and system-wide statistical information.

Contains information about the SBC's support for its
Administrative Security license.

Contains information about security considerations and
best practices from a network and application security
perspective for the SBC family of products.

Contains information about upgrading system images and
any pre-boot system provisioning.
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Document Name Document Description

Call Traffic Monitoring Guide Contains information about traffic monitoring and packet
traces as collected on the system. This guide also includes
WebGUI configuration used for the SIP Monitor and Trace

application.

HMR Guide Contains information about configuring and using Header
Manipulation Rules to manage service traffic.

REST API Contains information about the supported REST APIs and

how to use the REST API interface.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle Accessibility
Program website at http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.

My Oracle Support
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My Oracle Support (https://support.oracle.com) is your initial point of contact for all product
support and training needs. A representative at Customer Access Support (CAS) can assist
you with My Oracle Support registration.

Call the CAS main number at 1-800-223-1711 (toll-free in the US), or call the Oracle Support
hotline for your local country from the list at http://www.oracle.com/us/support/contact/
index.html. When calling, make the selections in the sequence shown below on the Support
telephone menu:

1. Select 2 for New Service Request.
2. Select 3 for Hardware, Networking, and Solaris Operating System Support.
3. Select one of the following options:
* For technical issues such as creating a new Service Request (SR), select 1.

e For non-technical issues such as registration or assistance with My Oracle Support,
select 2.

You are connected to a live agent who can assist you with My Oracle Support registration and
opening a support ticket.

My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.

Emergency Response

In the event of a critical service situation, emergency response is offered by the Customer
Access Support (CAS) main number at 1-800-223-1711 (toll-free in the US), or call the Oracle
Support hotline for your local country from the list at http://www.oracle.com/us/support/contact/
index.html. The emergency response provides immediate coverage, automatic escalation, and
other features to ensure that the critical situation is resolved as rapidly as possible.

A critical situation is defined as a problem with the installed equipment that severely affects
service, traffic, or maintenance capabilities, and requires immediate corrective action. Critical
situations affect service and/or system operation resulting in one or several of these situations:

e A total system failure that results in loss of all transaction processing capability
e Significant reduction in system capacity or traffic handling capability

e Loss of the system's ability to perform automatic system reconfiguration
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* Inability to restart a processor or the system
e Corruption of system databases that requires service affecting corrective actions
* Loss of access for maintenance or recovery operations

* Loss of the system ability to provide any required critical or major trouble notification

Any other problem severely affecting service, capacity/traffic, billing, and maintenance
capabilities may be defined as critical by prior discussion and agreement with Oracle.

Locate Product Documentation on the Oracle Help Center Site

Oracle Communications customer documentation is available on the web at the Oracle Help
Center (OHC) site, http://docs.oracle.com. You do not have to register to access these
documents. Viewing these files requires Adobe Acrobat Reader, which can be downloaded at
http://www.adobe.com.

1. Access the Oracle Help Center site at http://docs.oracle.com.
2. Click Industries.

3. Under the Oracle Communications sub-header, click the Oracle Communications
documentation link.
The Communications Documentation page appears. Most products covered by these
documentation sets appear under the headings "Network Session Delivery and Control
Infrastructure” or "Platforms."

4. Click on your Product and then Release Number.
A list of the entire documentation set for the selected product and release appears.

5. To download a file to your location, right-click the PDF link, select Save target as (or
similar command based on your browser), and save to a local folder.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support through My
Oracle Support. For information, visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info
or visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs if you are hearing impaired.
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Revision History

Revision History

The following table shows the dates and descriptions of revisions to the ACLI Configuration

Guide.

Date Description

March 2025 * Initial release.

April 2025 e Updates transport-protocol's options in

Configuring SIP Ports to include SCTP.
e Adds limitation for ARIA ciphers
*  Adds examples of PT flows
*  Adds 6400
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Getting Started

Prior to configuring your Oracle® Enterprise Session Border Controller for service, we
recommend that you review the information and procedures in this chapter.

This chapter offers information that will help you:

Review hardware installation procedures

Connect to your Oracle® Enterprise Session Border Controller using a console connection
or SSH (secure shell)

Become familiar with the Oracle® Enterprise Session Border Controller's boot parameters
and how to change them if needed

Set up product-type, features, and functionality
Load and activate a Oracle® Enterprise Session Border Controller software image

Choose a configuration mechanism: ACLI, Oracle Communcations Session Element
Manager or ACP/XML

Enable RADIUS authentication

Customize your login banner

Installation and Start-Up

After you have completed the hardware installation procedures outlined in the the relevant
Hardware Installation Guide, you are ready to establish a connection to your Oracle®
Enterprise Session Border Controller. Then you can load the software image you want to use
and establish basic operating parameters.

Hardware Installation Process

Installing the Oracle® Enterprise Session Border Controller hardware in a rack requires the
following process.

ORACLE
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3
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5
6

Unpack the Oracle® Enterprise Session Border Controller hardware.

Install the Oracle® Enterprise Session Border Controller hardware into the rack.
Install the power supplies.

Install the fan modules.

Install the physical interface cards.

Cable the Oracle® Enterprise Session Border Controller hardware.
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# Note:

Complete installation procedures fully and note the safety warnings to prevent
physical harm to yourself and damage to the Oracle® Enterprise Session Border
Controller hardware.

For more information, see the hardware documentation.

Connecting to Your Oracle® Enterprise Session Border Controller

You can connect to your Oracle® Enterprise Session Border Controller either through a direct
console connection, or by creating a remote SSH session. Both of these access methods
provide you with the full range of configuration, monitoring, and management options.

< Note:

By default, SSH and SFTP connections to your Oracle® Enterprise Session Border
Controller are enabled.

Create a Console Connection

Using a serial connection, you can connect your laptop or PC directly to the Acme Packet
hardware. If you use a laptop, you must take appropriate steps to ensure grounding.

One end of the cable plugs into your terminal, and the other end plugs into the RJ-45 Console
port on the NIU (or management ports area on the Acme Packet 6300).

To make a console connection to your hardware:

1. Set the connection parameters for your terminal to the default boot settings:
¢ Baud rate: 115,200 bits/second
« Data bits: 8
e Parity: No
e« Stophit: 1
*  Flow control: None
2. Connect a serial cable to between your PC and the hardware's console port.
3. Apply power to the hardware.

4. Enter the appropriate password information when prompted to log into User mode of the
ACLI.

You can set the amount of time it takes for your console connection to time out by setting
the console-timeout parameter in the system configuration. If your connection times out,
the login sequence appears again and prompts you for your passwords. The default for
this field is 0, which means that no time-out is being enforced.
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SSH Remote Connections

Connect to the Oracle® Enterprise Session Border Controller (Enterprise SBC) using SSH.
The Enterprise SBC supports five concurrent SSH and SFTP sessions. Only one SSH session
may be in configuration mode at a time.

To SSH to your Enterprise SBC, you need to know the IP address of its administrative interface
(wancomO/eth0). The wancomO/ethO IP address of your Enterprise SBC is found by checking
the IP Address value in the boot parameters or visible from the front panel display.

You can manage incoming SSH connections from the ACLI:

e SSH service is enabled by default.

e To view the users who are currently logged into the system, use the ACLI show users
command. You can see the ID, timestamp, connection source, and privilege level for active
connections.

e From Superuser mode in the ACLI, you can terminate the connections of other users in
order to free up connections. Use the Kkill <sftp | ssh | web> command with the
corresponding connection ID.

* If you reboot your Enterprise SBC from a SSH session, you lose IP access and therefore
your connection.

There are two ways to use SSH to connect to the Enterprise SBC. Either connect via SSH
without specifying users and SSH user passwords, or initiate the SSH connection using
custom SSH credentials.

Old SSH and SFTP clients that use weak ciphers may not be able to connect to the
Enterprise SBC. If a verbose connection log shows the server and client cannot
agree on a cipher, upgrade your client.

Accessing the System Via User and Admin Accounts

You may access the Oracle® Enterprise Session Border Controller via SSH connection without
specifying users and SSH user passwords.

1. Open your SSH client (with an open source client, etc.).

2. Atthe promptin the SSH client, type the ssh command, a Space, the IPv4 address of your
Oracle® Enterprise Session Border Controller, and then press Enter.
The SSH client prompts you for a password before connecting to the Oracle® Enterprise
Session Border Controller. Enter the Oracle® Enterprise Session Border Controller’'s User
mode password. After it is authenticated, an SSH session is initiated and you can continue
with tasks in User mode or enable Superuser mode.

Manage SSH Keys

Use the ssh-key command to manage SSH keys for the Enterprise SBC.

Add an SSH Authorized Key

To authenticate to the Enterprise SBC using public key authentication rather than a password,
use the ssh-key command with the authorized-key import argument.

1. Onthe SSH client, convert the public key of the SSH client into RFC 4716 format.
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# Note:

Valid RSA key sizes are 2048, 3072, or 4096 bytes. The only valid DSA key size
is 1024 bytes.

To do this on Oracle Linux, use the ssh-keygen command.

[bob€client ~]$ ssh-keygen -e -f .ssh/id rsa.pub

---- BEGIN SSH2 PUBLIC KEY ----

Comment: "4096-bit RSA, converted by bob@client from OpenSSH"
AAAAB3NzaClyc2EAAAADAQABAAACAQDOTDU]YoQXzjTt9I8YvIMvESVIWZ6iDzfRx06R31
Rj/1rix1WDMc/Y/uEd2sJ+5wd1CnJPREOUCGbU8S6295486D1kbu76cEDxE+adcal/9+qo
7TFQVugkRJIBD0Z07 /3qcukDOh6ZsalF9LaaNMPNWNiQ5n3bWBNQl tMMEes58JvoNgjn9FOz
hb0d0e91K/0dRAO/YzrguaCAb6/vE/tUP+xDD/GOu7KyvNldsgolvnYZLG7Tp8vGgt6leTyC
V6gMEkceGatQvfiBb4XZCeODtC2KBv4pbJpt1zPKOpF4XFb2LferPxAL9rsSRSUOkItZNC
x1GM3+UUYWT9dF8bcUfomZCKd07kzPh206nZr/uCELXVtCqghgVRQWBUiFRh6yCcVIWY/pBg
uhPfihKHi1ZEah00c08ax14XTK890vJIzjbHezaV/NghkfWpn3W7gDNITbLbxpbrLDkJBPJ
T1tJI5Q0qwVK/Hi+69x9CxFOkyNpxWFexHPIeqdq0liPoah4 2MBPAQL30bWULgBP+K0ugzgQ
cSPAhi9FMq6Z2VFTmai PX8JH8JACeswd500x9jMmVIilobzTZmXAQsfVpilasxRhfficEIfs
UJ/FHwW2p13YmDVH1AFVmMCDNn9T46105Cq+ImrUBX+JAEa6yQU6R6/sTmaVDgpdtkpFpOgl
CWQHHWOJ1£fYS4dw==

---- END SSH2 PUBLIC KEY ----

[user@client ~]$

2. Onthe Enterprise SBC, use the ssh-key command with the authorized-key import
argument.

The command syntax:

ssh-key authorized-key import <name> <class>

The <name> parameter is the identifier for the SSH client. The <class> is one of the two
authorization classes on the Enterprise SBC: either user or admin.

ORACLE# ssh-key authorized-key import bob admin

IMPORTANT:
Please paste SSH public key in the format defined in RFC 4716.
Terminate the key with ";" to exit.......

---- BEGIN SSH2 PUBLIC KEY ----

Comment: "4096-bit RSA, converted by bob@client from OpenSSH"
AAAAB3NzaClyc2EAAAADAQABAAACAQDOTDU]YoQXzjTt9I8YvIMvESVIWZ6iDzfRx06R31
Rj/1rix1WDMc/Y/uEd2sJ+5wd1CnJPREOUCGbU8S6295486D1kbu76cEDxE+adcal/9+go
TFQVugkRJIBD0Z07 /3gcukDOh6ZsalF9LaaNMPNWNiQ5n3bWBnQl tMMEes58JvoNgjn9FOz
hb0d0e91K/0dRAO/YzrguaCA6/vE/tUP+xDD/GOu7KyvNldsgolvnYZLGTp8vGgt6leTyC
V6gMEkceGatQvfiBb4XZCeODtC2KBv4pbJpt1zPKOPpF4XFb2LferPxAL9rsSRSUOkItZNC
x1GM3+UUYWT9dF8bcUfomZCKd07kzPh206nZr/uCELXVtCqghgVRQW8UiFRh6ycVIY /pBg
uhPfihKHi1ZEah00c08ax14XTK890ovJIzjbHezaV/NghkfWpn3W7gDNITbLbxpbrLDkJBPJ
T1tJI5QqwVK/Hi+69x9CxFOkyNpxWFexHPIeqdq0liPoah4 2MBPAQL30bWULgBP+K0ugzgQ
cSPAhi9FMq6ZVFTmai PX8JH8JACeswd500x9jMmVIilobzTZmXAQsfVpilasxRhfficEIfs
UJ/FHwW2p13YmDVH1AFVmMCDNn9T46I05Cq+ImrUBX+JAEa6yQU6R6/sTmaVDgpdtkpFp0gl
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CWQHHWIJ1£YS4w==

---- END SSH2 PUBLIC KEY ----;

# Note:

2048 bits.

¢ Note:

Save and activate the configuration.

Export an Authorized Key

ORACLE

Oracle recommends keys be at least 2048 bits.

Chapter 1
Installation and Start-Up

If the Admin Security entitlement is enabled, the SSH client keys must be at least

To export a previously imported SSH public key, use the ssh-key command with the
authorized-key export argument.

1.

List the available ssh-key elements.

ORACLE# show running-config ssh-key

ssh-key
name
type
encryption-type
size
last-modified-by
last-modified-date
ssh-key
name
type
encryption-type
size
last-modified-by
last-modified-date
ssh-key
name
type
encryption-type
size
last-modified-by
last-modified-date

bob

authorized-key

rsa

4096
admin@10.0.0.20
2020-05-12 13:58:39

alice
authorized-key

rsa

4096
admin@10.0.0.37
2020-05-12 14:23:47

logserver
known-host

rsa

2048
admin@10.0.0.37
2020-05-11 15:18:36

For any ssh-key element whose type is authorized-key, use the ssh-key authorized-key
export <name> command to export the user's public key.

ORACLE# ssh-key authorized-key export bob
public-key 'bob' (RFC 4716/SECSH format):

---- BEGIN SSH2 PUBLIC KEY ----

Comment: "4096-bit rsa"

AAAAB3NzaClyc2EAAAADAQABAAACAQDOTDU]YoQXz Tt 9I8YvIMvESVIWZ61DzfRx06R31
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Rj/1rjx1WDMc/Y/uEd2sJ+5wd1CnJPREOUCGbU8S6295486D1kbu76cEDxE+adca3/9+qgo
7TFQVugkRJIBD0Z07 /3gcukDOh6ZsalF9LaaNMPNWNiQ5n3bWBnQl tMMEes58JvoNgjn9FOz
hb0d0e91K/0OdRAO/YzrguaCA6/vE/tUP+xDD/GOu7KyvNldsgolvnYZLGTp8vGgt6leTyC
V6gMEkceGatQviiBb4XZCeODtC2KBvA4pbIpt1zPKOpF4XFb2LferPXxAL9rsSRSUOkIStZNC
x1GM3+UUYWT 9dF8bcUfomZCKd07kzPh206nZr/uCELXVtCqghgVRQWBUiFRh6yCcVIHY /pBg
uhPfihKHi11ZEah00c08ax14XTK890ovJIzjbHezaV/NghkfiWpn3W7gDNJTbLbxpbrLDkJBPJ
T1tJI5QqwVK/Hi+69x9CxFOkyNpxWFexHPIeqdq0liPoah42MBPAQL30bWULgBP+K0ugzgQ
cSPAhi9FMg6ZVETmaiPX8JH8JAceswd500x9jMmVIlobzTZmXAQsfVpilasxRhfficEIfs
UJ/FHwW2pl3YmDVHIAFVMCDn9T46I05Cq+ImrUBX+JAEa6yQU6R6/sTmaVDgpdtkpFpOgl
CWQHHwWI9J1£fYS4w==

---- END SSH2 PUBLIC KEY ----

ORACLE#

Delete an Authorized Key

ORACLE

To delete a previously imported SSH public key, use the ssh-key command with the
authorized-key delete argument.

1.

List the available ssh-key elements.

ORACLE# show running-config ssh-key

ssh-key
name bob
type authorized-key
encryption-type rsa
size 4096
last-modified-by admin@10.0.0.20
last-modified-date 2020-05-12 13:58:39
ssh-key
name alice
type authorized-key
encryption-type rsa
size 4096
last-modified-by admin@10.0.0.37
last-modified-date 2020-05-12 14:23:47
ssh-key
name logserver
type known-host
encryption-type rsa
size 2048
last-modified-by admin@10.0.0.37
last-modified-date 2020-05-11 15:18:36

For any ssh-key element whose type is authorized-key, use the ssh-key authorized-key
delete <name> command to delete the user's public key.

ORACLE# ssh-key authorized-key delete bob

SSH public key deleted successfully....

WARNING: Configuration changed, run "save-config" command to save it
and run "activate-config" to activate the changes

ORACLE#

Save and activate the configuration.
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Add an SSH Known Host Key

ORACLE

For the Enterprise SBC to authenticate over SSH to an SFTP server, the public key of the
SFTP server needs to be imported into the known_hosts file of the Enterprise SBC.

Convert the public key of the SFTP server into RFC 4716 format.
There are two ways to do this.

a. SSH to the SFTP server and run the ssh-keygen command on the server's host key.
For OpenSSH implementations, host keys are generally found at /etc/ssh/
ssh_host rsa key.pub. Other SSH implementations may differ. To do this on
Oracle Linux, use the ssh-keygen command.

[user@logserver ~]$ ssh-keygen -e -f /etc/ssh/ssh host rsa key.pub
---- BEGIN SSH2 PUBLIC KEY ----

Comment: "2048-bit RSA, converted by user@logserver from OpenSSH"
AAAAB3NzaClyc2EARAADAQABAAABAQDwWifpOpBKoDhzJXglzdoOfZ39TiU7jhygbPGQTwO
j3zISW57PRbSulVwlhBHwqdwZzZcbnrlJXailN71eYT/96QCXQ56JH9Lcjej6iHplfhJo44
qIgZI1RtD0eby6YBzDgcI3T8JI6n0jHwksvwKttObk8S0Z11mgE4xPXSiTVB1PzZMNxFOdWV
rgvGK227PsOfPLypL3RhnmgFbVRIhMKW7a80p7I+T6mAoq8UdzejbyhEK+e0Ge3F9i1g49
OHWHNnSvU64F1ADybbZrclvvt8vofIzraGMBRjLs5Y18bbdId/4UBcilfONmIUzxVse5NM
PwNj0cjvNPS1/LOcKUgQxN

---- END SSH2 PUBLIC KEY ----

[user@logserver ~]$

b. Run the ssh-keyscan command from a Linux client and convert that key with the ssh-
keygen command.

ssh-keyscan -t rsa 10.0.0.6 | sed 's/.*ssh/ssh/' > key.pub
ssh-keygen -ef key.pub

On the Enterprise SBC, use the ssh-key command to import the host key of the SFTP
server into the known_hosts file of the Enterprise SBC.

The command syntax:

ssh-key known-host import <name>

For SFTP to work properly, the <name> parameter must be the valid and reachable IP
address of the SFTP server.

The following example shows adding multiple servers with different IP addresses. Note
that you must add each server in an individual command.

ssh-key known-host import 10.10.10.1
ssh-key known-host import 192.168.1.1

Alternatively, you may prepend a server "alias" to the start of the IP address string as
follows.

ssh-key known-host import serverA@10.10.10.1
ssh-key known-host import serverB@192.168.1.1
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If you need to have multiple server aliases that have the same IP address, you can do the
following.

ssh-key known-host import serverA@10.10.10.1
ssh-key known-host import serverB@10.10.10.1

Paste the public key with the bracketing Begin and End markers at the cursor point.
Enter a semi-colon (;) to signal the end of the imported host key.

The entire import sequence is shown below.

ORACLE# ssh-key known-host import 10.0.0.12

IMPORTANT:
Please paste SSH public key in the format defined in RFC 4716.
Terminate the key with ";" to exit.......

--—-- BEGIN SSH2 PUBLIC KEY ----

Comment: "2048-bit RSA, converted by user@logserver from OpenSSH"
AAAAB3NzaClyc2EAAAADAQABAAABAQDIXglzdiU7hywifpOpBKoDhoOfZ39TzgbPGQTW0
§357PRbSulHwaiHN7zEVwlhBISWie6nrQ56JHILcej1IX96QCYT/qiwzzcX6iHpl fhJo4d
g8J6nI1RtD0e5y60jHwgZYBzDksvwKk8SSiTVB10ttObdWVoZ1l1mgPzZMNXFE4xPXIgcI3T
rgvGKR27Ps0fPLy80p7IpLhnmgFjbyhEK+e0KW7a+T6mbV23RIhMzeAoq8UdGe3F9ilg49
OHWs5mDybHNNBRjLbZrcSvU64F1AMlvvtUzxVse5SNM8vofIzraGIY18bbdId/4UBcilfON
PwNPS1/LONj0civcKUgQxN

--—-- END SSH2 PUBLIC KEY ----;

SSH public key imported successfully....
WARNING: Configquration changed, run "save-config" command to save it
and run "activate-config" to activate the changes

Import both the RSA key and the DSA key if you are not sure which one the SFTP server
uses.

Save and activate the configuration.

Delete an SSH Known Hosts Key

ORACLE

Delete expired SSH keys from the known_hosts file of the Enterprise SBC.

1.

List the available ssh-key elements.

ORACLE# show running-config ssh-key

ssh-key
name bob
type authorized-key
encryption-type rsa
size 4096
last-modified-by admin@10.0.0.20
last-modified-date 2020-05-12 13:58:39
ssh-key
name alice
type authorized-key
encryption-type rsa
size 4096
last-modified-by admin@10.0.0.37
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last-modified-date 2020-05-12 14:23:47
ssh-key

name 10.0.0.12

type known-host

encryption-type rsa

size 2048

last-modified-by admin@10.0.0.37

last-modified-date 2020-05-11 15:18:36

Use the ssh-key command to remove a key whose type is known-host.

The command syntax:

ssh-key known-host delete <name>

The <name> parameter is an alias or handle assigned to the imported host key.
ORACLE# ssh-key known-host delete 10.0.0.12

Save and activate the configuration.

Add a Certificate Authority Key

ORACLE

When authenticating with certificates, clients send certificates to establish their identity and
authorization. The public key of the Certificate Authority (CA) used for signing these client
certificates must be imported into the Enterprise SBC.

1.

On the server you'll use for a certificate authority, create a keys directory for storing keys.

[user@host ~]$ mkdir keys
[user@host ~1$ cd keys/

Generate an SSH key pair to use for signing certificates.

[user@host keys]$ ssh-keygen -t rsa -b 4096 -f ./ca key
Export the CA key to RFC 4716 format.

[user@host keys]$ ssh-keygen -ef ./ca key.pub

---- BEGIN SSH2 PUBLIC KEY ----

Comment: "4096-bit RSA, converted by user@host from OpenSSH"
AAAAB3NzaClyc2EAAAADAQABAAACAQDOTDU}YoQXzjTt9I8YvIMvESVIWZ61DZzfRX06R31
Rj/1lrix1WDMc/Y/ukEd2sJ+5wd1CnJPREOUCGbU8S6295486D1kbu76cEDxE+adcal/9+go
7TFQVugkRJIBD0Z07 /3gcukDOh6ZsalF9LaaNMPNWNiQ5n3bWBnQl tMMEes58JvoNgjn9FOz
hb0d0e91K/0dRAO/YzrguaCA6/vE/tUP+xDD/GOu7KyvNldsgolvnYZLG7p8vGgt6leTyC
VogMEkceGatQvfiBb4XZCeODtC2KBvApbJpt1zPKOpF4XFb2LferPxAL9rsSRSUOkItZNC
x1GM3+UUYwWT 9dF8bcUfomZCKA07kzPh206nZr /uCE1XVtCqghgVRQW8UiFRh6YCVINY /pBq
uhPfihKHi1ZEah00c08ax14XTK890ovJzjbHezaV/NghkfWpn3W7gDNJTbLbxpbrLDkJIJBPJ
T1tJI5QqwVK/Hi+69x9CxFOkyNpxWFexHPIeqdq0liPoah4 2MBPAQL30bWULgBP+K0ugzgQ
cSPAhi9FMg6ZVETmaiPX8JH8JAceswd500x9jMmVIlobzTZmXAQsfVpilasxRhfficEIfs
UJ/FHwW2p13YmDVH1AFVMCDn9T46I05Cq+ImrUBX+JAEa6yQU6R6/sTmaVDgpdtkpFpOgl
CWQHHwWI9J1£fYS4w==

---- END SSH2 PUBLIC KEY ----

[user@host keys]$
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Import the CA key into the Enterprise SBC using the ssh-key command with the ca-key
import argument.

The command syntax:

ssh-key ca-key import <key-name> <class>

The <key-name> parameter is the key identifier or key ID that will be used when signing
client keys as the value of the -1 argument in the ssh-keygen command. The <class> is
one of the two authorization classes on the Enterprise SBC: either user or admin.

ORACLE# ssh-key ca-key import rootCA admin

IMPORTANT:
Please paste SSH public key in the format defined in RFC 4716.
Terminate the key with ";" to exit.......

---- BEGIN SSH2 PUBLIC KEY ----

Comment: "4096-bit RSA, converted by user@server from OpenSSH"
AAAAB3NzaClyc2EAAAADAQABAAACAQDOTDU}YoQXzjTt9I8YvIMvESVIWZ61DzfRx06R31
Rj/1rix1WDMc/Y/ukEd2sJ+5wd1CnJPREOUCGbU8S6295486D1kbu76cEDxE+adcal/9+go
7TFQVugkRJIBD0Z07 /3gcukDOh6ZsalF9LaaNMPNWNiQ5n3bWBnQl tMMEes58JvoNgjn9FOz
hb0d0e91K/0dRAO/YzrquaCA6/vE/tUP+xDD/GOu7KyvNldsgolvnYZLG7p8vGgt6leTyC
VogMEkceGatQvfiBb4XZCeODtC2KBvApbJpt1zPKOpF4XFb2LferPxAL9rsSRSUOkILZNC
x1GM3+UUYwWT 9dF8bcUfomZCKA07kzPh206nZr /uCE1XVtCqghgVRQW8U1FRh6YCVINY /pBq
uhPfihKHi1ZEah00c08ax14XTK890ovJIzjbHezaV/NghkfiWpn3W7gDNITbLbxpbrLDkJBPJ
T1tJI5QqwVK/Hi+69x9CxFOkyNpxWFexHPIeqdq0liPoah42MBPAQL30bWULgBP+K0ugzgQ
cSPAhi9FMg6ZVETmaiPX8JH8JAceswd500x9jMmVIlobzTZmXAQsfVpilasxRhfficEIfs
UJ/FHwW2p13YmDVHIAFVMCDn9T46I05Cq+ImrUBX+JAEa6yQU6R6/sTmaVDgpdtkpFpOgl
CWQHHwWI9J1£fYS4w==

---- END SSH2 PUBLIC KEY ----;

# Note:

If the Admin Security entitlement is enabled, the key must be at least 2048 bits.

Save and activate the configuration.

For each SSH client, copy the client's public key into the keys directory.
[user@host keys]$ scp acme€clientl.com:.ssh/id rsa.pub ./id rsa.pub

Sign the key with the ssh-keygen command.
Use the following arguments:
* Use -s to identify the private key of the CA key used to sign.

e Use -z to specify the serial number to be embedded in the certificate to distinguish this
certificate from others signed by the same CA.

e Use -n to specify the username of the client to be included in the certificate.

e Use -1 to specify the key ID. This key ID must match the <key-name> specified when
importing the signing CA key into the Enterprise SBC.
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« Use -V to set the validity interval. To set the validity for one year, starting the previous
day, use -1d:+52w.

@ Important:

The username passed with the -n argument of the ssh-keygen command must
match the username used to authenticate.

# Note:

If the type attribute of the authentication element is set to local, the username
passed with the -n argument must be set to admin.

[user@host keys]$ ssh-keygen -s ca key -z 1 -n admin -I rootCA -V -1d:+52w
id rsa.pub

Signed user key id rsa.pub: id "rootCA" serial 1 for admin valid from
2020-06-21T09:26:41 to 2021-06-21T09:26:41

[user@host keys]$

8. Copy the certificate to the client's . ssh directory.

[user@host keys]$ scp id rsa-cert.pub acme@clientl.com:.ssh/
9. Verify the SSH client can connect with the certificate.

Delete a Certificate Authority Key

To delete a previously imported Certificate Authority (CA) key, use the ssh-key command with
the ca-key delete argument.

1. List the available ssh-key elements.

ORACLE# show running-config ssh-key

ORACLE

ssh-key
name bob
type authorized-key
encryption-type rsa
size 4096
last-modified-by admin@10.0.0.20
last-modified-date 2020-05-12 13:58:39
ssh-key
name alice
type authorized-key
encryption-type rsa
size 4096
last-modified-by admin@10.0.0.37
last-modified-date 2020-05-12 14:23:47
ssh-key
name rootCA
type ca-key
encryption-type rsa
size 4096
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last-modified-by admin@10.0.0.37
last-modified-date 2020-05-11 15:18:36

For any ssh-key element whose type is ca-key, use the ssh-key ca-key delete <key-
name> command to delete the CA key.

ORACLE# ssh-key ca-key delete rootCA

SSH public key deleted successfully....

WARNING: Configuration changed, run "save-config" command to save it
and run "activate-config" to activate the changes

ORACLE#

Save and activate the configuration.

Revoke a User Key

ORACLE

To revoke access to a specific user whose public key was signed by your CA key, import the
user's public key into the revocation list.

1.

2

On the Enterprise SBC, use the ssh-key command with the ca-user-revoke import
argument.

The command syntax:

ssh-key ca-user-revoke import <key-name>

The <key-name> parameter uniquely identifies the key you want to revoke.

ORACLE# ssh-key ca-user-revoke import bob

IMPORTANT:
Please paste SSH public key in the format defined in RFC 4716.
Terminate the key with ";" to exit.......

---- BEGIN SSH2 PUBLIC KEY ----

Comment: "4096-bit RSA, converted by user@server from OpenSSH"
AAAAB3NzaClyc2EAAAADAQABAAACAQDOTDU}YoQXzjTt9I8YvIMvESVIWZ61DzfRx06R31
Rj/1rix1WDMc/Y/uEd2sJ+5wd1CnJPREQUCGbU8S6295486D1kbu76cEDxE+adca3/9+qo
7TFQVugkRJIBD0Z07 /3gcukDOh6ZsalF9LaaNMPNWN1iQ5n3bWBNnQ1 tMMEes58JvoNgjn9FOz
hb0d0e91K/0dRAO/YzrguaCA6/vE/tUP+xDD/GOu7KyvNldsgolvnYZLGTp8vGgt6leTyC
VogMEkceGatQvfiBb4XZCeODtC2KBVvApbJpt1zPKOpF4XFb2LferPxAL9rsSRSUOkILZNC
x1GM3+UUYWT9dF8bcUfomzCKd07kzPh206nZr/uCE1XVtCqghgVRQW8uiFRh6ycVIHY/pBg
uhPfihKHi1ZEah00c08ax14XTK890ovJzjbHezaV/NghkfWpn3W7gDNITbLbxpbrLDkJBPJ
I1tJI5QqwVK/Hi+69x9CxFOkyNpxiWFexHPIeqdq0liPoah42MBPAQ130bWULgBP+K0ugzgQ
cSPAh19FMg6ZVFTmaiPX8JH8JACeswd500x9iMmVI1lobzTZmXAQsfVpilasxRhffickEIfs
UJ/FHWW2p13YmDVH1AJVMCDn9T46I05Cq+ImrUBX+JAEa6yQU6R6/sTmavVDgpdtkpFp0gl
CWQHHW9J1£fYS4w==

---- END SSH2 PUBLIC KEY ----;

Save and activate the configuration.

The user's key is added to the revocation list. When authenticating to the Enterprise SBC, the
user may no longer use his or her key or certificate, even though that key was signed by the
CA key.
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If a user key is added to the revocation list, that user will not be able to authenticate to the
Enterprise SBC. To delete a key from the revocation list, use the ssh-key command with the

ca-user-revoke delete argument.

1. List the available ssh-key elements.

ORACLE# show running-config ssh-key

ssh-key
name
type
encryption-type
size
last-modified-by
last-modified-date
ssh-key
name
type
encryption-type
size
last-modified-by
last-modified-date
ssh-key
name
type
encryption-type
size
last-modified-by
last-modified-date

bob

authorized-key

rsa

4096
admin@10.0.0.20
2020-05-12 13:58:39

alice
authorized-key

rsa

4096
admin@10.0.0.37
2020-05-12 14:23:47

alice
ca-user-revoke

rsa

4096
admin@10.0.0.37
2020-05-11 15:18:36

2. For any ssh-key element whose type is ca-user-revoke, use the ssh-key ca-user-revoke
delete <key-name> command to delete the CA key.
ORACLE# ssh-key ca-user-revoke delete alice
SSH public key deleted successfully....
WARNING: Configuration changed, run "save-config" command to save it
and run "activate-config" to activate the changes
ORACLE#
3. Save and activate the configuration.
Once the user key is removed from the revocation list, the functionality of any existing key is
restored.
Configure SSH Ciphers

ORACLE

The ssh-config configuration element controls which ciphers the Enterprise SBC offers during
SSH session negotiation when the Enterprise SBC acts as an SSH server. The ciphers offered
when the Enterprise SBC acts as an SSH client are not configurable.

Each command takes an argument which is either a single word or a comma-separated list
within double quotes. Type ? to see the available algorithms for this release.
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1. Access the ssh-config configuration element.
ORACLE# configure terminal
ORACLE (configure) # security
ORACLE (security) # ssh-config
2. encr-algorithms—Select the ciphers for SSH encryption.
3. hmac-algorithms—Select the HMAC algorithm.
4. keyex-algorithms—Select the Diffie-Hellman key exchange algorithm.
5. hostkey-algorithms—Select the algorithm for generating host keys.
6. Type done.
7. Save and activate the configuration.
Verify SSH Ciphers

After configuring which ciphers the Oracle® Enterprise Session Border Controller offers during
SSH negotiations, verify the settings from an SSH client by starting a new SSH session with
verbosity level 2.

1.

System Boot

SSH to the Enterprise SBC with verbosity level 2.
ssh -vv user@10.0.0.1

Confirm the Enterprise SBC offers the selected ciphers.

debug2: kex parse kexinit:

debug2: kex parse kexinit:

debug2: kex parse kexinit: first kex follows 0

debug2: kex parse kexinit: reserved 0

debug2: kex parse kexinit: diffie-hellman-group-exchange-sha256
debug2: kex parse kexinit: ssh-rsa

debug2: kex parse kexinit: AEAD AES 256 GCM,aes256-ctr
debug2: kex parse kexinit: AEAD AES 256 GCM,aes256-ctr
debug2: kex parse kexinit: hmac-sha2-256

debug2: kex parse kexinit: hmac-sha2-256

debug2: kex parse kexinit: none

debug2: kex parse kexinit: none

debug2: kex parse kexinit:

debug2: kex parse kexinit:

When your Oracle® Enterprise Session Border Controller boots, the following information
about the tasks and settings for the system appear in your terminal window.

ORACLE

System boot parameters

From what location the software image is being loaded: an external device or internal flash
memory

Requisite tasks that the system is starting
Log information: established levels and where logs are being sent

Any errors that might occur during the loading process
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After the loading process is complete, the ACLI login prompt appears.

Boot Parameters

Boot parameters specify the information that your device uses at boot time when it prepares to
run applications.

This section explains how to view, edit, and implement device’s boot parameters, and boot
flags. Boot parameters:

* Allow you to set the IP address for the management interface (wancomO).

» Allow you to set a system prompt. The target name parameter also specifies the title name
displayed in your web browser and SNMP device name parameters.

*  Specify the software image to boot and from where the system boots that image.

# Note:

You must configure all three components of an IPv6 address, including address,
mask and gateway, in your system's boot parameters for wancom0 addressing.
Configure the mask as a forslash (/) after the address followed by the mask in
number of bits. The system requires all three components for IPv6 Neighbor
Discovery to work properly.

Boot flags are arguments to a specific boot parameter, and allow functional settings, such as
the use of DHCP for acquiring a management port address, as well as various diagnostic
startup configurations.

Configuring boot parameters has repercussions on your system'’s physical and network
interface configurations. When you configure these interfaces, you can set values that might
override the boot parameters.

The bootparam configuration list is shown below.

[Acme Boot]: p

Boot File : /boot/bzImage

IP Address : 172.44.12.89

VLAN :

Netmask : 255.255.0.0

Gateway : 172.44.0.1

IPv6 Address : 3fff:ac4:6001:0:208:25ff:fe05:£470/64
IPv6 Gateway : 3fff:acd4:6001::acd:6001

Host IP :

FTP username
FTP password :
Flags : 0x00000040

Target Name : ORACLE
Console Device : CoMl
Console Baudrate : 115200
Other :

[Acme Boot]: ?
? - print this list
@ - boot (load and go)

ORACLE L1e
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print boot params

change boot params

print boot logo with version
reboot

show license information

The system displays all boot parameters when you configure them after a boot interrupt. The
system hides some boot parameters from the ACLI so that you do not attempt to configure
them. If changed improperly, these parameters can cause the system to sop responding.

The following table defines each of the parameters that the system displays when you perform
configuration after a boot interrupt.

Boot Parameter

Description

Boot File

IP Address
VLAN

Netmask
Gateway
IPv6 address

IPv6 Gateway
Host IP

FTP Username
FTP password
Flags

ORACLE

The name and path of the software image you are booting. Include the
absolute path for a local boot from the local /boot volume and for a net
boot when a path on the FTP server is needed.

IP address of wancomO.
VLAN of management network over which this address is accessed.

# Note:

VLANSs over management interfaces are
supported only on the Acme Packet
1100.

< Note:

The acquire-config command is not
supported on management interfaces
that use both VLANs and IPv6.

Netmask portion of the wancomO |IP Address.
Network gateway that this wancomO interface uses.

Version 6 IP address/mask of wancomO. Configure the mask as a
forslash (/) after the address followed by the mask in number of bits.

Version 6 network gateway that this wancomO interface uses.

IP Address of FTP server from which to download and execute a
software image.

FTP server username
FTP server password

Codes that signal the system from where to boot. Also signals the
system about which file to use in the booting process. This sequence
always starts with 0x (these flags are hexadecimal).
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Boot Parameter Description

Target Name Name of the Oracle® Enterprise Session Border Controller as it

appears in the system prompt. For example, ORACLE> or ORACLE#.
You need to know the target name if you are setting up an HA node.
This name must be unique among Oracle® Enterprise Session Border
Controllers in your network. This name can be 63 characters or less.

Console Device Serial output device type, dependent on platform. COM1 applies to

virtual serial consoles, VGA to virtual video console. VGA is the default
on VMware and KVM. COM1 is the default on OVM .

Console Baud Rate The speed in bits per second which the console port operates at. It

operates at 115200 BPS, 8 data bits, no stop bit, parity NONE.

Other Allows miscellaneous and deployment-specific boot settings.

Boot Flags

Boot flags enable system boot behavior(s). The user can set a single flag, or add hex digits to
set multiple flags.

0x00000008 Bootloader ~7 seconds countdown

0x00000040 Autoconfigure wancomO via DHCP enable - VM platforms only
0x00000080 Use TFTP protocol (instead of FTP) enable - VM platforms only
0x00000100 Bootloader ~1 seconds quick countdown - VM platforms only

The following boot flags should only be used as directed by Oracle support:

0x00000001 acme.ko network module security override
0x00000002 Kernel debug enable

0x00000004 Crashdump disable

0x00000010 Debug sshd enable

0x00000020 Debug console enable getty

0x00001000 Userspace debug enable

0x00100000 Uniprocessor enable (SMP disable)
0x20000000 Fail-safe boot enable

0x40000000 Process startup disable (flatspin mode)

Never enter any other values without the direction of Oracle support. Some diagnostic flags are
not intended for normal system operation.

Setting Up System Basics

Before configuring and deploying the Oracle® Enterprise Session Border Controller, you might
want to establish some basic attributes such as a system prompt, new User and Superuser
passwords, and NTP synchronization.

New System Prompt

The ACLI system prompt is set in the boot parameters. To change it, access the boot
parameters and change the target hame value to make it meaningful within your network. The

ORACLE
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target name may be up to 38 characters. A value that identifies the system in some way is
often helpful.

Set Initial Passwords for Admin and User

Using the

ORACLE

The Oracle® Enterprise Session Border Controller (Enterprise SBC) requires you to set
passwords for the Admin and User accounts the first time you power up a new or factory reset
system by way of local access. You cannot access the Admin and User accounts until you set
the corresponding passwords. Use either an SSH or console connection when setting
passwords. The following procedure is for local access. If you use remote access, for example,
RADIUS or TACACS, use your passwords for those services.

Before you begin, plan your passwords to meet the following requirements:
e 8-64 characters
e Include three of the following:

— Lower case letters

— Uppercase letters

—  Numerals

— Punctuation

The system leads you through the process for setting the Admin and User passwords, as
follows:

1. Power up the SBC.

The system prompts you to set the User account password.
2. Atthe prompt, type acme, and press ENTER.

The system prompts you to enter the password that you want for the User account.
3. Type the User account password, and press ENTER.
4. Type enable, and press ENTER.

The system prompts you to set the Admin account password.
5. Type packet, and press ENTER.

The system prompts you to enter the password that you want for the Admin account.
6. Type the Admin account password, and press ENTER.

The system logs you in as Admin.

Oracle® Enterprise Session Border Controller Image

The Oracle® Enterprise Session Border Controller arrives with the most recent, manufacturing-
approved run-time image installed on the flash memory. If you want to use this image, you can
install the Oracle® Enterprise Session Border Controller as specified in the Acme Packet
Hardware Installation Guide , establish a connection to the Oracle® Enterprise Session Border
Controller, and begin to configure it. On boot up, the system displays information about certain
configurations not being present. You can dismiss these displays and begin configuring the
Oracle® Enterprise Session Border Controller.

If you want to use an image other than the one installed on the Oracle® Enterprise Session
Border Controller when it arrives, you can use the information in this section to obtain and
install the image.
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Obtaining a New Image

You can download a software image onto the Oracle® Enterprise Session Border Controller
platform from the following sources.

e Obtain an image from the SFTP site and directory where you or your Oracle customer
support representative placed the image. For example, this may be a special server that
you use expressly for images and backups.

e Obtain an image from your Oracle customer support representative, who will transfer it to
your system.

Regardless of the source, use SFTP to copy the image from the source to the Oracle®
Enterprise Session Border Controller.

Copy an Image to the Oracle® Enterprise Session Border Controller using

SFTP

ORACLE

The /boot directory on the Oracle® Enterprise Session Border Controller has 32mb available,
and operating system files of approximately 9mb each. Oracle recommends storing no more
than two images at a time in this location. One of these should be the latest version. The /boot
directory is used for the on-board system flash memory. If you do not put the image in this
directory, the Oracle® Enterprise Session Border Controller will not find it, unless the boot
parameters have been modified to boot from a file in a different directory.

To copy an image on your Oracle® Enterprise Session Border Controller using SFTP:

1. Go to the directory where the image is located.

2. Check the IP address of the Oracle® Enterprise Session Border Controller's management
port (wancomQ).

3. Create the connection to the Oracle® Enterprise Session Border Controller.

There is a wide variety of methods to establish SFTP access to your system. For example,
Linux systems allow SFTP operation from a terminal. For a Windows system, there are
many GUI applications that provide SFTP.

Using your SFTP application, start an SFTP session to the IPv4 address of the Oracle®

Enterprise Session Border Controller management port (wancom0). An SFTP username
and SFTP password is required to start the session. The username is always admin, and
the password is the local admin login password.

Only the local admin user can write to the /boot directory.

4. Setyour SFTP application to copy the image to the Iboot folder using binary transfer
mode.

5. Invoke and confirm your SFTP file transfer to the device.

6. Boot the Oracle® Enterprise Session Border Controller using the image you just
transferred.

In the ACLI, change any boot configuration parameters that need to be changed. It is
especially important to change the filename boot parameter to the filename you used
during the SFTP process. Otherwise, your system will not boot properly.

Alternatively, from the console you can reboot to access the boot prompt and then
configure boot parameters from there.

7. Inthe ACLI, execute the save-config command in order to save your changes.
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8. Reboot the Oracle® Enterprise Session Border Controller.

9. The Oracle® Enterprise Session Border Controller runs through its loading processes and
returns you to the ACLI prompt.

System Image Filename

The system image filename is a name you set for the image. This is also the filename the boot
parameters uses when booting your system. This filename must match the filename specified
in the boot parameters. When you use it in the boot parameters, it should always start with /
boot to signify that the Oracle® Enterprise Session Border Controller is booting from the /boot
directory.

If the filename set in the boot parameters does not point to the image you want sent to the
Oracle® Enterprise Session Border Controller via SFTP, then you could not only fail to load the
appropriate image, but you could also load an image from a different directory or one that is
obsolete for your purposes. This results in a boot loop condition that you can fix by stopping
the countdown, entering the appropriate filename, and rebooting the Oracle® Enterprise
Session Border Controller.

Booting an Image on Your Oracle® Enterprise Session Border

Controller

You can either boot your Enterprise SBC from the system’s local storage or from an external
device. Both locations can store images from which the system can boot. This section
describes both booting methods.

For boot parameters to go into effect, you must reboot your Enterprise SBC. Since a reboot
stops all call processing, Oracle recommends performing tasks that call for a reboot during off-
peak hours. If your Enterprise SBCs are set up in an HA node, you can perform these tasks on
the standby system first.

< Note:

Only the local admin user can SFTP a boot image to the /boot directory.

Use the local admin user account to SFTP your boot image to the /boot directory or use a
supplementary administrator user account (such as a TACACS+ or RADIUS administrator) to
upload your boot image to the /code/images directory. Then set the Boot File parameter to
your uploaded boot file.

Boot Parameter Definitions

ORACLE

The system displays all boot parameters when you configure them after a boot interrupt. The
system hides some boot parameters from the ACLI so that you do not attempt to configure
them. If changed improperly, these parameters can cause the system to sop responding.

The following table defines each of the parameters that the system displays when you perform
configuration after a boot interrupt.
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Boot Parameter

Description

Boot File

IP Address
VLAN

Netmask
Gateway
IPv6 address

IPv6 Gateway
Host IP

FTP Username
FTP password
Flags

Target Name

Console Device

Console Baud Rate

Other

The name and path of the software image you are booting. Include the
absolute path for a local boot from the local /boot volume and for a net
boot when a path on the FTP server is needed.

IP address of wancomO.
VLAN of management network over which this address is accessed.

# Note:

VLANSs over management interfaces are
supported only on the Acme Packet
1100.

# Note:

The acquire-config command is not
supported on management interfaces
that use both VLANs and IPv6.

Netmask portion of the wancomO IP Address.
Network gateway that this wancomo interface uses.

Version 6 IP address/mask of wancomO. Configure the mask as a
forslash (/) after the address followed by the mask in number of bits.

Version 6 network gateway that this wancomO interface uses.

IP Address of FTP server from which to download and execute a
software image.

FTP server username

FTP server password

Codes that signal the system from where to boot. Also signals the
system about which file to use in the booting process. This sequence
always starts with 0x (these flags are hexadecimal).

Name of the Oracle® Enterprise Session Border Controller as it
appears in the system prompt. For example, ORACLE> or ORACLE#.
You need to know the target name if you are setting up an HA node.
This name must be unique among Oracle® Enterprise Session Border
Controllers in your network. This name can be 63 characters or less.

Serial output device type, dependent on platform. COM1 applies to
virtual serial consoles, VGA to virtual video console. VGA is the default
on VMware and KVM. COML1 is the default on OVM .

The speed in bits per second which the console port operates at. It
operates at 115200 BPS, 8 data bits, no stop bit, parity NONE.

Allows miscellaneous and deployment-specific boot settings.

Booting from Local Storage

Once you have installed an image, you can boot your Oracle® Enterprise Session Border
Controller from its local storage.

To boot from your local storage:

ORACLE
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Confirm that the boot parameters are set up correctly and make any necessary changes.

You can check the boot configuration parameters by accessing the bootparam command
from the configure terminal menu.

ORACLE# configure terminal
ORACLE# bootparam

Change any boot configuration parameters that you need to change. It is especially
important to change the file name boot configuration parameter. The file name parameter
needs to use the /boot value so that the Oracle Communications Session Border Controller
boots from the local storage.

You can boot from a different image files using the | (small letter L) option from the boot
menu prompt. This allows you to select an alternate image file when the boot file gets
corrupted. This option is available only when FIPS mode is disabled. You can view the files
in a page view when there are more than 15 files in the directories. When Oracle
Communications Session Border Controller boots over network using ftp/sftp with the
selected image file, this option does not update the boot param. This option displays image
files from both /boot and /code/images directories irrespective of R226 license.

[Acme Boot]: p

Boot File : /boot/bzImage

IP Address 1 172.44.12.89

VLAN :

Netmask : 255.255.0.0

Gateway : 172.44.0.1

IPv6 Address : 3fff:ac4:6001:0:208:25ff:£fe05:£470/64
IPv6 Gateway : 3fff:ac4:6001::ac4:6001

Host IP

FTP username
FTP password :
Flags : 0x00000040

Target Name : ORACLE
Console Device : CoM1
Console Baudrate : 115200
Other :

[Acme Boot]: ?

- print this list

- boot (load and go)

- print boot params

- change boot params

- Oracle Rescue Access sub-menu
print boot logo with version
- reboot

- list diagnostic images

- show license information

- show boot images

= n OB < 0 QT ® v
1

Boot flags:
0x02 - enable kernel debug
0x04 - disable crashdumps and enable minidump
0x10 - enable debug login
0x40 - use DHCP for wancom0
0x80 - use TFTP instead of FTP
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Acme Boot]: 1

[

1 /boot/nnTCZ000c9%4.bz

2 /boot/nnTCZ000c93.bz

3: /boot/nnTCZ000c84.bz

4: /boot/a.bz

5: /boot/b.bz

6 /boot/c.bz

7 /boot/d.bz

8: /boot/e.bz

9: /boot/f.bz

10: /code/images/nnTCZ000c94 .bz
11: /code/images/nnTCZ000c93.bz
12: /code/images/nnTCZ000c84.bz
13: /code/images/a.bz

14: /code/images/b.bz

15: /code/images/c.bz

Few more entries press c to continue or select from list to boot or any
other key to quit listing... :c

[Acme Boot]:[Boot Image]: 3

4. Reboot your Oracle Communications Session Border Controller.

5. You are be returned to the ACLI login prompt. To continue with system operations, enter
the required password information.

Setting Up Product-Type, Features, and Functionality

You enable features and functionality primarily through the Setup Entitlements task, where you
self-provision features and certain session capacities. The Oracle® Enterprise Session Border
Controller is seeded with a default feature set when you first follow the Setup Product task, and
is based on software version, the platform on which the software runs, and the product type
that you choose.

# Note:

Refer to the Self-Provisioned Entitlements and License Keys section in the Release
Notes for a list of the methods used to enable features in this release.

Initial Setup

Prior to system configuration, you must set up the product, self-provision entitlements, and
optionally install license keys to activate features as required. If you log onto an unconfigured
Oracle® Enterprise Session Border Controller, the system displays a warning message that a
valid product type is required.

Entitlement Provisioning

ORACLE

For license provisioning, Oracle groups components of the Oracle® Enterprise Session Border
Controller into the Basic License and the Advanced License.

The Basic License includes the following:

e Application Communication Protocol (ACP )
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H.323

High Availability (HA)

Intrusion Detection System (IDS) advanced

Intrusion Detection System (IDS) reporting

National Security Emergency Preparedess NSEP/RPH (GETS)
SIP Session Recording (SIPREC)

Session Initiation Protocol (SIP)

Software Secure Real-time Transport Protocol (SRTP)
Software Transport Layer Security (TLS)

The Advanced License includes the following:

Accounting
ENUM Lookup
IWF

Load Balancing
QoS

Routing

Before you begin configuring the Oracle® Enterprise Session Border Controller, you will set the
product type with the setup product command, and the features with the setup entitlements
command.

Setup Product

ORACLE

1.

< Note:

Not all of the features are available on all platforms.

Type setup product at the ACLI. If this is the first time running the command on this
hardware, the product will show as Uninitialized.

Type 1 <Enter> to modify the uninitialized product.

Type the number followed by <Enter> for the product type you wish to initialize.
Type s <Enter> to commit your choice as the product type of this platform.

Reboot your Oracle® Enterprise Session Border Controller.

ORACLE# setup product

WARNING:
Alteration of product alone or in conjunction with entitlement
changes will not be complete until system reboot
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Last Modified

1 : Product : Uninitialized
Enter 1 to modify, d' to display, 's' to save, 'g' to exit. [s]: 1

Product
1 - Session Border Controller
- Session Router - Session Stateful
- Session Router - Transaction Stateful
- Subscriber-Aware Load Balancer
- Enterprise Session Border Controller
6 - Peering Session Border Controller
Enter choice H

O w N

Enter 1 to modify, d' to display, 's' to save, 'g' to exit. [s]: s
save SUCCESS

# Note:

When configuring an HA pair, you must provision the same product type and features
on each system.

Setup Entitlements

1. Type setup entitlements at the ACLI. Currently provisioned features are printed on the
screen.

2. Type the number of the feature you wish to setup followed by pressing the <Enter> Key.
Some features are set as enabled/disabled (provisionable features), and some features
are provisioned with a maximum capacity value (provisionable capacity features). The
command will let you provision these values as appropriate.

3. Type enabled or disabled to set a provisionable feature, or type an integer value for a
provisionable capacity feature. Both input types are followed by pressing the <Enter> key.

4. Repeat steps 2 and 3 to setup additional entitlements.

5. Type d followed by the <Enter> key to review the full range of your choices. Note that
disabled entitlements display their state as blank.

6. Type s followed by the <Enter> key to commit your choice as an entitlement for your
system. After saving the value succeeds you will be returned to the ACLI.

7. Save and activate your configuration.

8. Reboot your Oracle® Enterprise Session Border Controller.

Editing and Viewing Features

ORACLE

If you are not changing the product type, and you are changing only the features, you can edit
the existing feature with the setup entitlements command. Executing this command will
display existing features before giving you the option to modify their settings.

The show entitlements command displays the currently provisioned features and controlled
features. You may also use the setup entitlements command and type d to display the current
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features. Upon first executing the setup entitlements command, all features (excluding
controlled features) are displayed on the screen.

License Keys and Self-Provisioned Entitlements Compatibility

The Oracle® Enterprise Session Border Controller continues to support any license keys
originally purchased and installed pre-self-provisioned-entitlements for enabling system
features.

The licensing and entitlements processes work with each other, as follows.
e You must use self-provisioning to enable features and session capacity on all platforms.

e Oracle only provides license keys to enable specific features and capacities not available
for self-provisioning, such as codecs and regulatory features .

< Upon migrating to self-provisioned entitlements, the system seeds the current range of
your installed license keys to the self-provisioned entitlements. The system's functionality
remains identical.

e When you upgrade to self-provisioned entitlements and then downgrade the software to an
older version that requires license keys, any pre-existing license keys will still function.

*  When you upgrade to self-provisioned entitlements and then change the functionality (such
as, adding more SIP sessions or removing a feature set), the new functionality will not be
present upon downgrade to an older version that requires license keys.

System Setup with Existing License Keys

When changing the Oracle® Enterprise Session Border Controller licensing technique from the
legacy license key method to the self-provisioned method, be aware of the following:

e After running setup product and setup entitlements, the system will be seeded with the
existing license keys' functionalities.

e When the system is seeded with its previous functionality to the provisioned entitlements
system, functionality may be changed with the setup entitlements command.

e You may notice that there are fewer entitlements than there were with license keys. This is
normal.

e After setting up self-provisioned features, the show features command will still function to
display the previously installed license keys.

Concurrent Session License Usage

ORACLE

This feature allows the Enterprise SBC to track the maximum values of it's licensed session
usage over time. Specific 'high water marks' that the system stores includes total sessions,
SRTP sessions, and transcoding Sessions on a rolling 365-day period with timestamps for
auditing purposes. This can inform the customer and Oracle if and when it has exceeded its
licensed session usage over specific windows for up to one year. You configure this feature by
setting the peak-concurrent-license parameter within the system-config.

When enabled, the Enterprise SBC writes maximum sessions count values, along with
timestamps indicating when maximum values occurred, for the applicable sessions types into
the following files every fifteen minutes:

* TotalSessions.csv
e SRTPSessions.csv
+  AMRWBSessions.csv
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* EVRCSessions.csv
 EVRCBSessions.csv
* OPUSSessions.csv
e SILKSessions.csv

« EVSSessions.csv

# Note:

If your device does not support any transcoding type or you have not added the
applicable licenses, the device does not create the applicable files and entries.

These files include rolling data for the past 365 days. The system stores these files in the /
code/peakLicenseData/ folder, which is only visible to those with admin privileges. The system
accumulates data for a year, and then drops the oldest day of data each day forward.

When the Enterprise SBC performs these session capacity checks, it compares the values you
configured for your entitlements with the numbers of all active/concurrent sessions on the
system. Each time it creates a new session, the Enterprise SBC compares the active sessions
counter with session capacity entitlements setting. If the active sessions are less than session
capacity counter, the system increments the active sessions counter by one and creates the
new session. Similarly, the system reduces the active sessions counter each time it deletes a
session, which occurs when the session state changes to “terminated”.

For the purposes of this feature, the Enterprise SBC maintains 2 key variables that it uses to
track session use high water marks:

e peakValue
e peakTimestamp

The system stores these values after polling in each of the applicable files listed above.
Whenever you run the show peak-concurrent-license-usage command or load the Peak
Concurrent License Usage widget from the GUI, the Enterprise SBC reads each line from file
and compares the current peakValue with the peakValue in the file. If the new high value is
greater than the stored value, the system updates the file with the new high. Whenever the
system updates peakValue, it also updates the peakTimestamp. After finishing reading all lines
in one file, the system dumps peakValue and peakTimestamp and repeats the same steps on
the next file.

Configuration

You configure the system to use this feature by setting the peak-concurrent-license
parameter within the system-config. No other configuration is required, and the feature is not
dependent on or affected by any other configuration. If you disable the option, the system
stops increasing and decreasing counters and stops writing to the files.

ORACLE (system-config) # peak-concurrent-license enabled

ORACLE 1-27



Chapter 1
Setting Up Product-Type, Features, and Functionality

ACLI Reporting

The Enterprise SBC displays the highest watermarks and timestamp for each data file in a
rolling 365-day period when you execute the ACLI command show peak-concurrent-license-
usage.

ORACLE# show peak-concurrent-license-usage

SessionType PeakValue TimeStamp

Total Sessions 4000 2023-03-08 06:32:22.321
SRTP Sessions 400 2023-03-08 06:15:41.225
AMRWB Sessions 100 2023-03-08 06:38:27.777
EVS Sessions 25 2023-03-08 06:25:54.330
OPUS Sessions 17 2023-03-08 06:33:06.456
SILK Sessions 90 2023-03-08 06:37:09.688
EVRC Sessions 98 2023-03-08 06:34:09.622
EVRCB Sessions 86 2023-03-08 06:26.34.786

When you enable this feature the show peak-concurrent-license-usage command displays
the highest watermark entry for each session type in a rolling 365-day period. If you disable the
feature, this command prints Feature is Disabled. If there are multiple entries with the same
value, the system displays the least recent entries.

SNMP

You can access the data captured by this feature using SNMP. The data returned by SNMP
includes a response with the timestamp on which the most recent 15-minute window collection
event occurred, and the data captured within that window. Note that you cannot retrieve the
output of the show peak-concurrent-license-usage command via SNMP.

See the MIB Guide for a detailed reference of the applicable SNMP OIDs.

HDR

You can access the data captured by this feature using the system's HDR feature. This
requires that you enable collection on the latest-peak-license-usage HDR group. This data
provided by this function is equivalent to that collected available using SNMP.

If the feature is disabled and you try to start the collection using, for example, the request
collection start latest-peak-license-usage command, the system throws the following Error,
does not create the applicable CSV files and does not attempt to write any of this data.

ORACLE# request collection start latest-peak-license-usage
Conflict

% ERROR: Collection not started because peak-concurrent-license flag is
disabled

ORACLE

See the HDR Guide for a detailed reference of the applicable HDR output files.

Adding and Deleting License Keys

Certain features may only be enabled with license keys, like royalty-based codecs. The
following guidelines apply to these license keys:
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« Each license key is bound to a specific Oracle® Enterprise Session Border Controller by
serial number.

e Multiple license keys can be active on the same Oracle® Enterprise Session Border
Controller simultaneously.

« If a feature is covered by more than one license key, the latest expiration date applies.
* You can activate and deactivate license keys in real time.

You can request license keys via the License Codes website at http://www.oracle.com/us/
support/licensecodes/acme-packet/index.html

# Note:

For a list of features enabled with license keys in your software, see the Feature
Entitlements section in your version of the Release Notes.

License Key Expiration

When a license expires, you are no longer able to use the features associated with it. The
Oracle® Enterprise Session Border Controller automatically disables all associated
functionality.

To avoid a license unexpectedly expiring and therefore potentially disrupting service, you
should track expiration dates and renew licenses well in advance of expiration.

Expired licenses appear in the show features command until you delete them, although you
cannot use those features. Deleting an expired license requires that you take the same steps
as you do for deleting a valid one.

Add a License Key

ORACLE

Once you have obtained a license key, you can add it to your Oracle® Enterprise Session
Border Controller and activate it.

1. Access the license configuration element.

ORACLE# configure terminal
ORACLE (configure) # system
ORACLE (system) # license
ORACLE (license) #

2. Using the add command and the license key you received from Oracle, add the license to
your Oracle® Enterprise Session Border Controller.

ORACLE (license) # add sl25039pvtghasdv2r2jcloaen9e0lo21lbldmh3

# Note:

Do not type done after you add the license. If you do, the system will return an
error.

3. You can check that the license has been added by using the ACLI show command within
the license configuration.
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# Note:

Do not type done before exiting the license configuration element.

4. Type exit until you return to the top-level superuser prompt.

ORACLE (license) # exit
ORACLE (system) # exit
ORACLE (configure) # exit
ORACLE#

5. Perform a save- and activate- on the configuration.

ORACLE# save-config
checking configuration

Results of config verification:
0 configuration error

Save-Config received, processing.

waiting for request to finish

Request to 'SAVE-CONFIG' has Finished,

Save complete

Currently active and saved configurations do not match!
To sync & activate, run 'activate-config' or 'reboot activate'.
ORACLE# activate-config

Activate-Config received, processing.

waiting for request to finish

Setting phy on Slot=0, Port=0, MAC=00:08:25:22:81:B0,
VMAC=00:08:25:22:81:B0

Setting phy on Slot=0, Port=1, MAC=00:08:25:22:81:B1,
VMAC=00:08:25:22:81:B1

Request to 'ACTIVATE-CONFIG' has Finished,

Activate Complete

Delete a License Key

ORACLE

You can delete a license from your Oracle® Enterprise Session Border Controller, including
licenses that have not expired. If you want to delete a license that has not expired, you need to
confirm the deletion.

To delete a license from the Oracle® Enterprise Session Border Controller:

1. Access the license configuration element.
ORACLE# configure terminal
ORACLE (confiqure) # system
ORACLE (system) # license
ORACLE (license) #

2. Type no and press Enter. A list of possible licenses to delete appears.
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Type the number corresponding to the license you want to delete and press Enter.
selection:1
If the license has not expired, you will be asked to confirm the deletion.

Delete unexpired license [y/n]?: y
ORACLE (license) #

# Note:

Do not type done before leaving the license configuration element.
Type exit until you return to the top-level superuser prompt.

ORACLE (license) # exit
ORACLE (system) # exit
ORACLE (configure) # exit
ORACLE#

Perform a save- and activate- on the configuration.

ORACLE# save-config
checking configuration

Results of config verification:
0 configuration error

Save-Config received, processing.

waiting for request to finish

Request to 'SAVE-CONFIG' has Finished,

Save complete

Currently active and saved configurations do not match!
To sync & activate, run 'activate-config' or 'reboot activate'.
ORACLE# activate-config

Activate-Config received, processing.

waiting for request to finish

Setting phy on Slot=0, Port=0, MAC=00:08:25:22:81:B0,
VMAC=00:08:25:22:81:B0

Setting phy on Slot=0, Port=1, MAC=00:08:25:22:81:B1,
VMAC=00:08:25:22:81:B1

Request to 'ACTIVATE-CONFIG' has Finished,

Activate Complete
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View Installed Features, Entitlements, and Licenses

Use the show entitlements command to display all self-provisioned entitlements and features
enabled with license keys.

ORACLE# show entitlements
Provisioned Entitlements:

Session Border Controller Base : enabled
Session Capacity : 16000
Accounting : enabled

IPv4d - IPv6 Interworking
IWF (SIP-H323)

Load Balancing : enabled
Policy Server : enabled
Quality of Service : enabled
Routing : enabled

SIPREC Session Recording
Admin Security
IMS-AKA Endpoints
IPSec Trunking Sessions
MSRP B2BUA Sessions
SRTP Sessions

O O O O

Keyed (Licensed) Entitlements

LI

Transcode Codec AMR (25 AMR transcoding sessions)
Transcode Codec EVRC (25 EVRC transcoding sessions)
Transcode Codec Opus (25 OPUS transcoding sessions)
Transcode Codec SILK (25 SILK transcoding sessions)

Use the show features to display currently active features on the system. This command
shows the union of features enabled with license keys and with the self-provisioning method.

ORACLE# show features
Total session capacity: 16000

Enabled features:
16000 sessions, SIP, H323, Q0S, ACP, Routing, Load Balancing,
Accounting, High Availability, LI, External BW Mgmt,
External CLF Mgmt, External Policy Services, ENUM, NSEP RPH,
Transcode Codec AMR (25 AMR transcoding sessions),
Transcode Codec EVRC (25 EVRC transcoding sessions), IDS,
IDS Advanced,
Transcode Codec Opus (25 OPUS transcoding sessions),
Transcode Codec SILK (25 SILK transcoding sessions)

Use the licenses' show command to see all features enabled by license keys.

ORACLE (license) # show

License #1: 16000 sessions, SIP, LI,
Transcode Codec AMR (25 AMR transcoding sessions),
Transcode Codec EVRC (25 EVRC transcoding sessions),
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Transcode Codec Opus (25 OPUS transcoding sessions),

Transcode Codec SILK (25 SILK transcoding sessions)

expires at 06:28:15 Feb 07 2020
installed at 17:08:15 May 08 2030

# Note:

Examples in this section are provided for illustration and may not reflect all available

features on your system.

Setup Features on an HA Pair

An HA pair requires that you set up identical features on both systems during the same service
window. Peers with mismatched features may exhibit unexpected behavior. You should

ORACLE

carefully confirm system synchronization at every step.

This procedure uses the designations system-1 as the original active and system-2 as the

original standby.

1. Confirm that system-1 and system-2 are healthy and synchronized. First check system
health with the show health command on both systems to confirm they are in identical

states and healthy.

*  Verify that both systems are in identical health with all processes synchronized with the

show health command.

< Note:

The following examples may not accurately portray your Oracle
Communications product and version combination.

ORACLE-1# show health

Media Synchronized

SIP Synchronized

REC Synchronized

MGCP Synchronized

H248 Synchronized

XSERV Synchronized
Config Synchronized
Collect Synchronized
RADIUS CDR Synchronized
Rotated CDRs Synchronized
IPSEC Synchronized

Iked Synchronized

Active Peer Address

Redundancy Protocol Process (v3):
State

Active
Health
Lowest Local Address

true
true
disabled
disabled
disabled
disabled
true
disabled
true
true
true
disabled

100
169.254.1.2:9090
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1 peer(s) on 2 socket(s):
system-2: v3, Standby, health=100, max silence=1050
last received from 169.254.1.1 on wancoml:0

ORACLE-2# show health

Media Synchronized true

SIP Synchronized true

REC Synchronized disabled
MGCP Synchronized disabled
H248 Synchronized disabled
XSERV Synchronized disabled
Config Synchronized true
Collect Synchronized disabled
RADIUS CDR Synchronized true
Rotated CDRs Synchronized true
IPSEC Synchronized true
Iked Synchronized disabled
Active Peer Address 169.254.2.2

Redundancy Protocol Process (v3):

State

Standby
Health 100
Lowest Local Address 169.254.1.1:9090

1 peer(s) on 2 socket(s):
system-1: v3, Active, health=100, max silence=1050
last received from 169.254.2.2 on wancom2:0

Next, confirm that both the saved and running configurations across both systems are at
the same version number. The following example verifies that system-1 and system-2 all
share version 5 of their current and running configurations. If the configurations are out of
sync, use the save-config and activate-config commands to fix this.

«  Verify that the current configurations are in sync on both system-1 and system-2 with
the display-current-cfg-version command.

ORACLE-1# display-current-cfg-version
Current configuration version is 5

ORACLE-2# display-current-cfg-version
Current configuration version is 5

e Verify that the running configurations are in sync on both system-1 and system-2 with
the display-running-cfg-version command.

ORACLE-1# display-running-cfg-version
Running configuration version is 5

ORACLE-2# display-running-cfg-version
Running configuration version is 5

2. Self-provision features on system-1 with the setup entitlements command. This
procedure is explained in the Setup Entitlements task, but DO NOT reboot the system at
this point.
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Save and activate the configuration on system-1.

ORACLE-1# save-config

checking configuration

Save-Config received, processing.

waiting for request to finish

Request to 'SAVE-CONFIG' has Finished,

Save complete

Currently active and saved configurations do not match!
To sync & activate, run 'activate-config' or 'reboot activate'.
ORACLE-1# activate-config

Activate-Config received, processing.

waiting for request to finish

Request to 'ACTIVATE-CONFIG' has Finished,

Activate Complete

Install License-key enabled features on system-1 with the licenses configuration element.
This procedure is explained in the Add a license task, but DO NOT reboot the system at
this point. Perform a save- and activate- as performed in the previous step.

Repeat steps 2 and 4 on system-2, with the exception of saving and activating on
system-2. Saving and activating is not relevant on a system that is currently a standby. The
system synchronization process include synchronizing configuration changes.

At the end of this step, identical features are installed, synchronized, and verified both
system-1 and system-2.

Confirm once again that system-1 and system-2 are synchronized exactly as you did in
step 1.

Reboot the standby system-2.

ORACLE-2# reboot

Wait for system-2 to startup and synchronize, then confirm that system-1 and system-2 are
fully synchronized as explained in step 1.

Trigger a switchover from system-1 so that the standby system transitions to active, and
vice-versa.

ORACLE-1# notify berpd force

Wait while system-2 transitions to the active state, then confirm that system-1 and
system-2 are fully synchronized as explained in step 1.

Reboot the newly-standby system-1.
ORACLE-1# reboot
Wait for system-1 to complete rebooting, then confirm that system-1 and system-2 are fully

synchronized as explained in step 1.

At this point both systems should be healthy, synchronized, and contain identical feature
configurations.

If desired, trigger a switchover between the two systems in the HA node so the originally
active system (system-1) assumes the active role again.
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About the Installation Wizard

The Oracle® Enterprise Session Border Controller (Enterprise SBC) installation Wizard allows
you to install basic system elements, including the Web GUI, by answering a series of
guestions. All questions provide a default value that you can accept to enable reliable and
consistent system connectivity. After completing the installation Wizard, you can use the Web
GUI to configure the Enterprise SBC.

Run Setup

ORACLE

The wizard installs the following elements.

Management IP address and Gateway IP address
Web GUI
High Availability settings

Enterprise SBC access setting

Use the following procedure to run the Installation Wizard to configure the Web Server and
setup the Web GUI.

1.

In Superuser mode, type run setup, and press Enter.

ORACLE# run setup

< Note:

The run setup quiet command, which enables a less verbose presentation, also
launches the Installation Wizard.

The following displays.

Thank you for purchasing the Oracle SBC. The following
short wizard will guide you through the initial set-up.

CONFIGURATION

WARNING: Proceeding with wizard will result in existing configuration
being erased.
Erase config and proceed (yes/no) [no]

You can use:
e ‘2" key to obtain query-specific help

e ‘" key to clear the field of the current setting.
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* ‘g’ key to exit the wizard at any location in the setup process. Initiating the q displays
the following prompt:

Discarding changes and quitting wizard. Are you sure? [y/n]?:

Enter y to discard any changes and quit the installation wizard. The root prompt
displays.

A “Warning” displays stating that using the wizard can overwrite the existing running
configuration. If you want to back out of the setup process and not overwrite the current
running configuration, you can enter q or enter No at the Erase config and proceed
prompt. The root prompt displays.

2. Enter yes at the prompt to continue the setup process, and press Enter.

Erase config and proceed (yes/no) [no] :yes

The following displays.

Configuration will be backed up as

bkup setup wizard <MMM> <DD> <YY> <HH> <MM> <SSS>.gz

'-'" = Previous; '?' = Help; '.' = Clear; 'q' = Exit

GUI ACCESS

If you want to allow GUI to access this SBC, enable this setting
Enable Web GUI (yes/no) [yes]

You can use:

‘-’ key to navigate to the previous step in the setup process, if required, and change your
response.

3. Type yes, and press Enter. Or type no to disable the Web GUI, and press Enter.

Enable Web GUI with HTTP connection. (yes/no) [yes] :yes

The following displays.

WEB GUI MODE
Choose which mode to enable for the web GUI
Web GUI Mode
1 - basic
2 - advanced
Enter choice [1 - basic]

Set Up High Availability Mode

Use the following procedure to configure High Availability (HA) on a primary and secondary
Oracle® Enterprise Session Border Controller (Enterprise SBC).

Confirm that you own an HA license.
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In the following procedure, enter y to discard any changes and quit the installation wizard. The
root prompt displays.

The wizard displays a warning stating that using the wizard can overwrite (erase) the existing
running configuration. If you want to back out of the setup process and not overwrite the
current running configuration, you can enter g or enter No at the Erase config and proceed
prompt. The root prompt displays.

# Note:

For HA environments, running setup on the secondary system is also required to set
the wancomO address and secondary targetname. The targethname must match the
same secondary targetname specified on the primary system.

To configure the primary Enterprise SBC for HA :

1.

In Superuser mode, type run setup , and press Enter.
ORACLE# run setup

Type yes to continue the setup process, and press Enter.

Type either yes or no to enable or disable the Web GUI, and press Enter.
Enable Web GUI (yes/no) [yes] ryes
Type 2 to configure an HA device, and press Enter.

Enter choice [1 - standalone] 12

The system displays the following:

If this SBC is the primary, enter the configuration. If it is the
secondary, you can import settings from the primary.
SBC role
1. primary
2. secondary
Enter choice [l-primary]

Enter 2, and press Enter.

Enter choice [l-primary] 12

The system displays the following:

SBC SETTINGS
Unique target name of this SBC [<NN-ESD name>]
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Type a unique target name for the NN-ESD (or keep the default in [ ]), , and press
Enter.

Unique target name of this SBC [NNESD1] :NNESD2

The system displays the following:

SBC SETTINGS
IP address on management interface [<SBC IP address>]

# Note:

The Installation Wizard provides default IP addresses for the HA primary and
secondary peers (Redundancy interface address and Peer IP address ). These
default addresses are link-local addresses as specified in RFC 3927, Dynamic
Configuration of IPv4 Link-local addresses.

Type the IP address on the management interface of the secondary Web Server (or
keep the default in [ ]), , and press Enter.

IP address on management interface [<SBC IP address>] : 164.30.85.52

The system displays the following:

Subnet mask [255.255.0.0]

Type the subnet mask of the secondary Web Server (or keep the default in [ ]), , and
press Enter.

Subnet mask [255.255.0.0] : 255.255.0.0

The system displays the following:

Gateway IP address [164.30.0.1]

Type the gateway IP address of the secondary Web Server (or keep the defaultin []), and
press Enter.

Gateway IP address [<SBC gateway address>] : 164.30.0.1

The system displays the following:

AUTOMATIC CONFIGURATION
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Acquire config from the Primary (yes/no) [yes]

Type y for the secondary Web Server to acquire the configuration from the primary Web
Server during switchover, and press Enter.

Acquire config from the Primary (yes/no) [yes] y

The system displays the following:

-- Summary view —-—-—--------mmmm e
GUI ACCESS
1: Enable Web GUI (yes/no) . yes
WEB GUI MODE
2 : Web GUI Mode
HIGH AVAILABILITY

3 : SBC mode : high availability
4 : SBC role : secondary
SBC SETTINGS
7 : Unique target name of this SBC : NNESD2
8 : IP address on management interface : 164.30.85.52
9 : Subnet mask : 255.255.0.0
10: Gateway IP address : 164.30.0.1
AUTOMATIC CONFIGURATION
11: Acquire config from the Primary (yes/no) 1 yes
PEER CONFIGURATION
13: Peer target name : N/A

Enter 1 - 16 to modify, 'd' to display summary, 's' to save, 'q' to exit.

[s]:

Type s to save the configuration, and press Enter. Or, Select an item number from the
summary view to modify the value for that item. Or, type q to exit the installation wizard.

Enter 1 - 16 to modify, 'd' to display summary, 's' to save, 'g' to exit.
[s] s

The system displays the following:

Saving changes and quitting wizard. Are you sure? [y/n]?

Type y to verify you want to save the configuration, and press Enter.

he system displays the following:

Running configuration is backed up as

'bkup setup wizard Mar 7 13 58 26 545.gz'
kkkhkhkkhhkhkhkhkhhrkhhhkhhkhhrkhhhkhhkhhrhhkhhhkhkhrkhkhkrhkhkhkhkrxkhkhxhxkhx*k
Deleting configuration

Erase-Cache received, processing.
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waiting 1200 for request to finish

Request to 'ERASE-CACHE' has Finished,

Erase-Cache: Completed

Request to 'RESTORE-CONFIG' has Finished,

Restore Backup Completed Successfully

checking configuration

Save-Config received, processing.
waiting for request to finish

Request to 'SAVE-CONFIG' has Finished,

Save complete

Currently active and saved configurations do not match!
To sync & activate, run 'activate-config' or 'reboot activate'.
Verification successful! No errors nor warnings in the configuration
Activate-Config received, processing.
waiting for request to finish
Request to 'ACTIVATE-CONFIG' has Finished,
Activate Complete

-- Saved configuration. ---------------——---mmm—
GUI ACCESS
1: Enable Web GUI (yes/no) 1 yes

WEB GUI MODE

2 : Web GUI Mode
HIGH AVAILABILITY

3 : SBC mode : high availability
4 : SBC role : secondary
SBC SETTINGS
7 : Unique target name of this SBC : NNESD2
8 : IP address on management interface : 164.30.85.52
9 : Subnet mask : 255.255.0.0
10: Gateway IP address : 164.30.0.1
AUTOMATIC CONFIGURATION
11: Acquire config from the Primary (yes/no) . yes
PEER CONFIGURATION
13: Peer target name : N/A

You may access the GUI via http://164.30.85.52:80/ after reboot.

You have completed the Installation Wizard.

Run the Installation Wizard on the secondary peer of the HA pair.

Configuration Assistant Operations

ORACLE

When you first log on to the Oracle® Enterprise Session Border Controller (Enterprise SBC),
the system requires you to set the configuration parameters necessary for basic operation. To
help you set the initial configuration with minimal effort, the Enterprise SBC provides the
Configuration Assistant. The Configuration Assistant, which you can run from the Web GUI or
the Acme Command Line Interface (ACLI), asks you questions and uses your answers to set
various parameters for managing and securing call traffic. You can use the Configuration
Assistant for the initial set up as well as for subsequent changes that you want to make to the
basic configuration.

The Enterprise SBC provides many additional configuration and management capabilities,
which do not require configuration to get the system running. You can set the additional
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functions to fit your deployment needs through the ACLI Configuration tree after running the
Configuration Assistant.

Topics:

e The Configuration Assistant Work Flow

*  Configuration Assistant ACLI Navigation Commands

The Configuration Assistant Work Flow

ORACLE

The Oracle® Enterprise Session Border Controller (Enterprise SBC) Configuration Assistant
guides you through the minimum number of steps necessary to make the software operational
on the Enterprise SBC. Each step requires you to enter information or make a choice based on
the configuration template that you choose before beginning the configuration work flow.

While the steps displayed in the work flow may vary from one template to another, the behavior
and process for using the Configuration Assistant is consistent. Regardless of the template you
choose, the Configuration Assistant informs you of any prerequisites that you need to address
and allows you to review the configuration and make changes before you Activate the
configuration. Go to https://www.oracle.com/technical-resources/documentation/acme-
packet.html and see "Configuration Assistant Templates" to get detailed instructions for each
template available.

# Note:

In the ACLI, the Configuration Assistant work flow uses the word "deployment" to
mean "template”.

The process for using the Configuration Assistant includes the following steps.

Acquire a Template to Use

You can get templates from the following sources:
e Included in the software image.
* Upload a configuration from another Enterprise SBC and save it locally.

* Download the latest Oracle Template Package from Oracle and save it locally. Use this
method to get updated templates. Available as a compressed file (template-
package.tar.gz), the download overwrites the existing templates and re-populates the
Select a PBX Template and SIP Template lists. Using SFTP, save the template package
to /code/configAssistantUploads.

Save the acquired template or package locally. You will select it in the Select a Deployment
step.

Launch the Configuration Assistant

Caution:

Running the Configuration Assistant removes all of the configuration on the
Enterprise SBC, including the High Availability (HA) configuration. You must
reconfigure HA after running the Configuration Assistant.
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Log on to the Enterprise SBC using the ACLI and type run configuration-assistant. The
system displays the list of available deployments (templates).

Select a Template or Configuration for Deployment

When the Configuration Assistant prompts you to select a deployment, it displays the list of
PBX side templates first followed by the list of SIP Trunk side templates. Select a PBX
template and then select the corresponding SIP Trunk template. To select a template, type the
number of the template that you want to use and press Enter.

After you select the templates and press Enter, the Configuration Assistant displays any
Warnings, Prerequisites, and Recommendations that you might need to address before
proceeding.

Configure the Prerequisites

The template you select may require prerequisites to complete before performing the
configuration. When the system detects prerequisites that you need to address, the
Configuration Assistant lists them. If setting any of the prerequisites requires a reboot, the
system displays a confirmation message about the need to reboot. Type y to reboot.

After the reboot the Configuration Assistant re-starts with the most recently selected template
and allows you to proceed with the configuration, if all the prerequisites are satisfied. If not, the
Configuration Assistant displays the list again and the process repeats.

# Note:

If you Quit before the reboot, the Configuration Assistant closes. When you open the
Configuration Assistant again, in either the current session or a new one, the system
displays a reminder to reboot.

Perform the Configuration

The configuration work flow starts after you complete the prerequisites and the system reboots.
As you complete each section of the work flow, the Configuration Assistant displays the next
section.

A typical work flow begins with configuring the PBX side followed by the SIP Trunk side. You
must complete all of the sections for a new configuration. In an existing configuration, you can
move through the sections without changing anything to get go to a section that you want to
edit.

Review the Configuration

After you complete last step, the Configuration Assistant, displays the Summary page. From
the Summary page, you can go back to edit any of the preceding sections. See Configuration
Assistant ACLI Navigation Commands.

If you chose CSR as the certificate provisioning type, the Configuration Assistant displays the
Certificate Signing Request with the Summary. Copy or download the CSR and send it to the
Certificate Authority.

Apply the Configuration

When you are ready to Save and Activate the configuration, type s and press Enter. The
Configuration Assistant displays the Epilogue page, which may list actions you need to perform
for the PBX side, the SIP Trunk side, or both sides before applying the configuration. After you

1-43



Chapter 1
User Accounts

resolve any outstanding PBX or SIP Trunk actions, the Configuration Assistant displays a
confirmation message.

»  First-time configuration (new Enterprise SBC)—The Configuration Assistant displays the
Apply Confirmation message. Type y, and press Enter. The system applies the
configuration and restarts.

*  Previous configuration—The Configuration Assistant displays the Apply Confirmation
message. Type y, and press Enter. The system erases the previous configuration, applies
the new configuration, and restarts.

Address the Post-Configuration Tasks

« If you chose CSR as the certificate provisioning type, import the certificate after the system
restarts. The name of the certificate-record must be the name of the downloaded file minus
the .csr extension. For example, suppose the downloaded CSR file name is
TeamsCSR.csr. The name to enter in the certificate-record configuration is TeamsCSR.

e Optional—If you want to customize your Enterprise SBC deployment, you can access
more configuration objects from the ACLI navigation tree. (Configuration, Monitor and
Trace, Widgets, and System)

Configuration Assistant ACLI Navigation Commands

Use the following commands to navigate the within the Configuration Assistant while using the
Acme Command Line Interface (ACLI).

-—Previous

?—Help. Highlight a parameter and type ? to see a description or requirement of the
parameter. For example,for Realm Name the Help states that the realm name must be unique.

.—Clear

q—Quit

d—Display Summary
s—Save

g—Display the configuration

<integer>—The Configuration Assistant numbers each parameter in the template. To edit a
parameter, enter its number and press Enter.

User Accounts

In addition to the two factory accounts user and admin, you may also authenticate using local
accounts, RADIUS, or TACACS+.

Named SSH Keys

ORACLE

SSH authorized keys take precedence over other authentication methods and account types.
For example, if an administrator imported Alice's SSH key into the admin class, then Alice can
authenticate with ssh alice@10.0.0.1 whether or not a local account, TACACS+ account, or
RADIUS account exists. Moreover, if a local account, TACACS+ account, or RADIUS account
named alice exists in the user class but Alice's SSH authorized-key exists in the admin class,
Alice can still authenticate as an administrator because SSH keys take precedence over other
authentication methods and account types. Conversely, if Alice's SSH key were imported into
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the user class but a local account, TACACS+ account, or RADIUS account in the admin class
were created for Alice, she would by default log in as an ordinary user and not as an
administrator. This happens because SSH clients usually try public key authentication before
attempting password-based authentication. To authenticate using password-based
authentication when public key authentication is an option, use the -o option:

ssh -o PubkeyAuthentication=no alice@10.0.0.1

SSH authorized keys also take precedence over the default factory accounts. If you disable the
factory accounts but import an SSH key as the admin user, you can still authenticate with ssh
admin@10.0.0.1 even when factory accounts are disabled.

When removing a user from a system, remember to remove any nhamed SSH keys.

Local User Accounts

The Enterprise SBC comes with two local, factory accounts for access. System administrators
may create additional local accounts for each user or administrator who needs to access the
Enterprise SBC. Local accounts ensure your ability to audit an individual's activity on the
Enterprise SBC.

When creating local accounts, you must specify the username and the user class. Usernames
must be unique, and neither user nor admin may be used.

There are two user classes: user and admin. Local accounts in the user class have the same
access level as the factory user account, and local accounts in the admin class have the same
access level as the factory admin account.

After a second administrator account has been created, you may disable the factory user and
admin accounts. The Enterprise SBC requires at least one administrator account. Only
administrators may delete accounts, and administrators may not delete their own account. Use
the command factory-accounts to disable or re-enable the factory accounts.

The file c1i.audit.log records the timestamp, the local account name, the connecting IP
address, and the command run by any user or administrator.

2020-10-01 15:35:06.530 TaskID: 0Oxab7¢8710, admin@10.2.2.7 : 'show users'
2020-10-01 15:36:14.112 TaskID: Oxab7c¢8710, alice@10.2.2.8 : 'show users'

Local Accounts and TACACS+

When the tacacs-authentication-only attribute is enabled in the security configuration
element or when the Admin Security entititement is enabled, authentication to a local account
changes when TACACS+ is configured. If a TACACS+ server is configured and available, then
authentication uses TACACS+ and the Enterprise SBC rejects attempts to authenticate to local
accounts. If a TACACS+ server is configured but unavailable, the Enterprise SBC allows
authentication to local accounts. This ensures that, when TACACS+ is configured,
authentication to local accounts is only possible when the TACACS+ server is down. If no
TACACS+ server is configured, local accounts are accessible.
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Manage Local Accounts

ORACLE

Use the 1ocal-accounts command to create, delete, or modify individual accounts. Use the
factory-accounts command to disable or re-enable the default user and admin accounts.

Create a Local Account

The syntax to add a local account:

local-accounts add <username> <class>

Usernames must start with a lower case letter or an underscore; use only lower case letters,
digits, underscores, or dashes; and not exceed 31 characters. The two options for <class> are
user and admin.

1. Create an account.
To create an account for a user named Jamie:

ORACLE# local-accounts add jamie user

To create an account for an administrator named Jamie:
ORACLE# local-accounts add jamie admin

2. Enter and confirm the password for the new account.

3. Save and activate the configuration.

Modify the Password of a Local Account

Local administrator accounts may change the password of any local account, but they may not
change the password of the factory default accounts.

The syntax to change the password of a local account:

local-accounts change-password <username>

1. Log in as an administrator.

2. Usethe local-accounts command to change the password of a local account.
local-accounts change-password jamie

3. Enter the current password for that local account.
4. Enter and confirm a new password for that local account.

The Enterprise SBC saves and activates the configuration.

Reset a Local Account Password

The syntax to reset a local account password:

local-accounts reset <username>

1-46



ORACLE

3.
4.
5

Chapter 1
User Accounts

Log in as an administrator.
Reset a user's password by creating a temporary password.
ORACLE# local-accounts reset Jjamie

Confirm you want to reset the local account password.
Enter and confirm the temporary password for that user.

Communicate the temporary password to that user.

The Enterprise SBC saves and activates the configuration.

The Enterprise SBC will force the user jamie to choose a new password the next time that
user logs in.

Delete a Local Account

The syntax to delete a local account:

local-accounts delete <username>

Log in as an administrator.

Delete the account.
ORACLE# local-accounts delete jamie

Confirm you want to delete the account.
Save and activate the configuration.

Delete any saved authorized keys for that user.
ORACLE# ssh-key authorized-key delete jamie
Use the show users command to display active sessions.

ORACLE# show users

Index remote-address IdNum duration type state User
2 10.0.0.1:59378 7849 00:01:46 ssh priv *

admin
1 10.0.0.1:59373 7842 00:01:57 ssh user

jamie
0 127.0.0.1 2701 04:17:39 console user

Kill any active sessions of the old user.
ORACLE# kill ssh 1

Killing ssh session [1]
Successfully killed session [ssh-jamie@10.0.0.1] at index[1]
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Viewing Local Accounts

To view the local accounts on the Enterprise SBC, use the show configuration local-
accounts command.

ORACLE# show configuration local-accounts
local-accounts

user-name jamie
user-class user
user-password KKK KKK
last-modified-by admin@10.0.0.1
last-modified-date 2020-09-28 17:11:38
ORACLE#
# Note:

The local-accounts argument to the show command must be written out in full.

Disable the Default Accounts

If you have created a second administrator account, you can disable the default user and
admin accounts.

1. Log in as an administrator.

2. Runthe factory-accounts command.
ORACLE# factory-accounts disable

3. Save and activate the configuration.

Re-enable the Default Accounts
If you have disabled the default user and admin accounts, you can re-enable them.

1. Runthe factory-accounts command.
ORACLE# factory-accounts enable

2. Save and activate the configuration.

RADIUS Authentication

ORACLE

A security feature that extends beyond the designation of ACLI User and Superuser privileges,
the User Authentication and Access control feature supports authentication using your
RADIUS server(s). In addition, you can set two levels of privilege, one for all privileges and
more limited set that is read-only.

User authentication configuration also allows you to use local authentication, localizing security
to the Enterprise SBC ACLI log-in modes. These modes are User and Superuser, each
requiring a separate password.

The components involved in the RADIUS-based user authentication architecture are the
Enterprise SBC and your RADIUS server(s). In these roles:
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* The Enterprise SBC restricts access and requires authentication via the RADIUS server;
the Enterprise SBC communicates with the RADIUS server using either port 1812 or 1645,
but does not know if the RADIUS server listens on these ports

*  Your RADIUS server provides an alternative method for defining Enterprise SBC users and
authenticating them via RADIUS; the RADIUS server supports the VSA called
ACME_USER_CLASS, which specifies what kind of user is requesting authentication and
what privileges should be granted. Supported values are admin or user, and must be
lowercase.

The Enterprise SBC also supports the use of the Cisco Systems Inc.™ Cisco-AVPair vendor
specific attribute (VSA). This attribute allows for successful administrator login to servers that
do not support the Oracle authorization VSA. While using RADIUS-based authentication, the
Enterprise SBC authorizes you to enter Superuser mode locally even when your RADIUS
server does not return the ACME_USER_CLASS VSA or the Cisco-AVPair VSA. For this VSA,
the Vendor-ID is 1 and the Vendor-Type is 9. The list below shows the values this attribute can
return, and the result of each:

*  shell:priv-lvi=15—User automatically logged in as an administrator

e shell:priv-lvi=1—User logged in at the user level, and not allowed to become an
administrator

* Any other value—User rejected

When RADIUS user authentication is enabled, the Enterprise SBC communicates with one or
more configured RADIUS servers that validates the user and specifies privileges. On the
Enterprise SBC, you configure:

*  What type of authentication you want to use on the Enterprise SBC

e If you are using RADIUS authentication, you set the port from which you want the
Enterprise SBC to send messages

* If you are using RADIUS authentication, you also set the protocol type you want the
Enterprise SBC and RADIUS server to use for secure communication

Although most common set-ups use two RADIUS servers to support this feature, you are
allowed to configure up to six. Among other settings for the server, there is a class parameter
that specifies whether the Enterprise SBC should consider a specific server as primary or
secondary. As implied by these designation, the primary servers are used first for
authentication, and the secondary servers are used as backups. If you configure more than
one primary and one secondary server, the Enterprise SBC will choose servers to which it
sends traffic in a round-robin strategy. For example, if you specify three servers are primary,
the Enterprise SBC will round-robin to select a server until it finds an appropriate one; it will do
the same for secondary servers.

The VSA attribute assists with enforcement of access levels by containing one of the three
following classes:

e None—All access denied
e User—Monitoring privileges are granted; your user prompt will resemble ORACLE>

e Admin—All privileges are granted (monitoring, configuration, etc.); your user prompt will
resemble ORACLE#

After it selects a RADIUS server, the Enterprise SBC initiates communication and proceeds
with the authentication process. The authentication process between the Enterprise SBC and
the RADIUS server takes place using one of three methods, all of which are defined by RFCs:
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Protocol RFC

PAP (Password Authentication Protocol) B. Lloyd and W. Simpson, PPP Authentication
Protocols, RFC 1334, October 1992

CHAP (Challenge Handshake Authentication B. Lloyd and W. Simpson, PPP Authentication

Protocol) Protocols, RFC 1334, October 1992

W. Simpson, PPP Challenge Handshake
Authentication Protocol (CHAP), RFC 1994, August
1996

MS-CHAP-V2 G. Zorn, Microsoft PPP CHAP Extensions, Version
2, RFC 2759, January 2000

# Note:

MS-CHAP-V2 support includes authentication only; password exchange is not
supported or allowed on the Enterprise SBC.

RADIUS
SERVER

NetdNet SD client and the RADIUS server
communicate over either port 1645 or port
1812 and one of these authentication
methods: PAP, CHAP MS-CHAP-V2

PAP Handshake

For PAP, user credentials are sent to the RADIUS server include the user name and password
attribute. The value of the User-Password attribute is calculated as specified in RFC 2865.

PAP Client Request Example

Radius Protocol
Code: Access Request (1)
Packet identifier: 0x4 (4)
Length: 61
Authenticator: 0x0000708D00002C5900002EB600003F37
Attribute value pairs
t:User Name(l) 1:11, value:”TESTUSER1”
User-Name: TESTUSERI1
t:User Password (2) 1:18, value:739B3A0F25094E4B3CDA18AB6OEBIES
t:NAS IP Address(4) 1:6, value:168.192.68.8
Nas IP Address: 168.192.68.8(168.192.68.8)
t:NAS Port(5) 1:6, value:118751232
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PAP RADIUS Response

Radius Protocol

Code: Access Accept (2)

Packet identifier: 0x4 (4)

Length: 20

Authenticator: 0x36BD589C1577FD11E8C3B5BB223748

CHAP Handshake

When the authentication mode is CHAP, the user credentials sent to the RADIUS server
include “username,” “CHAP-Password,” and “CHAP-Challenge.” The “CHAP-Password”
credential uses MD-5 one way. This is calculated over this series of the following values, in this
order: challenge-id (which for the Oracle® Enterprise Session Border Controller is always 0),
followed by the user password, and then the challenge (as specified in RFC 1994, section 4.1).

CHAP Client Request Example

Radius Protocol

Code: Access Request (1)
Packet identifier: 0x5 (5)
Length: 80
Authenticator: 0x0000396C000079860000312A00006558
Attribute value pairs

t:User Name(l) 1:11, value:”TESTUSER1”

User-Name: TESTUSERI1

t:CHAP Password (3) 1:19, value:003D4B1645554E881231ED7A137DD54FBF
:CHAP Challenge (60) 1:18, value: 000396C000079860000312A00006558
t:NAS IP Address(4) 1:6, value:168.192.68.8

Nas IP Address: 168.192.68.8(168.192.68.8)
t:NAS Port(5) 1:6, value:118751232

o+

CHAP RADIUS Response

Radius Protocol

Code: Access Accept (2)

Packet identifier: 0x4 (4)

Length: 20

Authenticator: 0x3BES89EED1B43D91D80EB2562E9D65392

MS-CHAP-v2 Handshake

When the authentication method is MS-CHAP-v2, the user credentials sent to the RADIUS
server in the Access-Request packet are:

ORACLE

username

MS-CHAP2-Response—Specified in RFC 2548, Microsoft vendor-specific RADIUS
attributes

MS-CHAP2-Challenge—Serves as a challenge to the RADIUS server
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If the RADIUS authentication is successful, the Access-Accept packet from the RADIUS server
must include an MS-CHAP2-Success attribute calculated using the MS-CHAP-Challenge
attribute included in the Access-Request. The calculation of MS-CHAP2-Success must be
carried out as specified in RFC 2759. The Oracle® Enterprise Session Border Controller
verifies that the MS-CHAP2-Success attribute matches with the calculated value. If the values
do not match, the authentication is treated as a failure.

MS-CHAP-v2 Client Request Example

Some values have been abbreviated.

Radius Protocol
Code: Access Request (1)
Packet identifier: 0x5 (5)
Length: 80
Authenticator: 0x0000024C000046B30000339F00000B78
Attribute value pairs
t:User Name(l) 1:11, value:”TESTUSER1”
User-Name: TESTUSERI1
:Vendor Specific(26) 1:24, vendor:Microsoft(311)
:MS CHAP Challenge(11) 1:18, value:0000024C000046B30000339F00000B78
:Vendor Specific(26) 1:58, vendor:Microsoft(311)
:MS CHAP2 Response (25) 1:52,
value:00000000024C000046B30000339F00000B78. ..
t:NAS IP Address(4) 1:6, value:168.192.68.8
Nas IP Address: 168.192.68.8(168.192.68.8)
t:NAS Port(5) 1:6, value:118751232

t o

MS-CHAP-v2 RADIUS Response

Radius Protocol
Code: Access Accept (2)
Packet identifier: 0x6 (6)
Length: 179
Authenticator: O0xECB4E59515AD64A2D21FC6D5F14D0CCO
Attribute value pairs
t:Vendor Specific(26) 1:51, vendor:Microsoft(311)
£:MS CHAP Success(11) 1:45, value:003533s33d3845443532443135453846313...
t:Vendor Specific(26) 1:42, vendor:Microsoft(311)
t:MS MPPE Recv Key(17) 1:36, value:96C6325D22513CED178F770093F149CBBA. ..
t:Vendor Specific(26) 1:42, vendor:Microsoft(311)
t:MS MPPE Send Key(16) 1:36, value:9EC9316DBFAT01FF0499D36A1032678143...
t:Vendor Specific(26) 1:12, vendor:Microsoft(311)
t:MS MPPE Encryption Policy(7) 1:6, value:00000001
t:Vendor Specific(26) 1:12, vendor:Microsoft(311)
t:MS MPPE Encryption Type(8) 1l:6, value:00000006

Management Protocol Behavior

When you use local authentication, management protocols behave the same way that they do
when you are not using RADIUS servers. When you are using RADIUS servers for
authentication, management protocols behave as described in this section.
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SSH in pass-through mode—The “user” or admin accounts are authenticated locally, not
via the RADIUS server. For all other accounts, the configured RADIUS servers are used
for authentication. If authentication is successful, the user is granted privileges depending
on the ACME_USER_CLASS VSA attribute.

SSH in non-pass-through mode—When you create an SSH account on the Oracle®
Enterprise Session Border Controller, you are asked to supply a user name and password.
Once local authentication succeeds, you are prompted for the ACLI user name and
password. If your user ACLI name is user, then you are authenticated locally. Otherwise,
you are authenticated using the RADIUS server. If RADIUS authentication is successful,
the privileges you are granted depend on the ACME_USER_CLASS VSA attribute.

SFTP in pass-through mode—If you do not configure an SSH account on the Oracle®
Enterprise Session Border Controller, the RADIUS server is contacted for authentication
for any user that does not have the user name user. The Oracle® Enterprise Session
Border Controller uses local authentication if the user name is user.

SFTP in non-pass-through mode—The “user” or admin accounts are authenticated locally,
not via the RADIUS server. For all other accounts, the configured RADIUS servers are
used for authentication.

RADIUS Authentication Configuration

To enable RADIUS authentication and user access on your Oracle® Enterprise Session Border
Controller, you need to configure global parameters for the feature and then configure the
RADIUS servers that you want to use.

Global Authentication Settings

ORACLE

To configure the global authentication settings, which apply to your configured authentication
type:

1.

In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal

Type security and press Enter.

ORACLE (configure) # security

Type authentication and press Enter. The system prompt changes to let you know that
you can begin configuring individual parameters.

ORACLE (security) # authentication
ORACLE (authentication) #

From here, you can view the entire menu for the authentication configuration by typing a ?.
You can set global parameters for authentication. You can also configure individual
RADIUS servers; instructions for configuring RADIUS server appear in the next section.

type—Set the type of user authentication you want to use on this Oracle® Enterprise
Session Border Controller. The default value is local. The valid values are:

e local | radius | tacacs

protocol—If you are using RADIUS user authentication, set the protocol type to use with
your RADIUS server(s). The default is pap. The valid values are:

e pap | chap | ascii | mschapv2
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6. source-port—Set the number of the port you want to use from message sent from the
Oracle® Enterprise Session Border Controller to the RADIUS server. The default value is
1812. The valid values are:

. 164518123799

7. allow-local-authorization—Set this parameter to enabled if you want the Oracle®
Enterprise Session Border Controller to authorize users to enter Superuser (administrative)
mode locally even when your RADIUS server does not return the ACME_USER_CLASS
VSA or the Cisco-AVPair VSA. The default for this parameter is disabled.

When enabled, the Oracle® Enterprise Session Border Controller ignores RADIUS or
TACACS restrictions and allows all users to locally enable Superuser (administrative)
mode.

RADIUS Server Settings

ORACLE

The parameters you set for individual RADIUS servers identify the RADIUS server, establish a
password common to the Oracle® Enterprise Session Border Controller and the server, and
establish trying times.

Setting the class and the authentication methods for the RADIUS servers can determine how
and when they are used in the authentication process.

To configure a RADIUS server to use for authentication:

1. Access the RADIUS server submenu from the main authentication configuration:

ORACLE (authentication) # radius-servers
ORACLE (radius-servers) #

2. address—Set the remote IP address for the RADIUS server. There is no default value,
and you are required to configure this address.

3. port—Set the port at the remote IP address for the RADIUS server. The default port is set
to 1812. The valid values are:

- 164518123799

4. state—Set the state of the RADIUS server. Enable this parameter to use this RADIUS
server to authenticate users. The default value is enabled. The valid values are:

e enabled | disabled

5. secret—Set the password that the RADIUS server and the Oracle® Enterprise Session
Border Controller share. This password is transmitted between the two when the request
for authentication is initiated; this ensures that the RADIUS server is communicating with
the correct client.

6. nas-id—Set the NAS ID for the RADIUS server. There is no default for this parameter.

7. retry-limit—Set the number of times that you want the Oracle® Enterprise Session Border
Controller to retry for authentication information from this RADIUS server. The default
value is 3. The valid range is:

e Minimum—1
e Maximum—5

If the RADIUS server does not respond within this number of tries, the Oracle®
Enterprise Session Border Controller marks is as dead.
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8. retry-time—Set the amount of time (in seconds) that you want theOracle® Enterprise
Session Border Controller to wait before retrying for authentication from this RADIUS
server. The default value is 5. The valid range is:

e Minimum—5
e Maximum—10

9. dead-time—Set the amount of time in seconds before the Oracle® Enterprise Session
Border Controller retries a RADIUS server that it has designated as dead because that
server did not respond within the maximum number of retries. The default is 10. The valid
range is:

e Minimum—10
e Maximum—210000

10. maximum-sessions—Set the maximum number of outstanding sessions for this RADIUS
server. The default value is 255. The valid range is:

e Minimum—1
e Maximum—255

11. class—Set the class of this RADIUS server as either primary or secondary. A connection
to the primary server is tried before a connection to the secondary server is tried. The
default value is primary. Valid values are:

e primary | secondary

The Oracle® Enterprise Session Border Controller tries to initiate contact with primary
RADIUS servers first, and then tries the secondary servers if it cannot reach any of the
primary ones.

If you configure more than one RADIUS server as primary, the Oracle® Enterprise
Session Border Controller chooses the one with which it communicates using a round-
robin strategy. The same strategy applies to the selection of secondary servers if there
is more than one.

12. authentication-methods—Set the authentication method you want the Oracle®
Enterprise Session Border Controller to use with this RADIUS server. The default value is
pap. Valid values are:

e all | pap | chap | mschapv2

This parameter has a specific relationship to the global protocol parameter for the
authentication configuration, and you should exercise care when setting it. If the
authentication method that you set for the RADIUS server does not match the global
authentication protocol, then the RADIUS server is not used. The Oracle® Enterprise
Session Border Controller simply overlooks it and does not send authentication
requests to it. You can enable use of the server by changing the global authentication
protocol so that it matches.

13. Use the management-servers attribute to identify one or more RADIUS servers available
to provide AAA services.

Servers are identified by IP address, participate in the configured management-strategy,
and must have been previously configured as described above.

ORACLE Lee



TACACS+

Chapter 1
User Accounts

The following example identifies three available RADIUS servers. The list is delimited by
left and right parentheses, and list items are separated by space characters.

ORACLE (authentication)# management-servers (172.30.0.6 172.30.1.8
172.30.2.10)
ORACLE (authentication) #

The following example deletes the current list.

ORACLE (authentication) # management-servers ()
ORACLE (authentication) #

14. Save your work and activate your configuration.

TACACS+ (Terminal Access Controller Access Control System Plus) is a protocol originally
developed by Cisco Systems, and made available to the user community by a draft RFC,
TACACS+ Protocol, Version 1.78 (draft-grant-tacacs-02.txt). TACACS+ provides AAA
(Authentication, Authorization, and Accounting) services over a secure TCP connection using
Port 49.

TACACS+ Overview

ORACLE

Like Diameter and Remote Authentication Dial-In User Service (RADIUS), Enterprise SBC
uses a client-server model in which a Network Access Server (NAS) acts in the client role and
a TACACS+ equipped device (a daemon in TACACS+ nomenclature) assumes the server role.
For purposes of the current implementation, the Enterprise SBC functions as the TACACS+
client. Unlike RADIUS, which combines authentication and authorization, TACACS+ provides
three distinct applications to provide finer grade access control.

Authentication is the process that confirms a user’s purported identity. Authentication is most
often based on a simple username/password association, but other, and more secure
methods, are becoming more common. The following authentication methods are support by
the current implementation: simple password, PAP (Protocol Authentication Protocol), and
CHAP (Challenge Handshake Authentication Protocol).

Authorization is the process that confirms user privileges. TACACS+ can provide extremely
precise control over access to system resources. In the current implementation, TACACS+
controls access to system administrative functions.

TACACS+ provides secure communication between the client and daemon by encrypting all
packets. Encryption is based on a shared-secret, a string value known only to the client and
daemon. Packets are encrypted in their entirety, save for a common TACACS+ header.

The cleartext header contains, among other fields, a version number, a sequence number. and
a session ID. Using a methodology described in Section 5 of the TACACS+ draft RFC, the
sender encrypts outbound cleartext messages by repetitively running the MD5 hash algorithm
over the concatenation of the session ID, shared-secret, version number, and sequence
number values, eventually deriving a virtual one-time-pad of the same length as the message
body. The sender encrypts the cleartext message with an XOR (Exclusive OR) operation, using
the cleartext message and virtual one-time-pad as inputs.

The message recipient, who possesses the shared-secret, can readily obtain the version
number, sequence number, session ID, and message length from the cleartext header.
Consequently, the recipient employs the same methodology to derive a virtual one-time-pad
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identical to that derived by the sender. The recipient decrypts the encrypted message with an
XOR operation, using the encrypted message and virtual one-time-pad as inputs.

Details on the TACACS+ functions and configuration can be found in the Oracle
Communications Session Border Controller ACLI Configuration Guide..

The TACACS+ implementation is based upon the following internet draft.
draft-grant-tacacs-02.txt, The TACACS+ Protocol Version 1.78

Other relevant documents include

RFC 1321, The MD-5 Message Digest Algorithm

RFC 1334, PPP Authentication Protocols .

RFC 1994, PPP Challenge Handshake Authentication Protocol (CHAP)

# Note:

TACACs documentation in this guide excludes per-message definitions that duplicate
IETF standards documentation.

TACACS+ Administrative Security

Oracle® Enterprise Session Border Controllers use either the RADIUS (Remote Authentication
Dial-In User Service) or the TACACS+ (Terminal Access Control Access Control System Plus)
protocol for centralized access control administration; however, prior to this release, you could
connect to the TACACS+ server only from the system's media interfaces. This feature
implements TACACS+ authorization (user permissions management on a command basis),
authentication (user management), and accounting on management interfaces.

TACACS+ Authentication

ASCII Log In

PAP Log In

ORACLE

The Oracle® Enterprise Session Border Controller (Enterprise SBC) uses Terminal Access
Controller Access-Control System Plus (TACACS+) authentication services solely for the
authentication of user accounts. Administrative users must be authenticated locally by the
Enterprise SBC.

The current TACACS+ implementation supports three types of user authentication: simple
password (referred to as ascii by TACACS+), PAP, and CHAP.

ASCII login is analogous to logging into a standard PC. The initiating peer is prompted for a
username, and, after responding, is then prompted for a password.

Password Authentication Protocol (PAP) is defined in RFC 1334, PPP Authentication
Protocols. PAP offers minimal security because passwords are transmitted as unprotected
clear text. PAP log in differs from ASCII log in because the username and password are
transmitted to the authenticating peer in a single authentication packet, as opposed to the two-
step prompting process used in ASCII log in.
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Challenge Handshake Authentication Protocol (CHAP) is defined in RFC 1994, PPP Challenge
Handshake Authentication Protocol . CHAP is a more secure than Password Authentication
Protocol (PAP) because it is based on a shared-secret (known only to the communicating
peers), and therefore avoids the transmission of clear text authentication credentials. CHAP
operations occur as follows.

1. After a login attempt, the authenticator tests the initiator by responding with a packet
containing a challenge value — an octet stream with a recommended length of 16 octets or
more.

2. Receiving the challenge, the initiator concatenates an 8-bit identifier (carried within the
challenge packet header), the shared-secret, and the challenge value, and uses the
shared-secret to compute an MD-5 hash over the concatenated string.

3. The initiator returns the hash value to the authenticator, who performs the same hash
calculation, and compares results. If the hash values match, authentication succeeds. If
hash values differ, authentication fails.

Authentication Message Exchange

All TACACS+ authentication packets consist of a common header and a message body.
Authentication packets are of three types: START, CONTINUE, and REPLY.

START and CONTINUE packets are always sent by the Oracle® Enterprise Session Border
Controller, the TACACS+ client. START packets initiate an authentication session, while
CONTINUE packets provide authentication data requested by the TACACS+ daemon. In
response to every client-originated START or CONTINUE, the daemon must respond with a
REPLY packet. The REPLY packet contains either a decision (pass or fail), which terminates
the authentication session, or a request for additional information needed by the authenticator.

TACACS+ Authorization

The Oracle® Enterprise Session Border Controller uses Terminal Access Controller Access-
Control System Plus (TACACS+) services to provide administrative authorization. With
TACACS+ authorization enabled, each individual ACLI command issued by an admin user is
authorized by the TACACS+ authorization service. The Oracle® Enterprise Session Border
Controller replicates each ACLI command in its entirety, sends the command string to the
authorization service, and suspends command execution until it receives an authorization
response. If TACACS+ grants authorization, the pending command is executed; if authorization
is not granted, the Oracle® Enterprise Session Border Controller does not execute the ACLI
command, and displays an appropriate error message.

The daemon’s authorization decisions are based on a database lookup. Data base records use
regular expressions to associate specific command string with specific users. The construction
of such records is beyond the scope of this document.

TACACS+ Authorization Command & Arguments Boundary

ORACLE

When sending the Authorization query to the TACACS+ server, by default the Enterprise SBC
sends everything typed at the ACLI in the cnd parameter. For commands, this includes the
command plus all of its arguments (for example, cmd=show interfaces brief). For
configurations, this includes the full path of the configuration element plus its attributes and
values (for example, cmd=configure terminal security authentication type tacacs).In
the TACACS+ query, the cmd-arg parameter is set to <cr>.
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The parameter tacacs-authorization-arg-mode changes this default behavior. Parameter
values, and their behavior with respect to splitting the entry values include:

« disabled—Retain default behavior.

e enabled—Applies the fully split cmd and cmd-arg behavior to all ACLI input through
TACACS+, with the exception of the show command. Behavior includes:

—  All show commands follow the pattern: cmd=show <required-word>, cmd-
arg=<optional-wordl>, cmd-arg=<optional-word2>, and so on. If no optional words
are used, the cmd-arg parameter is set to <cr>.

For example:

cmd=show uptime, cmd-arg=<cr>

cmd=show tacacs, cmd-arg=stats

cmd=show running-config, cmd-arg=authentication, cmd-arg=to-file, cmd-
arg=auth.conf

—  All other commands follow the pattern: cmd=<first-word>, cmd-arg=<second-word>,
cmd-arg=<third-word>, and so on. If the command is a single-word command, the
cmd-arg parameter is set to <cr>.

For example:

cmd=verify-config, cmd-arg=<cr>

cmd=configure, cmd-arg=terminal

cmd=ssh-key, cmd-arg=authorized-key, cmd-arg=import, cmd-arg=admin, cmd-
arg=admin

— All configurations follow one of two patterns:
*  For navigating the ACLI: cmd=<full-path>, cmd-arg=<cr>.

*  For setting an attribute to a value: cmd=<full-path> <attribute>, cmd-
arg=<value>

For example, the following ACLI interaction produces this sequence of TACACS+
queries.

ORACLE# conf term

ORACLE (configure) # security

ORACLE (security)# authentication
ORACLE (authentication) # select
ORACLE (authentication)# type tacacs

cmd=configure, cmd-arg=terminal

cmd=configure terminal security, cmd-arg=<cr>

cmd=configure terminal security authentication, cmd-arg=<cr>
cmd=configure terminal security authentication select, cmd-arg=<cr>
cmd=configure terminal security authentication select type, cmd-
arg=tacacs

* enabled-for-show—Applies the fully split cmd and cmd-arg behavior to all ACLI input
through TACACS+, including the show command.

—  All show commands follow the pattern: cmd=show, cmd-arg=<required-word>, cmd-
arg=<optional-wordl>, cmd-arg=<optional-word2>, and so on. If no optional words
are used, the cmd-arg parameter is set to <cr>.
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For example:

cmd=show, cmd-arg=uptime

cmd=show, cmd-arg=tacacs, cmd-arg=stats

cmd=show, cmd-arg=running-config, cmd-arg=authentication, cmd-arg=to-
file, cmd-arg=auth.conf

—  All configurations follow one of two patterns presented above in the explanation of the
enabled value.

Authorization Message Exchange

All Terminal Access Controller Access-Control System Plus (TACACS+) authorization packets
consist of a common header and a message body. Authorization packets are of two types:
REQUEST and RESPONSE.

The REQUEST packet, which initiates an authorization session, is always sent by the Oracle®
Enterprise Session Border Controller. Upon receipt of every REQUEST, the daemon must
answer with a RESPONSE packet. In the current TACACS+ implementation, the RESPONSE
packet must contain an authorization decision (pass or fail). The exchange of a single
REQUEST and the corresponding RESPONSE completes the authorization session.

TACACS+ Accounting

The Oracle® Enterprise Session Border Controller uses Terminal Access Controller Access-
Control System Plus (TACACS+) accounting to log administrative actions. With accounting
enabled, each individual ACLI command executed by an admin user is logged by the
accounting service.

Accounting Message Exchange

ORACLE

All Terminal Access Controller Access-Control System Plus (TACACS+) accounting packets
consist of a common header and a message body. Accounting packets are of two types:
REQUEST and REPLY.

The REQUEST packet has three variant forms. The START variant initiates an accounting
session; the STOP variant terminates an accounting session; the WATCHDOG variant updates
the current accounting session. REQUEST packets are always sent by the Oracle® Enterprise
Session Border Controller (Enterprise SBC). Upon receipt of every REQUEST, the daemon
must answer with a REPLY packet.

A TACACS+ accounting session proceeds as follows.

1. Immediately following successful authorization of an admin user, the Enterprise SBC sends
an accounting REQUEST START packet.

2. The daemon responds with an accounting REPLY packet, indicating that accounting has
started.

3. For each ACLI command executed by an admin user, the Enterprise SBC sends an
accounting REQUEST WATCHDOG packet requesting accounting of the ACLI command.
As the Enterprise SBC sends the WATCHDOG only after an admin user’s access to the
ACLI command is authorized, the accounting function records only those commands
executed by the user, not those commands for which authorization was not granted.

4. The daemon responds with an accounting REPLY packet, indicating that the ACLI
operation has been recorded by the accounting function.

5. Steps 3 and 4 are repeated for each authorized ACLI operation.
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6. Immediately following logout (or timeout) of an admin user, the Enterprise SBC sends an
accounting REQUEST STOP packet.
7. The daemon responds with an accounting REPLY packet, indicating that accounting
stopped.
TACACS+ Configuration

Configuration of Terminal Access Controller Access-Control System Plus (TACACS+) consists
of the following steps.

1.
2

Enable TACACS+ client services

Specify one or more TACACS+ servers (daemons)

Enable TACACS+ Client Services

Use the following procedure to enable specific TACACS+ client AAA services.

ORACLE

1.

Access the authentication configuration element.

ORACLE# configure terminal
ORACLE (configure) # security
ORACLE (security) # authentication
ORACLE (authentication) #

type — Configure this parameter to specify the authentication protocol. The default value
is local. Specify tacacs to enable the TACACS+ AAA protocol.

« diameter — DIAMETER authentication (not yet supported)

* local — authentication determinations are referred to a local database (default)

e radius — RADIUS authentication

» tacacs — TACACS+ authentication

tacacs-authentication-only— Enable this parameter to require remote authentication via
TACACS+ unless the TACACS+ infrastructure is not available.

* disabled (default)
° enabled

tacacs-authorization— Configure this parameter to enable or disable command-based
user authorization. The default value is enabled when the value of type is tacacs.

* disabled
* enabled (default)

tacacs-authorization-arg-mode — Configure this parameter to enable or disable sending
TACACS+ authorization commands and their arguments separately to the TACACS+
server. Select enabled-include-show to send show commands separately. The default
value is disabled.

* disabled (default)
 enabled
* enabled-include-show

tacacs-accounting — Configure this parameter to enable or disable accounting of admin
ACLI operations. The default value is enabled when the value of type is tacacs.
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« disabled
* enabled (default)

7. server-assigned-privilege — Configure this parameter to enable or disable a proprietary
TACACS+ variant that, after successful user authentication, adds an additional TACACS+
request/reply exchange. During the exchange, the Security Gateway requests the privilege
level of the newly authenticated user. In response, the TACACS+ daemon returns the
assigned privilege level, either user or admin. Set this attribute to enabled to initiate the
proprietary variant behavior. User accounts are denied access to the enabled command,
thus barring them from configuration level commands. The default value is disabled (no
privilege level information is exchanged).

* disabled (default)

 enabled

8. management-strategy — Configure this parameter to identify the selection algorithm used
to choose among multiple available TACACS+ daemons. Retain the default value of hunt
when only a single daemon is available.

* hunt (default) — for the first transaction the Security Gateway selects the initially
configured TACACS+ daemon. When that daemon is online and operational, the
Security Gateway directs all AAA transactions to it. Otherwise, the Security Gateway
selects the second-configured daemon. If the first and second daemons are offline or
non-operational, the next-configured daemon is selected, and so on through the group
of available daemons.

* roundrobin — for the first transaction the Security Gateway selects the initially
configured TACACS+ daemon. After completing the first transaction, it selects each
daemon in order of configuration — in theory, evenly distributing AAA transactions to
each daemon over time.

9. Type done to save your configuration.

Specify TACACS+ Servers

Use the following procedure to specify one or more TACACS+ servers (daemons).

1. Access the tacacs-serversconfiguration element.

ORACLE# configure terminal

ORACLE (configure) # security

ORACLE (security)# authentication

ORACLE (authentication) # tacacs-servers

ORACLE (tacacs-servers) #

2. Use the address attribute to specify the IP address of this TACACS+ daemon.

ORACLE (tacacs-servers)# address 172.30.0.6

ORACLE (tacacs-servers) #

3. Use the port attribute to identify the daemon port that receives TACACS+ client requests.

ORACLE

Provide a port number within the range 1025 through 65535, or retain the default value, 49,
the well-known TACACS+ port.

ORACLE (tacacs-servers) # port 49
ORACLE (tacacs-servers) #
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4. Use the state attribute to specify the availability of this TACACS+ daemon.
Select enabled (the default) or disabled.
Only TACACS+ daemons that are in the enabled state are considered when running the
server-selection algorithm.

ORACLE (tacacs-servers) # state enabled
ORACLE (tacacs-servers) #

5. Use the realm-id attribute to identify the realm that provides access to this TACACS+
deamon.

ORACLE (tacacs-servers)# realm-id accounting
ORACLE (tacacs-servers) #

6. Retain the default value for the authentication-methods attribute to specify support for all
TACACS+ authentication methods (pap, chap, and ascii).
e ascii— simple login, the Enterprise SBC prompts user for username and password

e pap — similar to ascii method, but username and password are encapsulated in a PAP
header

* chap — authentication based on a shared-secret, which is not passed during the
authentication process

ORACLE (tacacs-servers)# authentication-methods all
ORACLE (tacacs-servers) #

7. Use the secret attribute to provide the shared-secret used by the TACACS+ client and the
daemon to encrypt and decrypt TACACS+ messages. The identical shared-secret must be
configured on associated TACACS+ clients and daemons.

Enter a 16-digit string, and ensure that the identical value is configured on the TACACS+
daemon.

ORACLE (tacacs-servers) # secret 1982100754609236
ORACLE (tacacs-servers) #

8. Use the dead-time attribute to specify, in seconds, the quarantine period imposed upon
TACACS+ daemons that become unreachable. Quarrantined servers are not eligible to
participate in the server-selection algorithm.

Supported values are integers within the range 10 through 10000 seconds, with a default
value of 10 .

ORACLE (tacacs-servers) # dead-interval 120
ORACLE (tacacs-servers) #

9. Type done to save your configuration.

10. Repeat Steps 1 through 10 to configure additional TACACS+ daemons.
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# Note:

After configuring TACACS+ daemons, complete TACACS+ configuration by
compiling a list of available deamons.

From superuser mode, use the following command sequence to access authentication
configuration mode.

ORACLE# configure terminal
ORACLE (configure) # security
ORACLE (security) # authentication
ORACLE (authentication) #

Use the management-servers attribute to identify one or more TACACS+ servers
available to provide AAA services.

Servers are identified by IP address, participate in the configured management-strategy,
and must have been previously configured as described above.

The following example identifies three available TACACS+ servers. The list is delimited by
left and right parentheses, and list items are separated by space characters.

ORACLE (authentication) # management-servers (172.30.0.6 172.30.1.8
172.30.2.10)
ORACLE (authentication) #

The following example deletes the current list.

ORACLE (authentication)# management-servers ()
ORACLE (authentication) #

Managing TACACS+ Operations

TACACS+ MIB

An Oracle proprietary MIB provides external access to Terminal Access Controller Access-
Control System Plus (TACACS+) statistics.

ORACLE

Terminal Access Controller Access-Control System Plus (TACACS+) management is
supported by the following utilities.

MIB counters are contained in the apSecurityTacacsPlusStatsTable that is defined as follows.

SEQUENCE {
apSecurityTacacsPlusCliCommands Counter32
apSecurityTacacsPlusSuccess Authentications Counter32
apSecurityTacacsPlusFailureRAuthentications Counter32
apSecurityTacacsPlusSuccess Authorizations Counter32
apSecurityTacacsPlusFailureAuthorizations Counter32

apSecuritysTacacsPlusStats Table (1.3.6.1.4.1.9148.3.9.9.4)
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Object Name Object OID Description
apSecurityTacacsCliCommands 1.3.6.1.4.1.9148.3.9.1.4.3 Global counter for ACLI
commands sent to TACACS+
Accounting
apSecurityTacacsSuccess 1.3.6.1.4.1.9148.3.9.1.4.4 Global counter for the number
Authentications of successful TACACS+
authentications
apSecurityTacacsFailureAuthenticat 1.3.6.1.4.1.9148.3.9.1.4.5 Global counter for the number
ions of unsuccessful TACACS+
authentications
apSecurityTacacsSuccess 1.3.6.1.4.1.9148.3.9.1.4.6 Global counter for the number
Authorizations of successful TACACS+
authorizations
apSecurityTacacsFailure 1.3.6.1.4.1.9148.3.9.1.4.7 Global counter for the number
Authorizations of unsuccessful TACACS+

authorizations

SNMP Trap

SNMP traps are issued when

TACACS+ Faults

a Terminal Access Controller Access-Control System Plus (TACACS+) daemon becomes
unreachable

an unreachable TACACS+ daemon becomes reachable
an authentication error occurs

an authorization error occurs

The Oracle® Enterprise Session Border Controller (Enterprise SBC) supports (TACACS+)
traps to notify you of operational status. Traps from the apSysMgmt tree include:

apSysMgmtTacacsDownTrap (1.3.6.1.4.1.9148.3.2.6.0.78) - Generated when a TACACS+
server becomes unreachable.

apSysMgmtTacacsDownClearTrap (1.3.6.1.4.1.9148.3.2.6.0.79) - Generated when a
TACACS+ server that was unreachable becomes reachable.

The Enterprise SBC searches for a TACACS+ server until it finds an available one and then
stops searching. However, in the TACACS+ SNMP implementation, SNMP expects the
Enterprise SBC to make connection attempts to all servers.

When there is only one TACACS+ server and that server goes down, the Enterprise SBC
behaves normally, sending a apSysMgmtTacacsDownTrap trap when the server goes
down, and a apSysMgmtTacacsDownClearTrap trap when the server comes back up.

When there is more than one TACACS+ server and the active server goes down, an
apSysMgmtTacacsDownTrap trap is sent, indicating that some servers are down and the
next server is tried.

— If all servers fail, an apSysMgmtTacacsDownTrap is sent indicating that all servers are
down.

— If one of the servers comes back up while the rest are still down, an
apSysMgmtTacacsDownTrap is sent indicating that some servers are still down.

Traps from the apSecurity tree include:

ORACLE

1-65



Chapter 1
Customizing Your ACLI Settings

» apSecurityTacacsFailureNotification (1.3.6.1.4.1.9148.3.9.3.1.0.4) - Generated when the
system detects TACACS daemon reachability changes as well as TACACS authentication
and authorization errors.

e apSecurityTacacsDownLocalAuthUsedTrap (1.3.6.1.4.1.9148.3.9.3.9.0.1) - Generated
when a user remotely logs into a system configured for TACACS+ authentication and is
authenticated locally by the system because all of the configured and enabled TACACS+
servers have become unreachable or unresponsive

» apSecurityTacacsDownLocalAuthUsedClearTrap (1.3.6.1.4.1.9148.3.9.3.9.0.2) -
Generated when a user remotely logs into a system configured for TACACS+
authentication and is successfully authenticated (i.e., access accepted or denied) remotely
by a configured and enabled TACACS+ server.

ACLI show Command

The show tacacs stats command displays the following statistics.

e number of ACLI commands sent for TACACS+ accounting
*  number of successful TACACS+ authentications

* number of failed TACACS+ authentications

* number of successful TACACS+ authorizations

* number of failed TACACS+ authentications

* the IP address of the TACACS+ daemon used for the last transaction

TACACS+ Logging

All messages between the Oracle® Enterprise Session Border Controller and the Terminal
Access Controller Access-Control System Plus (TACACS+) daemon are logged in a clear text
format, allowing an admin user to view all data exchange, except for password information.

Customizing Your ACLI Settings

This section describes several ways you can customize the way you log into the ACLI and the
way the ACLI displays information. Where applicable, these descriptions also contain
instructions for configuration.

Disabling the Second Login Prompt

With this feature enabled, the Enterprise SBC logs you in as a Superuser (i.e., in administrative
mode) regardless of your configured privilege level for an SSH session. However, if you log via
SSH, you still need to enter the password for local or RADIUS authentication.

Disabling the Second Login Prompt Configuration
You disable the second login prompt in the authentication configuration.
To disable the second login prompt:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #
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2. Type security and press Enter.

ORACLE (configure) # security
ORACLE (security) #

3. Type authentication and press Enter. The system prompt changes to let you know that
you can begin configuring individual parameters.

ORACLE (security)# authentication
ORACLE (authentication) #

4. login-as-admin—Set this parameter to enabled if you want users to be logged
automatically in Superuser (administrative) mode. The default for this parameter is
disabled.

5. Save and activate your configuration.

Persistent ACLI more Parameter

To make using the ACLI easier, the Oracle® Enterprise Session Border Controller provides a
paging feature controlled through the ACLI cli more command (which you can set to enabled
or disabled). Disabled by default, this feature allows you to control how the Oracle® Enterprise
Session Border Controller displays information on your screen during a console or SSH
session. This command sets the paging feature on a per session basis.

Customers who want to set the paging feature so that settings persist across sessions with the
Oracle® Enterprise Session Border Controller can set a configuration parameter that controls
the paging feature. Enabling this parameter lets you set your preferences once rather than
having to reset them each time you initiate a new session with the Oracle® Enterprise Session
Border Controller.

Persistent ACLI more Parameter Configuration

ORACLE

To set the persistent behavior of the ACLI more feature across sessions:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

2. Type system and press Enter.

ORACLE (confiqure) # system
ORACLE (system) #

3. Type system-config and press Enter.

ORACLE (system) # system-config
ORACLE (system-confiqg) #

If you are adding this feature to an existing configuration, you need to select the
configuration (using the ACLI select command) before making your changes.

4. cli-more—Set this parameter to enabled if you want the ACLI more paging feature to work
persistently across console or SSH sessions with the Oracle® Enterprise Session Border
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Controller. If you want to continue to set this feature on a per session basis, leave this
parameter set to disabled (default).

5. Save and activate your configuration.

Customize the Log On Banner Message

ORACLE

When you want to get messaging to your Oracle® Enterprise Session Border Controller
(Enterprise SBC) users, you can put your message into the optional log on banner. The log on
banner is a text box that displays before the system asks users for their log on credentials.

To get your message into the log on banner, copy a text file to the log on banner field. You
must name the file /code/banners/banner.txt and save it in the /code/banners directory. If that
directory does not already exist on your system, the Enterprise SBC creates it upon boot up.

There is no character limit. The the banner field adjusts to the quantity of text.

If you prefer, you also customize the log on banner through the Web GUI.
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This chapter explains how to configure system-level functionality for the Oracle® Enterprise
Session Border Controller. Both physical and network interfaces as well as general system
parameters are required to configure your Oracle® Enterprise Session Border Controller for
service. Accounting functionality, SNMP configurations, trap configurations, and host routes are
optional.

The following configurations are explained in this chapter:

e General system parameters—used for operating and identification purposes. In general,
the informational fields have no specific effect on services, but are important to keep
populated. The default gateway parameter is included here. It requires special attention
since its configuration is dependent on the type of traffic the Oracle® Enterprise Session
Border Controller is servicing.

¢ Physical and network interfaces—enables the Oracle® Enterprise Session Border
Controller to communicate with any network element. Interfaces are one of the most basic
configurations you need to create.

*  SNMP—used for monitoring system health throughout a network.

* Syslogs and Process logs—used to save a list of system events to a remote server for
analysis and auditing purposes.

* Host routes—used to instruct the Oracle® Enterprise Session Border Controller host how
to reach a given network that is not directly connected to a local network interface.

Virtual SBCs

ORACLE

Operating the Oracle® Enterprise Session Border Controller (Enterprise SBC), as well as
Oracle's other session delivery products, as a VM introduces configuration requirements that
define resource utilization by the virtual machine. The applicable configuration elements allow
the user to optimize resource utilization based on the application's needs and VM resource
sharing. See your product and software version's Release Notes to verify your product's
support for deployment as a virtual machine.

VM deployment types include:

e A standalone (not orchestrated) instance Enterprise SBC operating as a virtual machine
running on a hypervisor

e Virtual Machine(s) deployed within private or public Cloud environments

Standalone Enterprise SBC VM deployment instances supported for all platforms. Support
within an orchestrated environment is dependent on orchestrator and Enterprise SBC version.
High Availability configurations are supported by both deployment types.

Enterprise SBC configuration for VM includes settings to address:

* media-manager — Set media manager configuration elements to constrain bandwidth
utilization, based on traffic type. See Media Manager Configuration for Virtual Machines in
the Realms and Nested Realms Chapter.
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« system-config, [core configuration parameters] — Set these parameters to specify CPU
resources available to DoS, forwarding and transcoding processes. This configuration
applies to initial deployment and tuning tasks. You may need to change the default core
configuration for functionality purposes during deployment; you may decide to change core
configuration for performance purposes after deployment.

» system-config, [use-sibling-core-datapath] — Enable this parameter to allow the
Enterprise SBC to utilize the underlying platform's CPU hyperthreading (also called SMT)
capabilities for datapath cores, including Forwarding, DoS and transcoding cores.
Considerations include your environment's support of the feature and its impact on your
implementation. A key consideration beyond support is the ability of your platform to
provide information on sibling CPUs to the Enterprise SBC. The Enterprise SBC supports
hyperthreading of signaling cores without additional configuration.

VLAN Support

Oracle recommends that you evaluate the VLAN support of your deployment's hypervisor and
interface 1/0 mode before implementation to ensure secure support for the transmission and
receiving of VLAN-tagged traffic. Please consult your hypervisor’s vendor documentation for
details.

Note that when you configure a VLAN, the Enterprise SBC requires VLAN tags to be included
in the packets delivered to and from the VM.

Hypervisor and cloud platform and resource requirements are version-specific. Refer to your
Release Notes for applicable requirements, recommendations and caveats for qualified
platforms.

CPU Core Configuration

ORACLE

You can configure CPU core settings using system-config parameters. This configuration is
based on the specific needs of individual implementations. These parameters allow you to set
and change the number of cores you want to assign to forwarding, DoS, and transcoding
functionality. The system determines which cores perform those functions automatically.

You can determine and manage your core configuration based on the services you need. The
system allocates cores to signaling upon installation. You can add forwarding cores to match
your needs for handling media. You can also add DoS and transcoding cores if you need those
functions in your deployment. If you want to reduce the size of your Enterprise SBC
deployment footprint or if you do not need the maximum number of cores and amount of
memory available, you can deploy the Enterprise SBC virtually with fewer cores and memory
requirements. For smaller scale deployments, the VNF software supports a deployment with 2
virtual cores, 2 GB RAM, 20GB storage, and 2 interfaces.

Note the following:

« By default, core 0 is always set to signaling.
* The system selects cores based on function. You cannot assign core functions.

* The system sets unassigned cores to signaling, with a maximum of 24.

# Note:

Your hyperthreading configuration may impact these assignments.

*  You must reboot the system for core configuration changes to take effect.
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When you make core assignments, the (Enterprise SBC) provides an error message if the
system detects an issue. In addition, the system performs a check when you issue the verify-
config command to ensure that the total number of forwarding, plus DOS, plus transcoding
cores does not exceed the maximum number of physical cores. After you save and activate a
configuration that includes a change to the core configuration, the system displays a prompt to
remind you that a reboot is required for the changes to take place.

You can verify core configuration from the ACLI, using the show datapath-config command or
after core configuration changes during the save and activation processes. The Enterprise
SBC uses the following lettering (upper- and lower-case) in the ACLI to show core
assignments:

¢ S -Signaling

« D-DoS

* F - Forwarding
e X - Transcoding

When using hyperthreading, which divides cores into a single physical (primary) and a single
logical (secondary) core, this display may differ. Enterprise SBC rules for displaying cores
include:

* Physical cores (no hyperthreading) in upper-case letters

«  "Primary" hyperthreaded sibling cores in upper-case letters

e "Secondary" hyperthreaded sibling cores in lower-case letters

e Stale (unused) hyperthreaded cores using the lower-case letter "n"

The system-config element includes the following parameters for core assignment:

» dos-cores— Sets the number of cores the system must allocate for DOS functionality. A
maximum of one core is allowed.

- forwarding-cores—Sets the number of cores the system must allocate for the forwarding
engine.

e transcoding-cores—Sets the number of cores the system must allocate for transcoding.
The default value is 0.

e use-sibling-core-datapath—Enables the Enterprise SBC to utilize the platform's SMT
capability, impacting how the Enterprise SBC uses sibling cores.

The Enterprise SBC does not have a maximum number of cores, but your deployment does,
based on host resources. The system checks CPU core resources before every boot, as
configuration can affect resource requirements. Examples of such resource requirement
variations include:

e There are at least 2 CPUs assigned to signaling (by the system).

¢ Note:

The exception to this is the Small Footprint deployment.

« If DoS is required, then there are at least 1 CPU assigned to forwarding and 1 to DoS.

* If DoS is not required, then there is at least 1 CPU assigned to forwarding.
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# Note:

Poll mode drivers, including vmxnet3, failsafe, MLX4 and Ixgbvf, only support a
number of rxqueues that is a power of 2. When using these drivers, you should
configure the number of forwarding cores to also be a power of 2. If there is a
mismatch, the system changes the number of forwarding cores that it uses to the
nearest power of 2 value. The remaining cores become stale; stale cores remain
reserved by the system, but are not used.

The system performs resource utilization checks every time it boots for CPU, memory, and
hard-disk to avoid configuration and resource conflicts.

Core configuration is supported by HA. For HA systems, resource utilization on the backup
must be the same as the primary.

# Note:

The hypervisor always reports the datapath CPU usage as fully utilized. This isolates
a physical CPU to this work load, but may cause the hypervisor to generate a
persistent alarm indicating that the VM is using an excessive amount of CPU. The
alarm may trigger throttling. Oracle recommends that you configure the hypervisor
monitoring appropriately, to avoid throttling.

In HA environments, when the primary node's core configuration changes, the Enterprise SBC
raises an alarm to warn that a reboot is required. After the configuration syncs, the secondary
node raises the same alarm to warn that a reboot is required.

Host Hypervisor CPU Affinity (Pinning)

Many hardware platforms have built in optimizations related to VM placement. For example,
some CPU sockets may have faster local access to Peripheral Component Interconnect (PCI)
resources than other CPU sockets. Users should ensure that VMs requiring high media
throughput are optimally placed by the hypervisor, so that traversal of cross-domain bridges,
such as QuickPath Interconnect (QPI), is avoided or minimized.

Some hypervisors implement Non-Uniform Memory Access (NUMA) topology rules to
automatically enforce such placements. All hypervisors provide manual methods to perform
CPU pinning, achieving the same result.

The diagram below displays two paths between the system's NICs and VM-B. Without
configuring pinning, VM-B runs on Socket 0, and has to traverse the QPI to access Socket 1's
NICs. The preferred path pins VM-B to Socket 1, for direct access to the local NICs, avoiding
the QPI.
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Oracle recommends you configure CPU affinities on the hypervisor to ensure mapping from
only one virtual CPU to each physical CPU core. Learn how to configure CPU affinity and pin
CPUs from your hypervisor documentation.

H

# Note:

The Enterprise SBC relies on multiple queues on virtual NICs to scale session
capacity. Multiple queues enable the Enterprise SBC to scale through multiple
forwarding cores. This configuration is platform dependent: physical NIC, Hypervisor,
virtual NIC, and vSwitch.

Support for Hyperthreading Datapath CPUs

ORACLE

You can configure the Enterprise SBC to utilize hyperthreading (SMT) support for datapath
cores, including forwarding, DoS and transcoding cores. This configuration allows datapath
CPU s to utilize two virtual CPUs (vCPUSs) as "siblings" on the same physical CPU when the
platform host supports hyperthreading. Refer to your software version's Release Notes to
determine platforms that support this feature.

If you do not apply this configuration, the Enterprise SBC only uses one of the two logical
virtual CPUs for the datapath (DPDK) cores, and marks the virtual CPU's sibling as stale. Most
platforms have their own methods of determining whether hyperthreading is available; some
platforms have the support, but do not expose it to the vSBC. Use of hyperthreading by vSBC
datapath cores is dependent on both the availability and the visibility of the technology. A quick
check to see if you are not utilizing SMT, because the host does not support SMT, does not
make its CPU topology visible, or you keep the feature disabled, is that the Enterprise SBC
displays all core assignments in upper case.

If hyper-threading is supported and exposed by the host to the guest configuration, 8 physical
cores allocated to the Enterprise SBC translates to 16 logical cores. Signaling cores
automatically set up as siblings. You enable this support for datapath cores using the use-
sibling-core-datapath parameter in the system-config element.

Consider a use case where use-sibling-core-datapath remains disabled and you configure 1
forwarding core and 1 DOS core. If the host system allocates 8 vCPUSs to this Enterprise SBC
system, the system assigns 2 cores for DPDK (or datapath) and the remaining 6 cores for
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signaling. This would consume 8 physical CPUs, displayed by the show datapath-config
command as (S-S-S-S-S-S-F-D).

By enabling hyper-threading feature in the host system'’s BIOS and hypervisor and the
Enterprise SBC, the updated core map allocation with the same datapath core configuration
(1F, 1D) for 8 vCPUs in the current implementation would consume only 4 physical CPUs,
displayed by the show datapath-config command as (S-s-S-s-F-n-D-n).

# Note:

The Xen hypervisor displays lower-case vCPU siblings together at the end of the
VCPU list. Xen pairs the first upper-case vCPU with the first lower-case vCPU, and so
forth.

If you have configured CPU pinning in the hypervisor on the host, the Enterprise SBC enjoys a
persistent, one-to-one mapping between physical cores on the host and the vCPUs for the
Enterprise SBC. This can improve performance beyond what is achieved with hyperthreading
alone.

# Note:

When performing CPU pinning, neither you nor the hypervisor need to allocate cores
on the Host in numerical sequence. The Enterprise SBC does not require that cores
be sequentially numbered.

Datapath Hyperthreading Configuration

The use-sibling-core-datapath parameter, within the system-config, supports two values,
and requires that hyperthreading be both enabled and visible from the host:

e disabled (Default)— The system allocates one vCPU sibling, and marks the other as stale.

e enabled—The system allocates all vCPUs siblings.

# Note:

When enabled, Oracle recommends you configure an even number of datapath cores
for optimal performance.

Platform hosts provide more resources to a physical core on a vSBC than a hyper-threaded
core. If your deployment performs Rx and Tx processing on a single core, you should consider
leaving hyper-threading disabled.

The verify-config command notifies you about invalid configuration, including:

* You enabled the use-sibling-core-datapath parameter, but the CPU topology is not
exposed to the vSBC. If hyper-threading is not exposed to the vSBC or enabled on the
host, the use-sibling-core-datapath parameter is not applicable and has no impact on
core allocation.

*  When the number of signaling cores is less than its minimum (2)
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e There is an error with CPU assignment, including improperly configured hyper-threaded
sibling CPUs.

Applicable ACLI Command Output

After core configuration, you can use the show datapath-config and the show platform cpu
commands to display CPU core configuration.

You can verify and troubleshoot the Enterprise SBC CPU assignments using, for example, the
show datapath-config command.

ORACLE# show datapath-config
Number of cores assigned: 8
Current core assignments: S-s-S-s-F-n-D-n
Default hugepage size: 2 MB
Number of 1 GB hugepages: 0
Number of 2 MB hugepages: 980
Total system memory: 7835 MB
Memory reserved for datapath: 1960 MB

You can also use the show platform cpu command to see if your host provides SMT
awareness.

# Note:

This is only true for the Enterprise SBC products.

ORACLE# show platform cpu

CPU count : 8

CPU speed : 2294 MHz

CPU model : Intel Core Processor ...

SMT Topology aware : True

Note also the CPU count output, which verifies your configuration.

Datapath CPU Hyperthreading Considerations

ORACLE

You need to reboot your Enterprise SBC whenever you enable of disable the use-sibling-
core-datapath parameter. You should consider whether or not to enable the feature as a
means of tuning system performance. The feature does not impact or conflict with any other
configuration.

You use the following criteria to decide whether or not to enable sibling datapath CPUs:
e Predictability and maintainability

«  Effective utilization of all cores

e Throughput

Even if the topology is supported and known to the vSBC, you may not want to enable the new
attribute. Consider the fact that the maximum number of forwarding cores is dependent on the
maximum number of queue pairs supported on the network interface. An SRIOV interface with
the Intel i40e driver, for example, has a limit of 4 Rx/Tx queue pairs, which means the most
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forwarding cores you can assign to the vSBC is 4. The result of your hyperthreading
configurations are:

e Disabled: F-n-F-n-F-n-F-n—System throughput is better when disabled because the host is
using 4 full physical cores. If your intent is to achieve highest concurrent session capacity,
and there is no constraint on the number of cores available to the vSBC, Oracle
recommends you keep this feature disabled.

e Enabled: F-f-F-f—When enabled, it only uses 2. Oracle recommends enabling the feature
if your intent is to consume fewer physical cores.

Note the following guidelines when configuring hyperthreading:

* Assign the vCPUs siblings of a single physical core on the host to the same guest
machine. Do not mix virtual machines on vCPU siblings.

* If hyper-threading is not supported by your platform, enabling or disabling this parameter
has no impact on core allocation.

* If you enable this parameter on supported platforms, Oracle recommends that you
configure the number of datapath cores for your vSBC to be divisible by 2 for optimal
performance.

* If you enable Hyperthreading on an existing VM you must double-boot the Enterprise SBC
to accommodate the increase in the number of Signaling cores.

Supported Platforms

Of the supported hypervisors, only VMware does not expose SMT capability to the Enterprise
SBC. Of the supported clouds, OCI and AWS enable SMT by default and expose it to the
Enterprise SBC. Azure shapes that enable and expose SMT vary. Please see the Release
Notes for your software version to determine which Azure Shapes apply,

System Shutdown

Use the system's halt command to gracefully shutdown the VNF.

ACMEPACKET# halt

Halt this SD [y/n]?:

See the ACLI Reference Guide for further information about this command.

Small Footprint VNF

ORACLE

Oracle® Enterprise Session Border Controller (Enterprise SBC) customers who want to reduce
the size of their SBC deployment footprints or who may not need the maximum number of
cores and amount of memory can deploy the SBC virtually with fewer cores and memory
requirements. For smaller scale deployments, the VNF software supports a minimum
deployment of 2 virtual cores, 4GB RAM, 20GB storage, and 2 interfaces. In this way, Oracle
provides a flexible solution that you can tailor to your requirements.

Note that small footprint for VNF does not support transcoding.
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# Note:

The small footprint deployment supports a minimum of 1 signaling core.

Configuration Overview

Oracle® Enterprise Session Border Controller Virtual Machine (VM) deployments require
configuration of the VM environment and, separately, configuration of the Enterprise SBC itself.
VM-specific configuration on the Enterprise SBC includes boot parameter configuration,
enabling functionality and performance tuning.

During VM installation, you can configure vSBC boot parameters, including:

e |P address
¢ Host name

During VM installation, the Enterprise SBC sets default functionality, assigning cores to
signaling and media forwarding. If you need DoS and/or transcoding functionality, you
configure the applicable cores after installation. Applicable performance tuning configuration
after deployment includes:

* Media manager traffic/bandwidth utilization tuning

« Datapath-related CPU core allocation

< Note:

For Xen-based hypervisors, the default boot mode uses DHCP to obtain an IP
address for the first management interface (wancomO) unless a static IP is
provisioned. Note that DHCP on wancomO does not support lease expiry, so the
hypervisor must provide persistent IP address mapping. If persistent IP address
mapping is not provided, the user must manually restart the VM whenever the
wancomO IP address changes due to a manual change or DHCP lease expiry.

Beyond installation, VM-related functional support, and VM-related tuning, you perform basic
Enterprise SBC configuration procedures after installation, including:

e Setting passwords

e Setup product

e Setup entitlements

e Assign Cores

* Enable hyperthreading for forwarding, DoS and transcoding cores

e Service configuration

Configure Cores

The (Enterprise SBC) allows you to specify the function of the CPU cores available from the
host.

Follow the steps below to set up your vSBC cores.
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Select the system-config, as follows.

ORACLE# configuration terminal
ORACLE (configure) # system

ORACLE (system) # system-config
ORACLE (system-config) # select

Change existing core assignment settings using the forwarding-cores, dos-cores and
transcoding-cores parameters in the preceding list. For example, to reserve a core for
DoS processing:

ORACLE# (system-config) dos-cores 1

Type done, then exit, save and activate your configuration.

Reboot your Enterprise SBC.

Configure Hyperthreading Support

The (Enterprise SBC) allows you to enable the use of host hyperthreading. This parameter is
applicable only when hyper-threading is supported by the platform. You can refer to the
platform support list in your software version's Release Notes to identify platform applicability.

If hyper-threading is not supported by your platform, enabling or disabling this parameter has
no impact on core allocation. If you enable this parameter on supported platforms, Oracle
recommends that you configure the number of datapath cores for your vSBC to be divisible by
2 for optimal performance.

Follow the steps below to enable the use-sibling-core-datapath functionality.

1.

3.
4.

In Superuser mode, use the following command sequence to access the system-config:
ORACLE# configuration terminal

ORACLE (configure) # system

ORACLE (system) # system-config

ORACLE (system-config) # select

Type use-sibling-core-datapath followed by the enabled value.

ORACLE (system-config) # use-sibling-core-datapath enabled

Type done, then exit, save and activate your configuration.

Reboot your Enterprise SBC.

General System Information

This section explains the parameters that encompass the general system information on a
Oracle® Enterprise Session Border Controller.

System Identification

Global system identification is used primarily by the Oracle® Enterprise Session Border
Controller to identify itself to other systems and for general identification purposes.

ORACLE
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Connection Timeouts

It is important to set administrative session timeouts on the Oracle® Enterprise Session Border
Controller for security purposes. If you leave an active configuration session unattended,
reconfiguration access is left open to anyone. By setting a connection timeout, only a short
amount of time needs to elapse before the password is required for Oracle® Enterprise
Session Border Controller access.

Timeouts determine the specified time period that must pass before an administrative
connection is terminated. Any subsequent configuration activity can only be performed after
logging in again to the Oracle® Enterprise Session Border Controller. The timeout parameter
can be individually specified for SSH sessions and for console port sessions.

After the SSH timeout passes, the SSH session is disconnected. You must use your SSH
program to log in to the Oracle® Enterprise Session Border Controller once again to perform
any further configuration activity.

After the console timeout passes, the console session is disconnected. The current session
ends and you are returned to the login prompt on the console connection into the Oracle®
Enterprise Session Border Controller.

Cluster Member Graceful Shutdown

When it becomes necessary to temporarily remove an Enterprise SBC from active service, and
make it available only for administrative purposes, the user issues a set-system-state offline
ACLI command. The Enterprise SBC begins a graceful shutdown. The shutdown is graceful in
that active calls and registrations are not affected, but new calls and registrations are rejected
except as discussed below. When the user issues the command, the Enterprise SBC goes into
becoming offline mode. Once there are no active SIP sessions and no active SIP
registrations in the system, the Enterprise SBC transitions to offline mode. If the Enterprise
SBC is a member of a cluster, the offline status is communicated when the user issues the set-
system-state offline command, and the Enterprise SBC excludes the offline Enterprise SBC
in future endpoint (re)balancing algorithms.

The graceful shutdown procedure is limited only to SIP calls and registrations.

Detailed Description of Graceful Shutdowns with Active SIP Calls or Registrations

ORACLE

This is the procedure when active SIP calls or registrations are on an Enterprise SBC.

When the system receives the set-system-state offline command, it transitions to becoming
offline mode. It begins checking the number of SIP-INVITE-based sessions and the number of
SIP registrations, and continues to check them when sessions complete or registrations expire
while it is in becoming offline mode. When both counts reach zero, the system transitions to
offline mode. If the system is a member of a Subscriber-Aware Load Balancer cluster, the
Subscriber-Aware Load Balancer client on the SBC changes its cluster status to the shutdown
state, and informs the Subscriber-Aware Load Balancer that it is offline. The Subscriber-Aware
Load Balancer ceases to forward new end-points to the Enterprise SBC and lists the
Enterprise SBC in a shutdown state on the Subscriber-Aware Load Balancer. The Enterprise
SBC continues to send heartbeat updates to the Subscriber-Aware Load Balancer as before.

Active calls continue normally when the Enterprise SBC is in becoming offline mode. If SIP
refresh registrations arrive for endpoints that have active calls, they are accepted. However,
the expiry of these endpoints is reduced to the configurable retry-after-upon-offline timer
value (in seconds) defined under sip-config on the Enterprise SBC. This timer should be
configured to be a much lower time interval than originally requested by the refresh
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registrations, so that endpoints refresh sooner and thus the registrations expire as closely as
possible to when the active call ends. If the new timer value configured in retry-after-upon-
offline is greater than the existing registration requested refresh value, or if its value is ‘0’
(unconfigured), the original registration refresh request is honored.

Refresh registrations for endpoints that do not have any active calls are rejected with a
configurable response code defined in the sip-config reg-reject-response-upon-offline
parameter. The default for this parameter is the 503 Service Unavailable message. It includes
a Retry-After header with a configurable timer set in retry-after-upon-offline. If the value of
the configuration is 0 (unconfigured), the header is not included in the rejection message. Once
these refreshes are rejected, Enterprise SBC immediately removes such endpoints from its
registration cache. It is a force remove. De-registrations are forwarded to the core. There is no
local response. Removals are communicated to the Subscriber-Aware Load Balancer.

Any new calls that arrive for endpoints that currently have registration entries are not rejected.
The same retry-after-upon-offline action is performed.

Any other SIP methods (like SUBSCRIBE or MESSAGE) intended for this endpoint is handled
normally and are not rejected. Priority calls are processed as usual by the Enterprise SBC,
regardless of whether an active registration is present in the Enterprise SBC as long as the
Enterprise SBC is in becoming offline state. When the Enterprise SBC transitions to the
offline state, even priority calls are rejected. If the priority calls cannot be forwarded to the
endpoint, a 380 Alternative Service response may be sent, depending on the Enterprise
SBC's configuration. However, when the Enterprise SBC achieves offline mode, even priority
calls are rejected. New non-priority calls coming for endpoints that are not currently registered
are rejected with the 503 Service Unavailable error message, as has always been done.

The Enterprise SBC sends the endpoint removal requests to the Subscriber-Aware Load
Balancer so that the Subscriber-Aware Load Balancer removes them from its endpoint table. If
a REGISTER message comes in with multiple contacts, it's possible that one of the contacts
has an active call while others do not. In that scenario, the contact without active call has the
Expires value in the Contact header changed to 0 and is forwarded to the core. When the
response arrives from the core, the Contact with active call has its Expires parameter modified
to the retry-after-upon-offline value or the UA expires value, whichever is lower. Any contact
with no active calls is removed from the cache.

Eventually, all SIP calls end, and all registrations expire. The Enterprise SBC transitions to the
offline system state. The Enterprise SBC continues to send heartbeat updates to the
Subscriber-Aware Load Balancer.

At any time after the issuance of the set-system-state offline command, a set-system-state
online command may be issued. If the Enterprise SBC is in becoming offline mode, the
process is aborted and the Enterprise SBC again becomes online. The Enterprise SBC state
is forwarded to the Subscriber-Aware Load Balancer, and the Enterprise SBC once again
participates in the Subscriber-Aware Load Balancer's (re)balancing process.

High-level Procedure for Graceful Shutdown

ORACLE

This section describes the graceful shutdown procedure. Details and exceptions to this
procedure when there are active calls or registrations are discussed in later paragraphs. The
first six actions are performed regardless of whether or not the Enterprise SBC is part of an
Oracle Communications Subscriber-Aware Load Balancer Cluster

* The Enterprise SBC receives the set-system-state offline command.
e The Enterprise SBC transitions to becoming offline mode.
e The Enterprise SBC accepts calls and subscribes from registered endpoints.

* The Enterprise SBC rejects calls from non-registered endpoints.
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The Enterprise SBC rejects new registrations with a 503 Service Unavailable error
message.

The Enterprise SBC checks the number SIP INVITE based sessions and number of SIP
registrations. When both counts are 0, the Enterprise SBC transitions to the offline state.

# Note:

Previous versions only looked at active SIP sessions (calls), without monitoring active
SIP registrations.

If the Enterprise SBC is part of an Subscriber-Aware Load Balancer cluster:

The Subscriber-Aware Load Balancer client on the Enterprise SBC changes its cluster
status to shutdown state.

The Enterprise SBC informs the Subscriber-Aware Load Balancer that it is offline.

The Subscriber-Aware Load Balancer ceases to forward new end-points to the Enterprise
SBC and puts the Enterprise SBC in a shutdown state.

Subscriber-Aware Load Balancer continues to forward all messages for existing registered
endpoints to the offline Enterprise SBC.

The Enterprise SBC continues to send heartbeat updates the Subscriber-Aware Load
Balancer as before.

Configuring General System Information

This section explains how to configure the general system parameters, timeouts, and the
default gateway necessary to configure your Oracle® Enterprise Session Border Controller.

ORACLE

To configure general system information:

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal

Type system and press Enter to access the system-level configuration elements.
ORACLE (configure) # system

Type system-config and press Enter. The system prompt changes to let you know that
you can begin configuring individual parameters.

ORACLE (system) # system-config
ORACLE (system-config) #

The following is an example what a general system information configuration might look
like. Parameters not described in this section are omitted below.

ORACLE (system-config) # show
system-config

hostname testl
description Example SD
location Row 3, Rack 4, Slot 451
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default-gateway 10.0.2.1
console-timeout 1000
last-modified-date 2004-12-08 20:15:43

When showing a single-instance configuration element such as system-config, you must
first use the select command to select the configuration element prior to viewing.

System Identification

You must specify identification parameters for this Oracle® Enterprise Session Border
Controller.

Set the following parameters to configure the system identification:

1.

hostname—Set the primary hostname used to identify the system. This parameter is used
by the software for informational purposes.

description—Enter a textual description of thesystem. This parameter is used for
informational purposes.

location—Set a location description field for your system. This parameter is used for
informational purposes. For example, you could include the site name and address of the
location where the Oracle® Enterprise Session Border Controller system chassis is
located.

default-gateway—Set the default gateway for this Oracle® Enterprise Session Border
Controller. This is the egress gateway for traffic without an explicit destination. The
application of your Oracle® Enterprise Session Border Controller determines the
configuration of this parameter.

Configuring Connection and Debug Logging Timeouts

Configure the timeouts for terminal sessions on this Oracle® Enterprise Session Border
Controller. These parameters are optional.

ORACLE

Set the following parameters to configure the connection timeouts:

1.
2

telnet-timeout—Deprecated. Any value set here is ignored.

console-timeout—Set the console timeout to the number of seconds you want the
Oracle® Enterprise Session Border Controller to wait before it ends the console session.
The default value is 0. The valid range is:

e Minimum—O0
e Maximum—65535

debug-timeout—Set the time in seconds you want to use for the debug timeout. This is
the time allowed before the Oracle® Enterprise Session Border Controller times out log
levels for system processes set to debug using the ACLI notify and debug commands.

This command does not affect log levels set in your configuration (using parameters such
as system-config, process-log-level) or those set using the ACLI log-level command.

The valid range is:
e Minimum—O0
¢ Maximum—65535
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System Configuration

To configure system-level functionality for the Oracle® Enterprise Session Border Controller
(Enterprise SBC), you configure both physical and network interfaces as well as general
system information parameters. Physical and network interfaces enable the Enterprise SBC to
communicate with any network element. General system parameters provide information for
operational and identification purposes. The default gateway general system parameter is
especially important because its configuration depends on the type of traffic you want the
Enterprise SBC to service.

System Configuration also includes specifying:
e SNMP—used for monitoring system health throughout a network.

e Syslogs and Process logs—used to save a list of system events to a remote server for
analysis and auditing purposes.

e Host Routes—used to instruct the Enterprise SBC host how to reach a given network that
is not directly connected to a local network interface.

e Accounting—used to collect and store the information in Accountin-start and Accounting-
stop messages.

«  DNS—used to resolve Internet domain names to IP addresses.

e NTP synchronization—used to set both the network and software clocks to a common
reference time.

e Alarms and traps—used to set the severity of system conditions and corresponding
alarms.

Configure General System Identification

ORACLE

The Oracle® Enterprise Session Border Controller (Enterprise SBC) primarily uses global
system identification to identify itself to other systems and for general identification purposes.

You must specify the identification parameters for the Enterprise SBC. The first three
parameters are used for informational purposes. The gateway parameter specifies the egress
gateway for traffic without an explicit destination. The application of the Enterprise SBC
determines the configuration of the gateway parameter.

Set the following parameters to configure the general system identification information:

1. Access the system-config configuration element.

ORACLE# configure terminal
ORACLE (configure) # system
ORACLE (system) # system-config
ORACLE (system-config) #
2. In system-config, do the following:
* hostname—Set the primary hostname used to identify the system.
* description—Set a textual description of the system.

* location—Set a location description field for the system. For example, you might
include the site name and address of the location where the system chassis is located.

* default-gateway—Set the default gateway for the Enterprise SBC.
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3. Type done to save your configuration.

Configuring Connection and Debug Logging Timeouts

Configure the timeouts for terminal sessions on this Oracle® Enterprise Session Border
Controller. These parameters are optional.

Set the following parameters to configure the connection timeouts:

1. telnet-timeout—Set the Telnet timeout to the number of seconds you want the Oracle®
Enterprise Session Border Controller to wait before it disconnects a Telnet session or an
SSH session. The default value is 0. The valid range is:

e Minimum—oO0
¢ Maximum—65535

2. console-timeout—Set the console timeout to the number of seconds you want the
Oracle® Enterprise Session Border Controller to wait before it ends the console session.
The default value is 0. The valid range is:

e Minimum—oO0
¢ Maximum—65535

3. debug-timeout—Set the time in seconds you want to use for the debug timeout. This is
the time allowed before the Oracle® Enterprise Session Border Controller times out log
levels for system processes set to debug using the ACLI notify and debug commands.

This command does not affect log levels set in your configuration (using parameters such
as system-config>process-log-level) or those set using the ACLI log-level command.

The valid range is:
*  Minimum—O0
¢ Maximum—65535

Phy-Interfaces

Physical interfaces are device ports with which the user connects devices to networks. On the
Oracle® Enterprise Session Border Controller (Enterprise SBC), the user configures the phy-
interface element, within the system branch, for the Enterprise SBC to use physical
interfaces. This section provides an overview of the configuration, and variations of
configuration based on platform of the phy-interface element.

Physical interface types include:

- Ethernet Management - Non-service interfaces, including:

— Primary ethernet management - IP-based access to the Command Line Interface
(CLI). The interface element is often referred to as wancomO or ethO.

— Backup ethernet management - Additional IP-based access to the CLI.

— High Availability (HA) - Connects the active Enterprise SBC to a redundant Enterprise
SBC; the redundant Enterprise SBC immediately resumes signaling and media service
if the active fails.

e Media - Interfaces designated for signaling and media service traffic.

e Serial - Direct interface to CLI, which also displays the system's boot sequence and alarm
messaging.
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The user configures the primary ethernet management and the serial interfaces using boot
parameters. This ensures that those interfaces are available even if there is no configuration.
The user configures media and backup ethernet management interface via the primary
ethernet management interface, often referred to as either ethO or wancomo, or the serial
interface after the system boots.

Interface configuration is platform dependent, with consideration of the following platform types
required for successful deployment:

¢« Acme Packet Platforms
¢ Virtual Machine Platforms
e Commercial Off the Shelf (COTS) Platforms

Ethernet Management Interfaces

The primary ethernet management interface does not use the phy-interface configuration
element. The Enterprise SBC does not display the primary ethernet management interface in
the configuration. Instead, the inet on ethernet boot parameter sets this interface's IP
address. Backup ethernet management and HA interfaces require phy-interface configuration.

Platform considerations include:

e Acme Packet platforms:

— The system uses the slot and port configuration to identify the physical interface
within the phy-interface element. Configuration recommendations include setting the
phy-interface's name parameter to a value that specifies the interface, such as sOp0
(slot O port 0).

— The system defaults to an APIPA (RFC3927) address by default, which the user can
change using the boot parameters.

e Virtual Machine platforms:

— The user must map the primary ethernet management interface and set that interfaces
IP address during installation.

— The Hypervisor allows the user to map all the Enterprise SBC management interfaces
to be used during the install procedure.

e COTS platforms:

— Primary management interface is platform dependent, using the platform's integrated
management application, such as ILOM, to define access to the primary management
interface. Users commonly configure a static IP address on the ILOM port, which
defaults to DHCP, to simplify access to the Enterprise SBC's serial port.

— The interface-mapping tools allow the user to manage the mapping between the
configured phy-interface and the platform's network interface cards on a per-MAC
address basis.

Primary and backup ethernet management interfaces access the Enterprise SBC's CLI by
default. Uses can configure any or all ethernet management interfaces to carry other
administrative traffic, including:

*  SNMP
» SSH
*  ACP/XML

e Logs sent from the Oracle® Enterprise Session Border Controller

e Boot the Oracle® Enterprise Session Border Controller from a remote file server

2-17



ORACLE

Chapter 2
Phy-Interfaces

Media Interfaces

All media interfaces require a phy-interface element configuration. The phy-interface name is
always required and is used in subsequent configuration, including network-interface and
realm. Oracle recommends using the naming convention presented in the interface-mapping
display. Further media phy-interface configuration is dependent on platform, including:

e Acme Packet platforms

— The system uses the slot and port configuration to identify the physical interface
within the phy-interface element.

— Interface mapping management (MACTAB) is irrelevant.

— The phy-interface configuration for special NICs, including the Enhanced Traffic
Control and Transcoding Cards, is the same as standard cards.

e Virtual Machine platforms

— The interface-mapping tools allow the user to manage the mapping between the
configured phy-interface and the platform's network interface cards on a per-MAC
address basis.

— Hypervisor configuration and application performance may vary based on interface
architecture. Applicable architecture examples include PCI Passthrough and
Paravirtualized.

— The phy-interface's name parameter only specifies the name to be used in
subsequent configuration.

— The slot, port, speed, duplex and autosense phy-interface parameters are not
relevant.

— The Hypervisor allows the user to map all media interfaces to be used during the
install procedure.

e COTS platforms

— The interface-mapping tools allow the user to manage the mapping between the
configured phy-interface and the platform's network interface cards on a per-MAC
address basis.

— The phy-interface's name parameter only specifies the name to be used in
subsequent configuration.

— The slot, and port phy-interface parameters are not relevant.

Serial Interface

The serial interface provides direct access to the CLI. The user can configure the Enterprise
SBC's serial interface using boot parameters, which configure port output and speed. Platform-
dependent detail includes:

* Acme Packet platforms - Serial access is available via one of two physical ports,
depending on platform.

* Virtual Machine platforms - Virtual serial interface access is typically provided directly by
the hypervisor. Boot parameters are irrelevant.

e COTS platforms - Virtual serial access is available from the integrated management
application.

Refer to the High Availability chapter in this document for configuration description and
procedures of HA interfaces. Refer to your release-specific Installation and Platform
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Preparation Guide for description and procedures on configuring boot parameters and using
the interface-mapping tools.

Before You Configure

This section describes steps you should take prior to configuring phy-interfaces.

Before you configure a phy-interface:

1.

Decide on the number and type of phy-interfaces you need.

For example, you might have one media interface connecting to a private network and one
connecting to the public network. You might also need to configure maintenance interfaces
for HA functionality.

Depending on platform, determine the slot and port numbering you need to enter for the
phy-interfaces you want to configure. Refer to the platform-specific graphics in the
Installation and Platform Preparation Guide for slot and port numbering reference.

If you are configuring your platform for HA, refer to the HA Nodes documentation and
follow the instructions there for setting special parameters in the phy-interface
configuration.

Phy-Interface Configuration

This section describes how to configure phy-interfaces.

ORACLE

1.

Access the phy-interface configuration element.

ORACLE# configure terminal
ORACLE (configure) # system
ORACLE (system) #phy-interface
ORACLE (phy-interface) #

name—Set a name for the interface using any combination of characters entered without
spaces. For example: sOp0.

admin-state—Leave the administrative state parameter set to enabled to receive and
send traffic on this interface. Select disabled to prevent media and signaling from being
received and sent. The default for this parameter is enabled.

operation-type—Select the type of phy-interface connection to use. Refer to the
appropriate platform section to identify how this parameter corresponds to an external
interface. The default value is control. The valid values are:

« media—Use this value for configuring the media interfaces which carry production
traffic.

*  maintenance—Use this value for configuring the management phy-interfaces, used
for management protocols or HA.

e control—This legacy parameter may also be used to configure the management phy-
interfaces.

slot—Set the slot number for this phy-interface. Refer to the appropriate platform section
to identify how this parameter corresponds to an external interface.

port—Set the port number for this phy-interface. Refer to the appropriate platform section
to identify how this parameter corresponds to an external interface.
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7. auto-negotiation—Leave this parameter set to enabled so that the Oracle® Enterprise
Session Border Controller and the device to which it is linked can automatically negotiate
the duplex mode and speed for the link.

If auto-negotiation is enabled, the Oracle® Enterprise Session Border Controller begins to
negotiate the link to the connected device at the duplex mode you configure. If auto-
negotiation is disabled, then the Oracle® Enterprise Session Border Controller will not
engage in a negotiation of the link and will operate only at the duplex mode and speed you
set. The default is enabled. The valid values are:

* enabled | disabled

Auto negotiation is a requirement for 1Gbit/sec speeds and higher, per the Ethernet
Standard.

8. duplex-mode—Set the duplex mode. The default is full; this field is only used if the auto-
negotiation field is set to disabled.

Given an operating speed of 100 Mbps, full duplex mode lets both devices on a link send
and receive packets simultaneously using a total bandwidth of 200 Mbps. Given the same
operating speed, half duplex mode limits the devices to one channel with a total bandwidth
of 100 Mbps. The valid values are:

* half | full

9. speed—Set the speed in Mbps of the phy-interfaces; this field is only used if the auto-
negotiation field is set to disabled. 100 is the default. The valid values are:

10100 ]| 1000

10. virtual-mac—Refer to Oracle® Enterprise Session Border Controller High Availability (HA)
documentation to learn how to set this parameter on an HA interface.

11. Type done to save your configuration.

Interface Utilization: Graceful Call Control, Monitoring, and Fault
Management

When you enable this feature, the Oracle® Enterprise Session Border Controller monitors
network utilization of its media interfaces and sends alarms when configured thresholds are
exceeded. You can also enable overload protection on a per-media interface basis, where the
Oracle® Enterprise Session Border Controller will prevent call initializations during high traffic
but still allow established calls to continue if traffic passes the critical threshold you define.

Calculation Overview

Alarms

ORACLE

When enabled to do so, the Oracle® Enterprise Session Border Controller performs a network
utilization calculation for each of its media ports. This calculation takes into account rates of
receiving and transmitting data, the speed at which each is taking place, and the quality of data
traversing the interface. The Oracle® Enterprise Session Border Controller keeps statistics for
each media port so it can compare previously- and newly-retrieved data. For heightened
accuracy, calculations are performed with milliseconds (rather than with seconds).

In the phy-interface configuration, you can establish up to three alarms per media interface—
one each for minor, major, and critical alarm severities. These alarms do not have an impact on
your system’s health score. You set the threshold for an alarm as a percentage used for
receiving and transmitting data.
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For example, you might configure the following alarms:

e Minor, set to 50%
e Major, setto 70%
e Critical, Set to 90%

When the utilization percentage hits 50%, the system generates a minor alarm. At 70%, the
system clears the minor alarm and issues a major one. And at 90%, the system clears the
major alarm and issues a critical one. At that point, if you have overload protection enabled,
the system will drop call initiations but allow in-progress calls to complete normally.

To prevent alarm thrashing, utilization must remain under the current alarm threshold for 10
seconds before the system clears the alarm and rechecks the state.

Alarm Configuration

This section shows you how to configure alarm thresholds and overload protection per media
interface.

Configuring Utilization Thresholds for Media Interfaces

ORACLE

To configure utilization thresholds for media interfaces:
1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

2. Type system and press Enter.

ORACLE (configure) # system
ORACLE (system) #

3. Type phy-interface and press Enter. If you are adding this feature to an existing
configuration, then remember you must select the configuration you want to edit.

ORACLE (system) # phy-interface
ORACLE (phy-interface) #

4. Type network-alarm-threshold and press Enter.

ORACLE (phy-interface) # network-alarm-threshold
ORACLE (network-alarm-threshold) #

5. severity—Enter the severity for the alarm you want to fine for this interface: minor
(default), major, or critical. Since the parameter defaults to minor, you must change the
value if you want to define a major or critical alarm.

6. value—Enter the percentage of utilization (transmitting and receiving) for this interface that
you want to trigger the alarm. For example, you might define a minor alarm with a
utilization percentage of 50. Valid values are between 0 and 100, where 0 is the default.

7. Save your work.
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Configuring Graceful Call Control

You can enable the Oracle® Enterprise Session Border Controller to stop receiving session-
initiating traffic on a media interface when the traffic for the interface exceeds the critical
threshold you define for it.

To enable graceful call control:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

2. Type system and press Enter.

ORACLE (configure) # system
ORACLE (system) #

3. Type phy-interface and press Enter. If you are adding this feature to an existing
configuration, then remember you must select the configuration you want to edit.

ORACLE (system) # phy-interface
ORACLE (phy-interface) #

4. overload-protection—Change this parameter’s value to enabled if you want to turn
graceful call control on. Leave it set to disabled (default) if you do not want to use this
feature.

5. Save your work.

Network Interfaces

The network interface element specifies a logical network interface. In order to use a network
port on a network interface, you must configure both the phy-interface and the corresponding
network interface configuration elements. If the network interface does not use VLANS tagging,
ensure that the sub-port-id parameter is set to 0, the default value. When VLAN tags are used
on a network interface, the valid sub-port-id value can range from 1-4096. The combination of
the name parameter and the sub-port-id parameter must be unique in order to identify a
discrete network interface.

IP Configuration

VLANs

ORACLE

A Oracle® Enterprise Session Border Controller network interface has standard parameters
common to nearly all IP network interfaces. There are a few fields that are unique to the
Oracle® Enterprise Session Border Controller.

VLANSs are used to logically separate a single phy-interface into multiple network interfaces.
There are several applications for this like MPLS VPNs (RFC 2547), MPLS LSPs, L2VPNs
(IPSec, L2TP, ATM PVCs), reusing address space, segmenting traffic, and maximizing the
bandwidth into a switch or router. The range of services and management capabilities you can
implement with VPNs is huge.
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The primary applications of VLANs on the Oracle® Enterprise Session Border Controller are
VPNs and peering. Several peering partners may terminate their connections to a Oracle®
Enterprise Session Border Controller on a single phy-interface. VLAN tags are used to
segregate and correctly route the terminated traffic. The Oracle® Enterprise Session Border
Controller can support a maximum of 1024 VLANSs per phy-interface. Ingress packets that do
not contain the correct VLAN tag will be dropped. All packets exiting on an egress interface will
have the VLAN tag appended to them.

The Oracle® Enterprise Session Border Controller can be included in an MPLS network
through its connectivity to a PE router, which maps a MPLS VPN label to an 802.1q VLAN tag.
Each Oracle® Enterprise Session Border Controller can terminate different 802.1q VLANS into
separate network interfaces, each of which can represent a different customer VPN.

Overlapping Networks

Overlapping networks are when two or more private networks with the same addressing
schemes terminate on one phy-interface. The problem this creates can easily be solved by
using VLAN tagging. For example, two 10.x.x.x networks terminating on one Oracle®
Enterprise Session Border Controller network interface will obviously not work. The Oracle®
Enterprise Session Border Controller includes the IP Address, Subnet Mask, and 802.1q VLAN
tag in its Network Interface determination. This allows Oracle® Enterprise Session Border
Controller to directly interface to multiple VPNs with overlapping address space.

Administrative Applications Over Media Interfaces

By default, the Oracle® Enterprise Session Border Controller's ICMP, SNMP, and SSH
services cannot be accessed via the media interfaces. In order to enable these services, you
must explicitly configure access by identifying valid source addresses for the specific
applications. Doing such uses the Oracle® Enterprise Session Border Controller's host-in-path
(HIP) functionality.

When traffic is received on media interfaces, it is scanned for ICMP, SNMP, or SSH packets.
The configuration is set to identify the possible IP addresses where that traffic may be sourced
from. When a match is made among packet type and source address, those packets are
forwarded through the media interfaces to the processes running on the system's CPU.

Each media network-interface's gateway should be configured so that off-subnet return traffic
can be forwarded out the appropriate media interface. Also, it is advisable that no overlapping
networks are configured between any media network interface and the administrative
interfaces (wancom).

Configurable MTU Size

ORACLE

Configurable MTU on per network-interface basis enables the user to set a different MTU on
each network interface. It also enables the user to set a system wide default MTU for IPv6 and
IPv4 network interfaces. System wide defaults can be set in system-config configuration
object by setting ipv6-signaling-mtu or ipv4-signaling-mtu. Defaults are 1500 for both IPv6
and IPv4.

These settings can be overwritten for each network interface by setting signaling-mtu in
network-interface configuration object. Default is 0 — meaning use the system wide MTU.

This feature applies to all Signaling packets generated by the Oracle® Enterprise Session
Border Controller. All UDP packets greater than the MTU will be fragmented. For all TCP
connections we advertise MSS (Maximum Segment Size) TCP option in accordance with the
configured MTU. MSS option is sent in SYN and SYN/ACK packets to let the other side of the
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TCP connection know what your maximum segment size is. This ensures that no TCP packet
is greater than the configured MTU.

1. MTU settings do not apply to media packets.

2. UDP: MTU settings apply only to packets sent by the Oracle® Enterprise Session Border
Controller. The Oracle® Enterprise Session Border Controller will continue to process
received packets even if they exceed to the configured MTU.

3. Security Phy (IPsec) hardware only; We subtract 100 bytes from the configured MTU to
allow for extra headers added by security protocols. This happens even when Security Phy
(IPsec) is in clear mode (no security is being applied). Due to hardware limitations of the
Security Phy (IPsec) it only allows one MTU per physical port. The maximum MTU of all
network interfaces on a given physical port will be used as the MTU for that physical port.

4. The Call Recording feature is where we make a copy of a packet, encapsulate it in an IP-
in-IP header and send it to a configured Call Recording Server (CRS). When Call
Recording is enabled, to allow space for IP-in-IP encapsulation we reduce the MTU of the
original packets to be to be the lesser of the two options listed below.

e Original Destination network MTU minus size of IP-in-IP header.

e CRS network interface’s MTU minus size of IP-in-IP header.

# Note:

This will ensure that the traffic sent to the CRS will be within the MTU
constraints of CRS’ network-interface.

Disabling GARP and ND for out-of-subnet Addresses

ORACLE

You can configure the Enterprise SBC to limit its use of Gratuitous Address Resolution Protocol
(GARP) or Network Discovery (ND). Specifically, you can prevent the system from performing
this function for each sip-interface that is not in the same subnet as the network-interface on
which they operate. External systems typically reach these addresses through static routes or
other routing configurations, making the use of GARP and ND unnecessary for them.

The Enterprise SBC sends out a GARP or ND message, for IPv4 or IPv6 respectively, for every
configured interface and VLAN during every interface initialization, HA switch over, and media
link up event. When the number of configured interfaces and VLANSs are large, the Enterprise
SBC may send thousands of these GARP or ND in a very short amount of time. Such GARP
avalanches can overload the routers and switches connected to the Enterprise SBC.

The Enterprise SBC's GARP rate limiting feature helps to avoid overload to some extent. You
can further limit the amount of GARP and ND traffic issued by the Enterprise SBC when you
enable the disable-garp-out-of-subnet parameter within the system-config. When enabled,
this feature prevents the system from issuing GARP or ND messages for every sip-interface
that is not in the same subnet as the network-interface over which they operate. Enabling this
parameter also prevents the system from issuing GARP or ND messages to loopback
interfaces.

Use the syntax below to enable this parameter.

ORACLE (system-config) #disable-garp-out-of-subnet enabled

This parameter is Real Time Configurable.
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# Note:

Although the disable-garp-out-of-subnet parameter is visible on the Subscriber
Aware Load Balancer (SLB), it does not apply and has no effect on that product.

Reporting

You can refer to the log.12resolver log for information about this feature. This log presents the
total number of entries in the NDP table, the number of NDP entries chosen for GARP
processing and the number of out-of-subnet interface IPs that the feature has filtered out.

Network Interface Configuration

This section explains how to access and configure network interface.

Special Considerations

Configuration changes to network interface parameters might have an impact on boot
configuration parameters. After configuring the network interface, you might receive a message
indicating that you could be changing boot config parameters under the following
circumstances:

* A phy-interface or network interface element matches the boot interface (for example, the
physical port is the same as the boot port).

e The boot configuration parameters are modified, because the IPv4 address, netmask, or
gateway is different from the corresponding boot configuration parameters.

You are asked if you want to continue. If you enter yes, the configuration will be saved and
then the differing boot configuration parameters will be changed. If you enter no, then the
configuration is not saved and the boot configuration parameters are not changed.

Configuring the phy-interface and network interface elements for the first management
interface is optional because that interface, eth0, is implicitly created by a valid bootparam
configuration that specifies the boot device, IPv4 address, subnet, and gateway.

Network Interfaces Configuration

This section describes how to configure a network interface.
® Access the network-interface configuration element.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # network-interface
ORACLE (network-interface)

IP Configuration and Identification
You must specify the identity and address for all network interfaces.

Set the following parameters to configure a network interface:

1. name—Set the name for the network interface. This must be the same name as the phy-
interface to which it corresponds.
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2. description—Enter a description of the network for easier identification.

3. hostname—Set the hostname (FQDN) of this network interface. This parameter is
optional.

4. ip-address—Set the IP address of this network interface.
5. netmask—Set the netmask of this network interface in dotted decimal notation.

6. gateway—Set the gateway that this network interface uses to communicate with the next
hop.

Oracle recommends, as a best-practice, that you always configure a gateway for the
media interfaces. If the only trigger to learn a gateway or a directly connected endpoint is
ingress media packets, then the Enterprise SBC typically drops initial packets of a first call
until the gateway or the endpoint L2 MAC address is resolved.

7. sec-gateway—Set an additional optional gateway for this network interface

8. dns-ip-primary—Set the DNS servers. You can set an additional two DNS servers by
using the dns-ip-backupl and dns-ip-backup2 parameters.

9. dns-domain—Set the default domain name.

10. signaling-mtu—Sets the MTU size for IPv4 or IPv6 transmission.

VLAN Configuration

One parameter is required to configure VLANSs on a Oracle® Enterprise Session Border
Controller. The sub-port-id parameter located in the network-interfaces element adds and
masks for a specific VLAN tag.

® sub-port-id—Enter the identification of a specific virtual interface in a phy-interface (e.g.,
a VLAN tab). If this network interface is not channelized, leave this field blank, and the
value will correctly default to 0. The sub-port-id is only required if the operation type is
Media. The valid range is:

e Minimum—oO0

e Maximum—4095.

HIP Address Configuration

ORACLE

To configure administrative service functionality on a media interface, you must first define all
source IP addresses in the media-interface's network that will exchange administrative traffic
with the system. Next you will identify the type of administrative traffic each of those addresses
will exchange.

You must configure the gateway parameter on this network-interface for administrative traffic
to successfully be forwarded. You should also ensure that this network interface is not on an
overlapping network as any of the administrative networks (wancoms).

Set the following parameters to configure HIP functionality on a network interface:

1. add-hip-ip—Configure all possible local IP address(es) to which a remote system can
send administrative traffic. This parameter specifies addresses that can reply to requests.
You must also configure them in a service list, such as add-icmp-ip, to specify the service
to which they can reply. This parameter can accept multiple IP addresses. You can later
remove this entry by typing remove-hip-ip followed by the appropriate IP address.

2. add-ftp-ip—This parameter has been deprecated.
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3. add-icmp-ip—Set all possible local IP address(es) to which a remote system can ping the
Enterprise SBC and expect replies. You must also configure these addresses to the add-
hip-ip parameter. You can later remove this entry by typing remove-icmp-ip followed by
the appropriate IP address.

For security, if the ICMP address and the hip-ip-list are not added for an address, the
Enterprise SBC hardware discards ICMP requests or responses for the address.

# Note:

IP address changes to the add-icmp-ip and remove-icmp-ip parameters during
traffic hours may impact established calls

4. add-snmp-ip—Set the IP address(es) that will access the system's SNMP process. This
lets SNMP traffic enter the Enterprise SBC and reach the host. You can later remove this
entry by typing remove-snmp-ip followed by the appropriate IP address.

5. add-telnet-ip—This parameter has been deprecated.

6. add-ssh-ip—Set the IP address(es) that can connect and access the system through
SSH. You can later remove this entry by typing remove-SSH-ip followed by the
appropriate IP address.

Configurable MTU Size

ORACLE

Configurable MTU on per network-interface basis enables the user to set a different MTU on
each network interface. It also enables the user to set a system wide default MTU for IPv6 and
IPv4 network interfaces. System wide defaults can be set in system-config configuration
object by setting ipv6-signaling-mtu or ipv4-signaling-mtu. Defaults are 1500 for both IPv6
and IPv4.

These settings can be overwritten for each network interface by setting signhaling-mtu in
network-interface configuration object. Default is 0 — meaning use the system wide MTU.

This feature applies to all Signaling packets generated by the Oracle® Enterprise Session
Border Controller. All UDP packets greater than the MTU will be fragmented. For all TCP
connections we advertise MSS (Maximum Segment Size) TCP option in accordance with the
configured MTU. MSS option is sent in SYN and SYN/ACK packets to let the other side of the
TCP connection know what your maximum segment size is. This ensures that no TCP packet
is greater than the configured MTU.

1. MTU settings do not apply to media packets.

2. UDP: MTU settings apply only to packets sent by the Oracle® Enterprise Session Border
Controller. The Oracle® Enterprise Session Border Controller will continue to process
received packets even if they exceed to the configured MTU.

3. Security Phy (IPsec) hardware only; We subtract 100 bytes from the configured MTU to
allow for extra headers added by security protocols. This happens even when Security Phy
(IPsec) is in clear mode (no security is being applied). Due to hardware limitations of the
Security Phy (IPsec) it only allows one MTU per physical port. The maximum MTU of all
network interfaces on a given physical port will be used as the MTU for that physical port.

4. The Call Recording feature is where we make a copy of a packet, encapsulate it in an IP-
in-IP header and send it to a configured Call Recording Server (CRS). When Call
Recording is enabled, to allow space for IP-in-IP encapsulation we reduce the MTU of the
original packets to be to be the lesser of the two options listed below.

e Original Destination network MTU minus size of IP-in-IP header.
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*  CRS network interface’s MTU minus size of IP-in-IP header.

# Note:

This will ensure that the traffic sent to the CRS will be within the MTU
constraints of CRS’ network-interface.

System Wide MTU Size

To change system wide MTU settings:

1. Access the system-config configuration element.
ORACLE# configure terminal
ORACLE (configure) # system
ORACLE (system) # system-config
ORACLE (system-config) #

2. Type select to begin editing the system-config object.

ORACLE (system-config) # select
ORACLE (system-config) #

3. ipv6-signaling-mtu or ipv4-signaling-mtu Configure MTU in the system config and
optionally in the network interface. Default will be 1500 bytes.

ORACLE (system-config)# ipvé6-signaling-mtu 1500
ORACLE (system-config)# ipv4-signaling-mtu 1600

4. Type done to save your configuration.

Scheduled External Backups

You can configure the Enterprise SBC to automatically back up your important information to
an external SFTP server. This feature enhances system reliability by maintaining an off-system
copy of this information and by making restoration processes faster.

This feature provides you with the tools to back up:

e The system's configuration file
e Log files
e The output of the show support-info command

You can back up these objects using the schedule-backup element in the system-config.
The schedule-backup element includes parameters and sub-elements with which you
configure backup detail.

Scheduled External Configuration Backup

ORACLE

You can configure the Enterprise SBC to automatically back up its current backup configuration
file dataDoc.gz, which is available at /code/gzConfig/, to an external SFTP server. This feature
enhances system reliability by maintaining an off-system copy of your configuration and by
making restoration processes faster.
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You configure this backup process using the schedule-backup element in the system-config.
The schedule-backup element includes parameters and sub-elements with which you
configure your config-backup detail. This detail specifies how and when to perform the
backups as well as push-receiver detail, which specifies the server to which you send your
backup configuration.

The Enterprise SBC provides several typical functions for this feature:

* The Enterprise SBC names the configuration backup files using the format
<SBCNODENAME>-YYYYMMDDHHMMSS where:

— SBCNODENAME—The target name you configure in the Enterprise SBC bootparam.
If you have not configured a target name, the Enterprise SBC uses the value you
configure in the hostname parameter within the system-config.

If both the target name in the bootparams and the hostname in the system-config are
empty, the system uses the default string value “SBCNONAME” instead of
SBCNODENAME.

—  YYYYMMDD—The date when the system created the backup.
—  HHMMSS—The timestamp when the system created the backup, in 24-hour format.

* If you configure more than one push receiver, the Enterprise SBC pushes the
configuration file to all of them sequentially.

* The Enterprise SBC can retry pushing the backup file if it fails.

* The Enterprise SBC stops attempting to push the backup file when it reaches your
configured value for maximum number of retry attempts.

* The Enterprise SBC generates an alarm and an SNMP trap if it fails to push the backup file
to a configured push receiver.

To restore the backup configuration on the Enterprise SBC, you:

»  Copy the backup configuration from a target push receiver to the /code/bkups folder.

* Run the restore-backup-config <Backup Filename> command to restore the
configuration.

* Save and Activate the new configuration.

Reporting

The Enterprise SBC raises an alarm and issues a simultaneous SNMP trap to notify you each
time access to a push-receiver fails. You can manually clear the alarm using the clear-alarm
command. There is no associated clear-trap.

The alarm is named APP_ALARM_SCHBKP_PUSH_FAIL. The alarm uses the standard
format and includes:

e Severity — Warning

e First occurrence timestamp
e Last occurrence timestamp
«  Count

e Description — Config backup failed to upload to remote server Hostname: <hostname>, IP:
<ipaddress>, Path: <Path>

You can access the SNMP trap using the applicable OID. The name is this trap is
apConfigPushReceiverFailureTrap. You can access it from the apSip traps using the OID
1.3.6.1.4.1.9148.3.15.7.1.0.1. This trap is reserved for configuration backup push receiver
failures only.
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In addition, you can review the log.schbkpd file, which is available individually and within the
package-logfiles package, for operational analysis and troubleshooting this feature.

Scheduled External Log and Support-Info Backup

ORACLE

You can configure the Enterprise SBC to automatically back up a package of its current log
files and the latest support-info command output from the “/opt/archives/logs” folder to an
external SFTP server. This feature enhances system reliability by maintaining an off-system
copy of your system's state.

You configure this log file and support-info backup using the same procedures as the config-
backup function. To accommodate this, the schedule-backup element in the system-config
includes the logs-backup sub-element.

# Note:

Information from the dump-np-stats command are excluded from this backup.

The majority of the configuration parameters in logs-backup are the same as those in the
config-backup sub-element. Differences that apply to logs-backup include:

* You can configure a support-info-interval parameter to specify the number of hours
between each stored support-info output. The default value is 3, and the range is from 1
(minimum) to 48 (maximum) hours.

* You can configure a all-logs-interval parameter to specify the number of hours after which
the system creates a log package. The default value is 12, and the range is from 1
(minimum) to 48 (maximum) hours.

e You can configure a include-all-logs parameter to specify that the system includes all logs
in each log package in addition to the support-info output. When disabled, the system only
backs up the support-info output.

* You can configure a local-backups-count parameter to specify the number of packaged
show support-info files to be maintained for rotation. The default value is 5, and the
range is from 1 (minimum) to 24 (maximum) times.

*  You can configure a local-logs-backup-count parameter to specify the number of
packaged “all logs” files to be maintained for rotation. The default value is 5, and the range
is from 1 (minimum) to 12 (maximum).

The majority of operational behaviors for this logs-backup feature are the same as those in
the config-backup feature:

e Target file naming function is basically the same. The target file name has to differ, using
the syntax <SBCNODENAME>-logs-YYYYMMDDHHMMSS.

* If you configure more than one push receiver, the Enterprise SBC pushes the
configuration file to all of them sequentially.

e The Enterprise SBC can retry pushing the backup file if it fails.

* The Enterprise SBC stops attempting to push the backup file when it reaches your
configured value for maximum number of retry attempts.

e The Enterprise SBC generates an alarm and an SNMP trap if it fails to push the backup file
to a configured push receiver.
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Alarm and Associated Trap

The Enterprise SBC raises an alarm and issues a simultaneous SNMP trap to notify you each
time access to a push-receiver fails. You can manually clear the alarm using the clear-alarm
command. There is no associated clear-trap.

The alarm is named APP_ALARM_SCHBKP_LOGS_PUSH_FAIL. The alarm uses the
standard format and includes:

The name of the trap is apPushReceiverFailureTrap. You can access it from the apSip traps
using the OID 1.3.6.1.4.1.9148.3.16.2.2.8.0.1. This trap is reserved for configuration backup
push receiver failures only.

In addition, you can review the log.schbkpd file, which is available individually and within the
package-logfiles package, for operational analysis and troubleshooting this feature.

Configure Scheduled Log and Support Info Backups

ORACLE

This task explains how to establish an automatic, timed backup of your Log and Support Info
output and send it to a push-receiver.

Push receiver configurations establish a connection to the SFTP server to which the Enterprise
SBC pushes records. You can configure the Enterprise SBC to include copies of your log and
show support-info output backup within these records.

To configure scheduled log file and show support-info output backups:

1. Access the schedule-backup configuration element.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # system-config

ORACLE (system-config) # select

ORACLE (system-config) # schedule-backup
ORACLE (schedule-backup) #

2. logs-backup—Access the logs-backup sub-element.

ORACLE (schedule-backup)# logs-backup
ORACLE (logs-backup) #
3. admin-state—Enable or disable this backup feature. This parameter is disabled by default.
« disabled(default)
° enabled

4. retry-interval—Specify the interval the system uses to determine when it tries to resend a
configuration backup after an attempt fails. The range is 5 to 10 minutes and the default is
5 minutes.

5. retry-count—Specify the maximum number of times the system tries to resend a
configuration backup after prior attempts fail. The range is 1 to 3 retries and the default is 3
retries.

6. push-failure-alarm—Enable or disable the generation of alarms and traps in case of any
push-receiver failures. This alarm is of severity type Warning.

e enabled (default)
e disabled
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support-info-interval—Specify the number of hours between each stored show support-
info output.

e 3 (default)
* Rangeis 1to 48 hours

all-logs-interval—Specify the number of hours after which the system creates another log
package.

e 12 (default)
* Rangeis 1to 48 hours

include-all-logs—Enable or disable the system to include all logs in each log package in
addition to the support-info output. When disabled, the system only backs up the support-
info output.

local-backups-count—Specify the number of packaged “show support-info” files to be
maintained for rotation.

e 5 (default)
* Rangeis1to 24

local-logs-backup-count—Specify the number of packaged “all logs” files to be
maintained for rotation.

e 5 (default)
e Rangeis1to12

local-logs-dir-size—Specify the desired size (in KB) of the “/opt/archives/logs” folder to be
maintained for storage.

* 1024 MB (default)
 Range is 512 to 2048 MB

push-receiver—Access the push-receiver sub-element.
ORACLE (push-receiver) #

address—Enter the IPv4 address of the push receiver to which you want records sent.
e Default: 0.0.0.0

username—Enter the username that the Enterprise SBC uses when it sends records to
this server.

password—Enter the password that the Enterprise SBC uses when it sends records to
this server.

ORACLE (push-receiver) # password
Enter password:

Retype password:

Password updated

ORACLE (push-receiver) #

data-store—Enter the absolute path on the remote server where you want the collected
data placed.
protocol—Enter the protocol used to push configuration data to the server.

o sftp (default)
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# Note:

For SFTP to work, you must import the public key of the SFTP server into the
Enterprise SBC. See the "Manage SSH Keys" in the ACLI Configuration Guide.

Configure Scheduled Configuration Backups

This task explains how to establish an automatic, timed backup of your configuration and send
it to a push-receiver.

Push receiver configurations establish an SFTP server to which the Enterprise SBC pushes
records. You can configure the Enterprise SBC to include a copy of your backup configuration
file as one of these records.

ORACLE

To configure scheduled configuration backups:

1.

Access the schedule-backup configuration element.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # system-config

ORACLE (system-config) # select

ORACLE (system-config) # schedule-backup
ORACLE (schedule-backup) #

admin-state—Enable or disable this configuration backup feature. This parameter is
disabled by default.

* disabled(default)

* enabled

config-backup—Access the config-backup sub-element.

ORACLE (config-backup) #

interval—Specify the interval the system uses to determine when to push backups. This
parameter is weekly by default.

e daily—24 hours from last backup

«  weekly—7 days from last backup

e monthly—30 days from last backup

retry-interval—Specify the interval the system uses to determine when it tries to resend a
configuration backup after an attempt fails. The range is 5 to 30 minutes and the default is
5 minutes.

retry-count—Specify the maximum number of times the system tries to resend a
configuration backup after prior attempts fail. The range is 2 to 10 retries and the default is
5 retries.

push-failure-alarm—Enable or disable the generation of alarms and traps in case of any
push-receiver failures. This alarm is of severity type Warning.

e enabled (default)
e disabled

2-33



Chapter 2
IP Identification (ID) Field

8. push-receiver—Access the push-receiver sub-element.
ORACLE (push-receiver) #

9. address—Enter the IPv4 address of the push receiver to which you want records sent.
e Default: 0.0.0.0

10. username—Enter the username that the Enterprise SBC uses when it sends records to
this server.

11. password—Enter the password that the Enterprise SBC uses when it sends records to
this server.

ORACLE (push-receiver) # password
Enter password:

Retype password:

Password updated

ORACLE (push-receiver) #

12. data-store—Enter the absolute path on the remote server where you want the collected
data placed.
13. protocol—Enter the protocol used to push configuration data to the server.

o sftp (default)

# Note:

For SFTP to work, you must import the public key of the SFTP server into the
Enterprise SBC. See the "Manage SSH Keys" in the ACLI Configuration Guide.

IP Identification (ID) Field

By default, non-fragmented UDP packets generated by media interfaces have the ID field set
to 0. You can configure the Oracle® Enterprise Session Border Controller to populate this field
with an incrementing value by adding the increment-ip-id option in the media manager. Every
non-fragmented packet sent will have its ID increased by one from the previous packet sent.

Using a packet trace application, egress packets from the Oracle® Enterprise Session Border
Controller will have an ID field that appears to be incrementing. Enabling the ID field can help
distinguish a retransmitted non-fragmented application layer packet from a packet
retransmitted by the network layer in monitoring or lab situations.

IP Identification Field Configuration

To enable ID field generation in media-manager:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #
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2. Type media-manager and press Enter.

ORACLE (configure) # media-manager
ORACLE (media-manager) #

3. options—Set the options parameter by typing options, a Space, the option name
increment-ip-id with a plus sign in front of it, and then press Enter.

ORACLE (media-manager) # options + increment-ip-id

If you type the option without the plus sign, you will overwrite any previously configured
options. In order to append the new options to the realm configuration’s options list, you
must prepend the new option with a plus sign as shown in the previous example.

4. Save and activate your configuration.

The Simple Network Management Protocol (SNMP) is a part of the Internet Protocol Suite,
defined by the Internet Engineering Task Force (IETF). It allows you to monitor system and
health conditions for an Oracle® Enterprise Session Border Controller (Enterprise SBC)
through an external network management (northbound) system, such as the Oracle
Communications Session Delivery Manager or an SNMP manager. The system supports
SNMPv3, v2 or v1 to interface with a range of external NMS systems.

Detail on SNMP operation, configuration and data is documented in the Oracle
Communications Session Border Controller MIB Reference Guide. The first chapter of the
Oracle Communications SNMP Reference Guide provides a configuration overview and
procedures. The rest of the guide serves as a reference for the MIB.

SNMP Configuration
SNMP configuration on the Enterprise SBC typically includes defining:

e Administrative management information
e SNMP messaging, including:

— Trap information—Sent by the Enterprise SBC to the northbound system, similar to
alarms.

— System detail information—Collected by the northbound system from the Enterprise
SBC. This is typically referred to as read operation.

— System detail information—Configured by the northbound system on the Enterprise
SBC. This is typically referred to as write operation.

SNMP Data

You must understand SNMP data to determine your actions when you see it. SNMP data is
organized into a hierarchical numbering scheme in the form of Object Identifiers (OIDs). OIDs
are collected and presented within the context of Management Information Bases (MIBs). A
text file external to the Enterprise SBC system code called a miboid maintains a correlation
between object numbers and text names. The system code and miboid numbers correlate
each OID to a software or hardware construct that typically has a value and is of interest to the
people who monitor them. A set of .mib text files contain the data presented to the human user,
referenced by the object names, for each hierarchical information group. You get the applicable
files from the device vendor and load them into SNMP managers
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OID numbering is, to a large extent, defined and managed by the IETF. This management
benefits equipment vendors by preventing information conflation and identifier overlaps. Similar
to a MAC address, the IETF provides equipment vendors with numerical identities under which
they can create their own hierarchical schemes and define their systems' SNMP information.
An example of vendor-specific information is a configuration parameter's value. Similarly, the
IETF maintains and shares standard numerical hierarchies used by all equipment vendors so
they do not have to create them. An example of standard information is interface speed.

Syslog and Process Logs

Overview

Logging events is a critical part of diagnosing misconfigurations and optimizing operations.
Oracle® Enterprise Session Border Controllers can send both syslog and process log data to
appropriate hosts for storage and analysis.

The Oracle® Enterprise Session Border Controller generates two types of logs, syslogs and
process logs. Syslogs conform to the standard used for logging servers and processes as
defined in RFC 3164.

Process logs are Oracle proprietary logs. Process logs are generated on a per-task basis and
are used mainly for debugging purposes. Because process logs are more data inclusive than
syslogs, their contents usually encompass syslog log data.

Syslog and process log servers are both identified by an IPv4 address and port pair.

Process Log Messages

Process log messages are sent as UDP packets in the following format:

<file-name>:<log-message>

In this format, <filename> indicates the log filename and <log-message> indicates the full text
of the log message as it would appear if it were written to the normal log file.

Syslog and Process Logs Configuration

ORACLE

This section describes how to configure syslog and process log servers.
To configure syslogs and process logs:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal

2. Type system and press Enter to access the system-level configuration elements.
ORACLE (configure) # system

3. Type system-config and press Enter. The system prompt changes to let you know that
you can begin configuring individual parameters.

ORACLE (system) # system-config
ORACLE (system-config) #
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From this point, you can set process log parameters. Skip to the following process log
configuration section.

Type syslog-server and press Enter. The system prompt changes to let you know that you
can begin configuring individual syslog parameters

ORACLE(system-config)# syslog-server
ORACLE(syslog-config)#

From this point, you can set syslog parameters. The following is an example what an
syslog and process log configuration might look like. Parameters not described in this
section are omitted below.

system-log-level WARNING
syslog-server

address 172.15.44.12

port 514

facility 4
process-log-level NOTICE
process-log-ip-address 0.0.0.0
process-log-port 0

Syslog Configuration

The Oracle® Enterprise Session Border Controller supports multiple syslog servers. As the
number of active syslog increases, the performance level of the Oracle® Enterprise Session
Border Controller may decrease. Therefore, we recommend configuring no more than 8 syslog
servers.

Set the following parameters to configure syslog servers:

1.
2
3.

address—Set the IPv4 address of a syslog server.
port—Set the port portion of the syslog server. The default is 514.

facility—Set an integer to identify a user-defined facility value sent in every syslog
message from the Oracle® Enterprise Session Border Controller to the syslog server. This
parameter is used only for identifying the source of this syslog message as coming from
the Oracle® Enterprise Session Border Controller. It is not identifying an OS daemon or
process. The default value for this parameter is 4. RFC 3164 specifies valid facility values.

In software release versions prior to Release 1.2, the Oracle® Enterprise Session Border
Controller would send all syslog messages with a facility marker of 4.

system-log-level—Set which log severity levels write to the system log (filename:
acmelog). The default is WARNING. Valid values are:

«  EMERGENCY | CRITICAL | MAJOR | MINOR | WARNING | NOTICE | INFO | TRACE |
DEBUG | DETAIL

Configure the Process Log Server

Set the following parameters to configure the process log server:

ORACLE

1.

process-log-level—Set the starting log level all processes running on the system use.
Each individual process running on the system has its own process log. The default is
NOTICE. Valid values: EMERGENCY | CRITICAL | MAJOR | MINOR | WARNING |
NOTICE | INFO | TRACE | DEBUG | DETAIL
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2. process-log-ip-address—Set the IPv4 address of the process log server. The default
value is 0.0.0.0, which causes the system to write log messages to the normal log file.

3. process-log-port—Set the port number associated with the process log server. The
default value is 0, which causes the system to write log messages to the normal log file.
The valid range is: 1025-65535.

Host Routes

Host routes let you insert entries into the Oracle® Enterprise Session Border Controller's

routing table. These routes affect traffic that originates at the Oracle® Enterprise Session

Border Controller's host process. Host routes are used primarily for steering management
traffic to the correct network.

When traffic is destined for a network that is not explicitly defined on a Oracle® Enterprise
Session Border Controller, the default gateway (located in the system-config) is used. If you
try to route traffic to a specific destination that is not accessible through the default gateway,
you need to add a host route. Host routes can be thought of as a default gateway override.

Certain SIP configurations require that the default gateway is located on a media interface. In
this scenario, if management applications are located on a network connected to an
administrative network, you will need to add a host route for management connectivity.

Host routes to IPv6 addresses do not support a netmask. The system uses the exact match of
the dest-network parameter to target an endpoint. The system does not target IPv6 networks
with a host route. For IPv4, you need to configure netmask, whereas for IPv6, SBC uses the
default value set for netmask.

# Note:

Do not configure a host-route, gateway with an address already used for any
existing network-interface, gateway.

Host Routes Example

When you enable SIP signaling over media interfaces, the default gateway uses an IPv4
address assigned to a media interface. Maintenance services (SNMP and Radius) are located
on a network connected to, but separate from, the 192.168.1.0/24 network on wancomO. To
route Radius or SNMP traffic to an NMS (labeled as SNMP in the following example), a host
route entry must be a part of the Oracle® Enterprise Session Border Controller configuration.
The host route tells the host how to reach the 172.16.0.0/16 network. The actual configuration
is shown in the example in the next section of this guide.
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I 172.16.0.0/16

192.168.1.1
I 1192.168.1.0/24

wancom0

default
gateway

Host Route Configuration

To configure a host route:

1. Access the host-route configuration element.

ORACLE# configure terminal
ORACLE (configure) # system
ORACLE (system) # host-route
ORACLE (host-route) #

2. dest-network—Set the IP address of the destination network that this host route points
toward.

3. netmask—Set the netmask portion of the destination network for the route you are
creating. The netmask is in dotted decimal notation.

4. gateway—Set the gateway that traffic destined for the address defined in the first two
elements should use as its first hop.

5. Type done to save your configuration.

Setting Holidays in Local Policy

This section explains how to configure holidays on the Oracle® Enterprise Session Border
Controller.

You can define holidays that the Oracle® Enterprise Session Border Controller recognizes.
Holidays are used to identify a class of days on which a local policy is enacted. All configured
holidays are referenced in the local-policy-attributes configuration subelement as an H in the
days-of-week parameter. Because holidays are entered on a one-time basis per year, you
must configure a new set of holidays yearly.

Holidays Configuration

To configure holidays:
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1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal

2. Type session-router and press Enter to access the system-level configuration elements.
ORACLE (configure) # session-router

3. Type session-router-config and press Enter. The system prompt changes to let you know
that you can begin configuring individual parameters.

ORACLE (session-router) # session-router-config
ORACLE (session-router-confiqg) #

4. Type holidays and press Enter. The system prompt changes to let you know that you can
begin configuring individual parameters.

ORACLE (session-router-config) # holidays
ORACLE (session-router-holidays) #

From this point, you can configure the holidays subelement. To view all holidays
parameters, enter a ? at the system prompt.

holiday
date 2005-01-01
description New Years Day

To configure a holiday, add an entry for the following parameters in the holidays element:
5. date—Enter the holiday’s date in YYYY-MM-DD format.

6. description—Enter a short description for the holiday you are configuring. If the
description contains words separated by spaces, enter the full description surrounded by
guotation marks.

Opening TCP Ports 3000 and 3001

This section explains how to open TCP ports 3000 and 3001 primarily for use with an element
manager.

e TCP ports 3000 (used when notify commands are issued remotely, i.e. via an element
management system) and 3001 (used for remote configuration, i.e. via an element
management system), can be enabled or disabled in the system configuration

This configuration is not RTC enabled, so you must reboot your Oracle® Enterprise Session
Border Controller for changes to take effect.

Enable System to Connect to SDM

To control TCP ports 3000 and 3001 in the system configuration:

1. Access the system-config configuration element.

ORACLE# configure terminal
ORACLE (configure) # system
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ORACLE (system) # system-config
ORACLE (system-config) #

2. Type select to begin editing the system-config object.

ORACLE (system-config) # select
ORACLE (system-config) #

3. The parameter controlling ports 3000 and 3001 is called remote-control, and its default is

enabled. To disable the ports, set this parameter to disabled.
ORACLE (system-config)# remote-control disabled

4. Type done to save your configuration.

5. Reboot your Oracle® Enterprise Session Border Controller. Type a y and press Enter to
reboot.

ORACLE# reboot

Reboot this SD [y/n]?:y

DNS on the OCSBC

ORACLE

DNS service is best known for providing resolution of internet domain names to IP addresses.
Domain names are easy to remember, but connections require IP addresses. DNS
deployments can also provide more comprehensive services, if required. For example, the a
DNS client may need the resolution of multiple IP addresses to a single domain name, or the
types of service provided by a given server. The Oracle® Enterprise Session Border Controller
(Enterprise SBC) uses DNS predominantly for resolving FQDNSs to IP addresses so that it can
support sessions.

When configured, the Enterprise SBC performs DNS client functions per RFC1034 and
RFC1035. The user can define one primary DNS server and two backup DNS servers for the
Enterprise SBC to query a domain for NAPTR (service/port), SRV (FQDN), AAAA (IPv6), and
A (IP address) information. A common example of the Enterprise SBC using DNS is to locate a
SIP server via server location discovery, as described in RFC 3263. An applicable context is
identifying a callee so the Enterprise SBC can place a call.

There are multiple reasons for the Enterprise SBC to query a DNS server. In each case, the
Enterprise SBC follows this high level procedure:

1. The system determines the egress realm.

2. The system identifies the egress network interface.

3. From the egress network interface, the system refers to the configured DNS server(s).
4

The system issues the DNS query to the primary server, then any configured backup
servers, based on the function and the initial information it has.

5. The system performs recursive lookups or subsequent queries based on, for example,
information provided in NAPTR resource responses, until it has one or more resolutions for
the FQDN.
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6. The system continues processing using the resolved FQDN(s) or indicates it cannot reach
that FQDN.

# Note:

DNS queries may require host routes.

The Enterprise SBC also has a DNS Application Layer Gateway (ALG) function that operates
independently of its client function. See the DNS ALG Chapter in this document for information
about using this ALG.

Closely related to DNS, ENUM service also provides a method of defining a target endpoint,
translating E.164 phone numbers to FQDNs. The Enterprise SBC uses configured ENUM
objects for routing calls. ENUM uses Naming Authority Pointers (NAPTR) records defined in
RFC 2915 in order to identify available ways or services for contacting a specific node
identified through the E.164 number. See the Session Routing and Load Balancing chapter for
information on ENUM services and configuration.

The Enterprise SBC can cache NAPTR, SRV and A records to speed up DNS and ENUM
query processes. The user configures the applicable enum-config to cache these records,
providing ENUM and, when configured, DNS with applicable resolutions without having to re-
query a server. These resolutions become available to all internal lookup processes that may
be generated within the Enterprise SBC.

DNS Configuration

ORACLE

DNS configuration includes procedures to the network-interface, realm-config, and session-
agent elements.

To make DNS operational, configure addressing that is version compatible to the network-
interface address on the network interface itself.

1. Access the network-interface configuration element.

ORACLE# configure terminal

ORACLE (configure)# system

ORACLE (system) # network-interface
ORACLE (network-interface)

2. dns-ip-primary—Set the first DNS server with which the interface conducts query
procedures.

3. dns-ip-backupl—Set the second DNS server with which the interface conducts query
procedures should the first server fail.

4. dns-ip-backup2—Set the third DNS server with which the interface conducts query
procedures should the second server fail.

The system performs DNS query procedures with these servers every time processing
encounters an FQDN for which the system needs resolution. After booting up the system, it
queries dns-ip-primary for resolutions. It queries dns-ip-backupl if dns-ip-primary fails, and
gueries dns-ip-backup2 if dns-ip-backupl. The system returns to using dns-ip-primary if the
second backup fails or you reboot the system.

Review the ensuing sections and configure DNS components to refine DNS operation to your
environment, including interface, realm, session agent, and ENUM operation refinement.
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Retransmission Logic

The retransmission of DNS queries is controlled by three timers. These timers are derived from
the configured DNS timeout value and from underlying logic that the minimum allowed
retransmission interval should be 250 milliseconds; and that the Oracle® Enterprise Session
Border Controller should retransmit 3 times before timing out to give the server a chance to
respond.

e Init-timer is the initial retransmission interval. If a response to a query is not received within
this interval, the query is retransmitted. To safeguard from performance degradation, the
minimum value allowed for this timer is 250 milliseconds.

e Max-timer is the maximum retransmission interval. The interval is doubled after every
retransmission. If the resulting retransmission interval is greater than the value of max-
timer, it is set to the max-timer value.

e Expire-timer: is the query expiration timer. If a response is not received for a query and its
retransmissions within this interval, the server will be considered non-responsive and the
next server in the list will be tried.

The following examples show different timeout values and the corresponding timers derived
from them.

timeout >= 3 seconds
Init-timer = Timeout/11
Max-Timer = 4 * Init-timer
Expire-Timer = Timeout
timeout = 1 second
Init-Timer = 250 ms
Max-Timer = 250 ms
Expire-Timer = 1 sec
timeout = 2 seconds
Init-Timer = 250 ms
Max-Timer = 650 ms
Expire-Timer = 2sec

DNS Support for IPv6

ORACLE

The Oracle® Enterprise Session Border Controller supports the DNS resolution of IPv6
addresses; in other words, it can request the AAAA record type (per RFC 1886) in DNS
requests. In addition, the Oracle® Enterprise Session Border Controller can make DNS
requests over IPv6 transport so that it can operate in networks that host IPv6 DNS servers.

For mixed IPv4-IPv6 networks, the Oracle® Enterprise Session Border Controller follows these
rules:

e If the realm associated with the name resolution is an IPv6 realm, the Oracle® Enterprise
Session Border Controller will send the query out using the AAAA record type.

e If the realm associated with the name resolution is an IPv4 realm, the Oracle® Enterprise
Session Border Controller will send the query out using the A record type.

In addition, heterogeneous address family configuration is prevented for the dns-ip-primary,
dns-ip-backupl, and dns-ip-backup2 parameters.
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DNS Transaction Timeout

This section explains how to configure the DNS transaction timeout interval on a per network-
interface basis. You can currently configure the Oracle® Enterprise Session Border Controller
with a primary and two optional backup DNS servers. The Oracle® Enterprise Session Border
Controller queries the primary DNS server and upon not receiving a response within the
configured number of seconds, queries the backupl DNS server and if that times out as well,
then contacts the backup2 DNS server.

DNS Transaction Timeout Configuration

To configure DNS transaction timeout:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal

2. Type system and press Enter to access the system-level configuration elements.
ORACLE (configure) # system

3. Type network-interface and press Enter. The system prompt changes to let you know that
you can begin configuring individual parameters.

ORACLE (system) # network-interface
ORACLE (network-interface) #

From this point, you can configure network interface parameters. To view all network
interface parameters, enter a ? at the system prompt.

4. dns-timeout—Enter the total time in seconds you want to elapse before a query (and its
retransmissions) sent to a DNS server would timeout. The default is 11 seconds. The valid
range is:

e Minimum—1
e Maximum—999999999.

If a query sent to the primary DNS server times out, the backupl DNS server is
queried. If the query times out after the same period of time elapses, the query
continues on to the backup2 DNS server.

5. Save and activate your configuration.

DNS Entry Maximum TTL

ORACLE

DNS maximum time to live (TTL) is user-configurable and complies with RFCs 1035 and 2181.

One can set the DNS maximum TTL on the Oracle® Enterprise Session Border Controller
permitting the DNS entry information to be held until that time is exceeded. One can specifiy
the dns-max-ttl parameter per network interface and/or to support the DNS ALG feature. The
default value is 86400 seconds (24 hours). When the Oracle® Enterprise Session Border
Controller configured maximum value has been exceeded, the DNS TTL value is set to the
configured maximum and a log entry is written. Otherwise the Oracle® Enterprise Session
Border Controller honors the lower value in the DNS response. The Oracle® Enterprise
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Session Border Controller restricts all DNS entries minimum TTL value of 30 seconds, which
the system's implementation of SIP requires.

DNS Entry Max TTL Configuration per Network Interface

Set parameter for DNS entry maximum time to live (TTL) value per network interface.

1. Access the network-interface configuration element.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # network-interface
ORACLE (network-interface)

2. Select the network-interface object to edit.

ORACLE (network-interface) # select
<name>:<sub-port-id>:
1: wancom0:0 ip=10.0.0.2 gw=10.0.4.1

selection: 1
ORACLE (network-interface) #

3. dns-max-ttl— set to the maximum time for a DNS record to remain in cache.

e Minimum: 30— The lowest value to which the dns-max-ttl parameter can be set (in
seconds)

¢ Maximum: 2073600— The maximum value (in seconds) for which the dns-max-ttl
parameter can be set.

» Default: 86400— The value in seconds which the system uses by default.

4. Type done to save your configuration.

DNS-SRV Session Agent Recursion Error Handling

When a session request is sent from the Oracle® Enterprise Session Border Controller to a
session agent, and an error response is received (or a transport failure occurs), the Oracle®
Enterprise Session Border Controller attempts to reroute the message through the list of
dynamically resolved IP addresses. The SBC can be configured to resend session requests
through the list of IP addresses under more failure conditions.

This feature concerns the case when a session agent is configured with an FQDN in the
hostname parameter and the dns-load-balance or ping-all-addresses option is configured.
This configuration sets up the load balancing / redundancy behavior for the SBC to use all
addresses returned in the SRV/A-record for that session agent. In previous versions of the
SBC software, only when a 503 failure from the SA was received would the SBC resend the
session request to the next dynamically resolved IP address (on the SRV/A record list).

By adding the recurse-on-all-failures option to a session agent, the Oracle® Enterprise
Session Border Controller will resend a session request to the next address on the list after a
4xx or 5xx failure response has been received from a session agent.
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SA
UAC SBC test.com
—— 192.168.1.1
INVITE sip:1234@test.cori—P»|
l—100 Trying————
INVITE [
-f}——503 Service Unavail able————— —— 192.168.1.2
ACK [
INVITE [
-gl——480 Temporarily Unavailable—— —— 192.168.1.3
ACK [
INVITE [
< 200 OF < 2000t
ACK [
AC P

If the SBC receives a failure response from the session agent, and the number of that failure is
configured in the stop-recurse parameter, no further session requests will be forwarded to
additional addresses from the SRV/A record list. The error message will be forwarded back to
the UA.

SA
UAC SBC test.com

—— 192.168.1.1
INVITE sip:1234@test.corr—»
l—100 Trying————
INVITE [
-f}——503 Service Unavail abl e———— —— 192.168.1.2
ACK [
INVITE [

-<——4380 Temporarily Unavailable——
stop-recurse on 480 ACK >

<afl—480 Temporarily Unavailable———

ACH |

Interface and Realm Support of DNS Servers

ORACLE

You can configure DNS functionality on a per-network-interface, or per-realm basis.
Configuring DNS servers for your realms means that you can have multiple DNS servers in
connected networks. In addition, this allows you to specify which DNS server to use for a given
realm because the DNS might actually be in a different realm with a different network interface.

This feature is available for SIP only.

To configure realm-specific DNS in the ACLI:
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1. Access the realm-config configuration element.

ORACLE# configure terminal

ORACLE (configure) # media-manager
ORACLE (media-manager) # realm-config
ORACLE (realm-config) #

2. dns-realm—Enter the name of the network interface that is configured for the DNS service
you want to apply in this realm. If you do not configure this parameter, then the realm will
use the DNS information configured in its associated network interface.

DNS Re-query over TCP

The Oracle® Enterprise Session Border Controller DNS supports the truncated (TC) header bit
in DNS responses as defined in RFC 2181 and a re-query over TCP.

DNS queries start on UDP ports with the limit of 512 bytes. Longer responses require that the
result not be cached and that the truncated (TC) header bit is set. After receiving a DNS
response with the TC header set, the Oracle® Enterprise Session Border Controller will initiate
a re-query to the DNS server over TCP. The option dns-tcp-for-truncated-response in realm-
config can be set to no to disable this behavior.

DNS Re-query over TCP Config

Enable feature to support setting the truncated header bit and initiating a DNS re-query over
TCP.

1. Access the realm-config configuration element.

ORACLE# configure terminal

ORACLE (configure) # media-manager
ORACLE (media-manager) # realm-config
ORACLE (realm-config) #

2. Select the realm-config object to edit.
ORACLE (realm-config) # select
identifier:

1: realm01 left-left:0 0.0.0.0

selection: 1
ORACLE (realm-config) #

3. dns-tcp-for-truncated-response— Set the options parameter by typing options, a
Space, a plus sign (+), the option name, and queal sign (=) and then yes or no and then
press Enter. The default behavior is to set the truncated header bit and initiate a DNS re-
query over TCP.

ORACLE (realm-config) # option +dns-tcp-for-truncated-response=no

4. Type done to save your configuration.
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Configurable DNS Response Size

When a realm is used for DNS queries, the Oracle® Enterprise Session Border Controller can
accept UDP DNS responses configurable up to 65535 bytes.

This functionality is useful when large numbers of SRV records will be returned in a DNS query
thereby eliciting a large-sized DNS response. This behavior should be configured on the realm
where the DNS servers are located.

To extend the valid DNS response size, add the dns-max-response-size option to the realm
configuration. If this option is not configured, the Oracle® Enterprise Session Border Controller
uses the default maximum response size of 512 bytes, and information past the 512th byte will
be ignored.

Do not add the dns-max-response-size option to realms where DNS queries are not being
performed. Ensure that the realm where this option is configured is referenced in a transport
realm's dns-realm parameter. Only the local value of the dns-max-response-size option is
used for the realm; there is no inheritance of this value.

DNS Response Size Configuration

1. Access the realm-config configuration element.
ORACLE# configure terminal
ORACLE (configure) # media-manager
ORACLE (media-manager) # realm-config
ORACLE (realm-confiqg) #

2. Select the realm-config object to edit.
ORACLE (realm-config) # select
identifier:

1: realm01 left-left:0 0.0.0.0

selection: 1
ORACLE (realm-config) #

3. Add the dns-max-response-size option to the realm with a value between 513 — 65535.
ORACLE (realm-config) #options dns-max-response-size=4196

4. Type done to save your configuration.

Disabling Recursive DNS Queries for ENUM

ORACLE

By default, the Oracle® Enterprise Session Border Controller (Enterprise SBC) requests DNS
query with recursive searches. The Telecommunication Technology Committee's Standard
JJ-90.31 specifies that ENUM DNS queries be performed iteratively. The Enterprise SBC
complies with this requirement when remote (server) recursive searches are disabled. You can
disable recursive searches on a per enum-config basis.

Remote recursive DNS queries instruct DNS servers to query other servers on behalf of the
requester to resolve the query. Alternatively, the DNS server can return a list of other DNS
servers for the requester to query itself. RFC 1035 specifies that setting the Recursive Data
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(RD) bit in the DNS query to 1 requests a remote recursive DNS. Setting RD to O requests lists
of other servers.

By default, the Enterprise SBC sets the RD bit to 1. The user can disable this recursion by
configuring the enum-config element's remote-recursion parameter to disabled.

This feature affects queries associated with the enum-config:
e Health queries

e CNAM subtype

«  ENUM query

Changing this parameter's operational value does not invalidate any current DNS cache entry.
The Enterprise SBC uses the cached information until the cache is aged.

DNS Server Status via SNMP

The Oracle® Enterprise Session Border Controller monitors the status of all configured DNS
servers used by a SIP daemon. If a DNS server goes down, a major alarm is sent. If all DNS
servers used by a SIP daemon are down, a critical alarm is sent. The
apAppsDnsServerStatusChangeTrap is sent for both events.

You can poll the status of a DNS server using the apAppsDNSServerStatusTable in the ap-
apps.mib.

Once the apAppsDnsServerStatusChangeTrap has been sent, a 30 second window elapses
until the server status is checked again. At the 30 second timer expiration, if the server is still
down, another trap and alarm are sent. If the server has been restored to service, the
apAppsDnsServerStatusChangeClearTrap is sent.

Persistent Protocol Tracing

This section explains how to configure persistent protocol tracing to capture specific SIP
protocol message logs and persistently send them off the Oracle® Enterprise Session Border
Controller, even after rebooting the system. This feature is not applicable to log for H.323 or
IWF.

About Persistent Protocol Tracing

ORACLE

You can configure sending protocol message logs off of the Oracle® Enterprise Session
Border Controller, and have that persist after a reboot. You no longer have to manually issue
the notify command each time you reboot.

To support persistent protocol tracing, you configure the following system-config parameters:

- call-trace—Enable/disable protocol message tracing (currently only sipmsg.log and
alg.log) regardless of the process-log-level setting. If the process-log-level is set to trace or
debug, call-trace will not disable.

e internal-trace—Enable/disable internal ACP message tracing for all processes, regardless
of process-log-level setting. This applies to all *.log (internal ACP message exchange) files
other than sipmsg.log and alg.log. If the process-log-level is set to trace or debug, call-
trace will not disable.

* log-filter—Determine what combination of protocol traces and logs are sent to the log
server defined by the process-log-ip parameter value. You can also fork the traces and
logs, meaning that you keep trace and log information in local storage as well as sending it
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to the server. You can set this parameter to any of the following values: none, traces,
traces-fork, logs, logs, all, or all-fork.

The Oracle® Enterprise Session Border Controller uses the value of this parameter in
conjunction with the process-log-ip and process-log-port values to determine what
information to send. If you have configured the proc-log-ip and proc-log-port parameters,
choosing traces sends just the trace information (provided they are turned on), logs sends
only process logs (log.*), and all sends everything (which is the default).

# Note:

Set the log-filter to all-fork for the system to include TCP and TLS traces in
logs.

About the Logs

When you configure persistent protocol tracing, you affect the following types of logs.

< Note:

Enabling logs can have an impact on Oracle® Enterprise Session Border Controller
performance.

Process Logs

Events are logged to a process log flow from tasks and are specific to a single process running
on the Oracle® Enterprise Session Border Controller. By default they are placed into individual
files associated with each process with the following name format:

log.<taskname>

By setting the new log-filter parameter, you can have the logs sent to a remote log server (if
configured). If you set log-filter to logs or all, the logs are sent to the log server. Otherwise, the
logs are still captured at the level the process-log-level parameter is set to, but the results are
stored on the Oracle® Enterprise Session Border Controller’s local storage.

Communication Logs

These are the communication logs between processes and system management. The logs are
usually named <name>.log, with <name> being the process name. For example, sipd.log.

This class of log is configured by the new internal-trace parameter.

Protocol Trace Logs

The only protocol trace logs included at this time are sipmsg.log for SIP. The H.323 system
tracing is not included. All of the logs enabled with the call-trace parameter are sent to remote
log servers, if you also set the log-filter parameter to logs or all.

Persistent Protocol Tracing Configuration

Before you configure persistent protocol tracing, ensure you have configured the process logs
by setting the system configuration’s process-log-ip parameter.
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To configure persistent protocol tracing:

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal

Type system and press Enter to access the system-level configuration elements.
ORACLE (configure) # system

Type system-config and press Enter. The system prompt changes to let you know that
you can begin configuring individual parameters.

ORACLE (system) # system-config
ORACLE (system-confiqg) #

call-trace—Set to enabled to enable protocol message tracing for sipmsg.log for SIP. The
default is disabled. The valid values are:
e enabled | disabled

internal-trace—Set to enabled to enable internal ACP message tracing for all processes.
The default is disabled. The valid values are:

e enabled | disabled

log-filter—Choose the appropriate setting for how you want to send and/or store trace
information and process logs. The valid values are:

 none—No information will be sent or stored.

e traces—Sends the trace information to both the log server; includes <name>.log files
that contain information about the Oracle® Enterprise Session Border Controller’s
internal communication processes (<name> is the name of the internal process)

« traces-fork—Sends the trace information to both the log server and also keeps it in
local storage; includes <name>.log files that contain information about the Oracle®
Enterprise Session Border Controller’s internal communication processes (<hame> is
the name of the internal process)

* logs—Sends the process logs to both the log server; includes log.* files, which are
Oracle® Enterprise Session Border Controller process logs

* logs-fork—Sends the process logs to both the log server and also keeps it in local
storage; includes log.* files, which are Oracle® Enterprise Session Border Controller
process logs

- all—Sends all logs to the log servers that you configure

- all-fork—Sends all logs to the log servers that you configure, and it also keeps the
logs in local storage

Save and activate your configuration.

System Access Control

You can configure a system access control list (ACL) for your Oracle® Enterprise Session
Border Controller that determines what traffic the Oracle® Enterprise Session Border
Controller allows over its management interface (wancomO). By specifying who has access to
the Oracle® Enterprise Session Border Controller via the management interface, you can
provide DoS protection for this interface.

ORACLE
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Using a list of IP addresses and subnets that are allowable as packet sources, you can
configure what traffic the Oracle® Enterprise Session Border Controller accepts and what it
denies. All IP packets arriving on the management interface are subject; if it does not match
your configuration for system ACL, then the Oracle® Enterprise Session Border Controller
drops it.

# Note:

All IP addresses configured in the SNMP community table are automatically
permitted.

Adding an ACL for the Management Interface

ORACLE

The new subconfiguration system-access-list is now part of the system configuration, and its
model is similar to host routes. For each entry, you must define an IP destination address and
mask; you can specify either the individual host or a unique subnet.

If you do not configure this list, then there will be no ACL/DoS protection for the Oracle®
Enterprise Session Border Controller's management interface.

You access the system-access-list via system path, where you set an IP address and
netmask. You can configure multiple system ACLs using this configuration.

To add an ACL for the management interface:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
2. Type system and press Enter to access the signaling-level configuration elements.

ORACLE (configure) # system
ORACLE (system) #

3. Type system-access-list and press Enter.

ORACLE (system) # system-access-list
ORACLE (system-access-list) #

4. source-address—Enter the IP address representing for the source network for which you
want to allow traffic over the management interface.

5. netmask—Enter the netmask portion of the source network for the traffic you want to
allow. The netmask is in dotted decimal notation.

6. description—Provide a brief description of this system-access-list configuration.

7. protocol—Enter a specified protocol or the special value all that specifies by protocol the
type of management traffic allowed to access the system. The default value (all) matches
all supported transport layer protocols.

o Default: all
e Values: all | icmp | ssh | snmp

An alternate means of configuring values supported by this parameter is the format IP
protocol/well-known port. For example, the value 6/22 specifies protocol 6 (TCP) targeting
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port 22 (ssh). In addition, you can specify multiple entries using this format. The example
(6/22 1/0 17/162) configures multiple entries.

Notes on Deleting System ACLs

If you delete a system ACL from your configuration, the Oracle® Enterprise Session Border
Controller checks whether or not there are any active SFTP or SSH client was granted access
when the entry was being removed. If such a client were active during ACL removal, the
Oracle® Enterprise Session Border Controller would warn you about the condition and ask you
to confirm the deletion. If you confirm the deletion, then the Oracle® Enterprise Session Border
Controller’s session with the active client is suspended.

The following example shows you how the warning message and confirmation appear. For this
example, and ACLI has been deleted, and the user is activating the configuration that reflects
the change.

ORACLE # activate-config
Object deleted will cause service disruption:
system-access-list: identifier=172.30.0.24
** WARNING: Removal of this system-ACL entry will result
in the lockout of a current SFTP client
Changes could affect service, continue (y/n) y
Activate-Config received, processing.

System TCP Keepalive Settings

You can configure the Oracle® Enterprise Session Border Controller to control TCP
connections by setting:

e The amount of time the TCP connection is idle before the Oracle® Enterprise Session
Border Controller starts sending keepalive messages to the remote peer

e The number of keepalive packets the Oracle® Enterprise Session Border Controller sends
before terminating the TCP connection

If TCP keepalive fails, then the Oracle® Enterprise Session Border Controller will drop the call
associated with that TCP connection.

In the ALCI, a configured set of network parameters appears as follows:

network-parameters

tcp-keepinit-timer 75
tcp-keepalive-count 4
tcp-keepalive-idle-timer 400
tcp-keepalive-interval-timer 75
tcp-keepalive-mode 0

Then you apply these on a per-interface basis. For example, the H.323 interface (stack)
configuration allows you to enable or disabled use of the network parameters settings.

System TCP Keepalive Configuration

TCP setting are global, and then enabled or disabled on a per-interface basis.

To configure TCP keepalive parameters on your Enterprise SBC:
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# Note:

If you want to use the default values for TCP keepalive, you can simply set the TCP
keepalive function in the H.323 stack configuration, and the defaults for network
parameters will be applied.

Access the network-parameters configuration element.

ORACLE# configure terminal
ORACLE (configure) # system
ORACLE (system) # network-parameters
ORACLE (network-parameters)

tcp-keepinit-timer—If a TCP connection cannot be established within some amount of
time, TCP will time out the connect attempt. It can be used to set the initial timeout period
for a given socket, and specifies the number of seconds to wait before the connect attempt
is timed out. For passive connections, this value is inherited from the listening socket. The
default is 75. The valid range is:

e Minimum —20
e Maximum — 999999999

tcp-keepalive-count—Enter the number of packets the Enterprise SBC sends to the
remote peer before it terminates the TCP connection. The default is 8. The valid range is:

e Minimum —20
e Maximum — 4294967295

tcp-keepalive-idle-timer—Enter the number of seconds of idle time before TCP keepalive
messages are sent to the remote peer if the SO-KEEPALIVE option is set. This option is
set via the h323-stack configuration element. The default is 7200. The valid range is:

e Minimum — 30
e Maximum — 7200

tcp-keepalive-interval-timer—When the SO_KEEPALIVE option is enabled, TCP probes
a connection that has been idle for some amount of time. If the remote system does not
respond to a keepalive probe, TCP retransmits the probe after a set amount of time. This
parameter specifies the number of seconds to wait before retransmitting a keepalive probe.
The default value is 75 seconds. The valid range is:

e Minimum — 15
e Maximum — 75

tcp-keepalive-mode—Set the TCP keepalive response sequence number. The default is
0. The valid values are:

e 0—The sequence number is sent un-incremented
* 1—The number is incremented
e 2—No packets are sent

¢ 3—Send RST (normal TCP operation)
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Configurable TCP Timers

You can configure your Oracle® Enterprise Session Border Controller to detect failed TCP
connections more quickly so that data can be transmitted via an alternate connection before
timers expire. Across all protocols, you can now control the following for TCP:

e Connection establishment
« Data retransmission
« Timer for idle connections

These capabilities all involve configuring an options parameter that appears in the network
parameters configuration.

Configuring TCP Connection Establishment

ORACLE

To establish connections, TCP uses a three-way handshake during which two peers exchange
TCP SYN messages to request and confirm the active open connection. In attempting this
connection, one peer retransmits the SYN messages for a defined period of time if it does not
receive acknowledgement from the terminating peer. You can configure the amount of time in
seconds between the retries as well as how long (in seconds) the peer will keep retransmitting
the messages.

You set two new options in the network parameters configuration to specify these amounts of
time: atcp-syn-rxmt-interval and atcp-syn-rxmt-maxtime.

Note that for all configured options, any values entered outside of the valid range are silently
ignored during configuration and generate a log when you enter the activate command.

To configure TCP connection establishment:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
2. Type system and press Enter.

ORACLE (configure) # system
ORACLE (system) #

3. Type network-parameters and press Enter.

ORACLE (system) # network-parameters
ORACLE (network-parameters) #

4. options—Set the options parameter by typing options, a Space, the option name atcp-
syn-rxmt-interval=x (where x is a value in seconds between 2 and 10) with a plus sign in
front of it. Then press Enter. This value will be used as the interval between TCP SYN
messages when the Oracle® Enterprise Session Border Controller is trying to establish a
connection with a remote peer.

Now enter a second option to set the maximum time for trying to establish a TCP
connection. Set the options parameter by typing options, a Space, the option name atcp-
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syn-rxmt-maxtime=x (where x is a value in seconds between 5 and 75) with a plus sign in
front of it. Then press Enter.

ORACLE (network-parameters) # options +atcp-syn-rxmt-interval=5
ORACLE (network-parameters) # options +atcp-syn-rxmt-maxtime=30

If you type the option without the plus sign, you will overwrite any previously
configured options. In order to append the new options to the configuration’s
options list, you must prepend the new option with a plus sign as shown in the
previous example.

# Note:

atcp-syn-rxmt-maxtime=x option is equivalent to the tcp-keepinit-timer
parameter, but only affects ATCP.

Save and activate your configuration.

Configuring TCP Data Retransmission

ORACLE

TCP is considered reliable in part because it requires that entities receiving data must
acknowledge transmitted segments. If data segments go unacknowledged, then they are
retransmitted until they are finally acknowledged or until the maximum number of retries has
been reached. You can control both the number of times the Oracle® Enterprise Session
Border Controller tries to retransmit unacknowledged segments and the periodic interval (how
often) at which retransmissions occur.

You set two new options in the network parameters configuration to specify how many
retransmissions are allowed and for how long: atcp-rxmt-interval and atcp-rxmt-count.

To configure TCP data retransmission:

1.

In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
Type system and press Enter.

ORACLE (configure) # system
ORACLE (system) #

Type network-parameters and press Enter.

ORACLE (system) # network-parameters
ORACLE (network-parameters) #

options—Set the options parameter by typing options, a Space, the option name atcp-
rxmt-interval=x (where x is a value in seconds between 2 and 60) with a plus sign in front
of it. Then press Enter. This value will be used as the interval between retransmission of
TCP data segments that have not been acknowledged.

Now enter a second option to set the number of times the Oracle® Enterprise Session
Border Controller will retransmit a data segment before it declares the connection failed.
Set the options parameter by typing options, a Space, the option name atcp-rxmt-
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count=x (where x is a value between 4 and 12 representing how many retransmissions
you want to enable) with a plus sign in front of it. Then press Enter.

ORACLE (network-parameters) # options +atcp-rxmt-interval=30
ORACLE (network-parameters) # options +atcp-rxmt-count=6

If you type the option without the plus sign, you will overwrite any previously
configured options. In order to append the new options to the configuration’s
options list, you must prepend the new option with a plus sign as shown in the
previous example.

Save and activate your configuration.

Timer for Idle Connections

When enabled to do so, the Oracle® Enterprise Session Border Controller monitors inbound
TCP connections for inactivity. These are inbound connections that the remote peer initiated,
meaning that the remote peer sent the first SYN message. You can configure a timer that sets
the maximum amount of idle time for a connection before the Oracle® Enterprise Session
Border Controller consider the connection inactive. Once the timer expires and the connection
is deemed inactive, the Oracle® Enterprise Session Border Controller sends a TCP RST
message to the remote peer.

ORACLE

To configure the timer for TCP idle connections:

1.

In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
Type system and press Enter.

ORACLE (configure) # system
ORACLE (system) #

Type network-parameters and press Enter.

ORACLE (system) # network-parameters
ORACLE (network-parameters) #

options—Set the options parameter by typing options, a Space, the option name atcp-
idle-timer=x (where x is a value in seconds between 120 and 7200) with a plus sign in
front of it. Then press Enter. This value will be used to measure the activity of TCP
connections; when the inactivity on a TCP connection reaches this value in seconds, the
Oracle® Enterprise Session Border Controllerdeclares it inactive and drops the session.

ORACLE (network-parameters) # options +atcp-idle-timer=900

If you type the option without the plus sign, you will overwrite any previously
configured options. In order to append the new options to the configuration’s
options list, you must prepend the new option with a plus sign as shown in the
previous example.

Save and activate your configuration.
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The Oracle® Enterprise Session Border Controller (Enterprise SBC) allows you to set, on a per
media-policy basis, the number of hops RTP packets can traverse before they should be
dropped.

This feature uses the standard IPv4 TTL and IPv6 Hop Limit field, comprised of 8 bits in the IP
header to specify time to live. The Enterprise SBC supports this feature over UDP transport.
The Enterprise SBC sets or replaces any existing value in the TTL and Hop Limit fields with
your setting before sending packets out the egress interface. The Enterprise SBC knows if it
has already processed any given packet. It therefore, knows to set this value only the first time
it processes a packet. In addition, the Enterprise SBC never decrements this value and,
therefore, never discards these packets itself.

To configure, you set rtp-ttl in the desired media-policy. You also apply the media-policy to
the desired realm(s). The RTP TTL value range is from 0 to 255. By default, the feature is set
to zero (Disabled).

ORACLE# configuration terminal
ORACLE (configure) # media-manager
ORACLE (media-manager) # media-policy
ORACLE (media-policy)# rtp-ttl 30

Display TTL statistics using the show datapath command. This command's syntax is platform
dependent:

e Virtual Machine, Acme Packet 1100, Acme Packet 3900, Acme Packet 3950, Acme Packet
4900 platforms
Use show datapath usdp ppms tos

* Acme Packet 4600, Acme Packet 6100, Acme Packet 6300 and Acme Packet 6350
platforms
Use show datapath etc-stats ppm tos <slot> <port>

This feature does not work on transcoded packets. After transcoding on Acme Packet
platforms, the Enterprise SBC sets the TTL value in all transcoded packets to 127.

The feature is RTC and is supported for HA deployments.

Bidirectional Forwarding Detection

ORACLE

The Oracle® Enterprise Session Border Controller (Enterprise SBC) supports Bidirectional
Forwarding Detection (BFD) over network interfaces. BFD is a network protocol used to detect
faults between two forwarding engines connected by a link. It provides low-overhead detection
of faults, even on physical media that doesn't support failure detection of any kind, such as
Ethernet, virtual circuits, tunnels and MPLS Label Switched Paths. You configure BFD for
functions, including gateway path verification.

# Note:

You enable BFD on the Enterprise SBC by enabling the Enterprise Advanced
License in the system's entitlement configuration.
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BFD is a simple Hello protocol, defined by RFC 5880 and related RFCs, that uses detection
mechanisms similar to routing protocols to determine the availability of configured BFD peers.
BFD essentially identifies network path failure by transmitting packets periodically between the
two peers, and using gaps between the reception of these packets to make the assumption
that something in the bidirectional path has failed.

After configuration, each BFD peer identifies itself and sets timing preferences to validate the
connection between itself and its peer and establish a BFD session. Peers then negotiate
transmit intervals and 'multipliers' on an ongoing basis to fine tune their monitoring intervals,
which are not symmetric. BFD peers use the exchange of BFD control packets to monitor the
data path between the peers. BFD uses the "multiplier" to augment the timing intervals, which
can account for traffic delays and reduce the impact of false positives. This results in network
outage detection and recovery in the range of milliseconds.

The Enterprise SBC uses BFD to perform two functions:

*  Gateway Health Monitoring—The Enterprise SBC allows the user to configure BFD
sessions with applicable gateways. When a session fails, the Enterprise SBC reduces its
health score and raises a network interface alarm. If the session recovers, the Enterprise
SBC resets its health score and clears the alarm. The Enterprise SBC's HA configuration is
independent of this feature.

You configure primary and secondary sessions on the Enterprise SBC for this function.

» Triggering Virtual Address Re-routing—The Enterprise SBC allows the user to configure a
BFD session between the virtual address of each media interface and that interface's
gateway. The use of BFD extends beyond the layer 2 mechanism of re-assigning a virtual
address to a new physical address using, for example, GARP. Using BFD provides for this
re-assignment over layer 3 networks by updating the BFD session at the gateway and
triggering a dynamic routing update that reconfigures network routing tables.

You configure Virtual IP (VIP) sessions on the Enterprise SBC for this function.

Using BFD on the Enterprise SBC can enable faster HA failover processes, as well as faster
health score changes. Failover speed is less noticeable within back-to-back HA deployments,
but it can make geographically separated (geo-redundant) HA pair deployments more effective.

# Note:

The user may not use BFD in conjunction with the gw-heartbeat feature, both of
which reside within the network-interface element. The Enterprise SBC displays
configuration verification errors if it finds both features configured.

When operating on the Enterprise SBC, significant BFD detail includes:

e Oracle's implementation of BFD on the Enterprise SBC implements certain portions of
RFCs 5880, 5881, 5882 and 7419.

e The Enterprise SBC supports BFD's "Asynchronous Mode", within which both endpoints
periodically send hello packets to each other. Timing mechanisms within the protocol,
including minimum receive interval, define a monitoring period within which endpoints must
receive traffic. If not, they take the session down. This triggers the use of backup
processes.

e The Enterprise SBC supports only the mandatory components of a BFD control packet,
including:

— Packet header fields, including "Diag", which specifies the session state.

— Session discriminator (label) used by local host
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— Session discriminator (label) used by remote host
— Desired minimum TX interval
— Required minimum RX interval

— Required minimum Echo RX interval (The Enterprise SBC does not implement the
echo function.)

e The Enterprise SBC does not support BFD's "Demand Mode".
e The Enterprise SBC does not support BFD's "Echo function"”.
e The Enterprise SBC supports BFD for both IPv4 and IPv6.

e The Enterprise SBC supports BFD over UDP transport.

e The Enterprise SBC reports the state of all BFD sessions through all reporting
mechanisms.

Gateway Health Checking with BFD

ORACLE

The Oracle® Enterprise Session Border Controller (Enterprise SBC) allows you to configure
Bidirectional Forwarding Detection (BFD) as a means of monitoring and reporting on gateway
availability.

This gateway health checking feature monitors the gateway connectivity, and reduces a
device's health-score when gateway connectivity is lost. For HA, you can configure it on both
the active and standby node to enhance operation of the Enterprise SBC and Subscriber-
Aware Load Balancer, especially when deployed in geo-redundant configurations. HA
deployments use the changes to health score as a failover trigger; Standalone deployments
use the feature to notify you about interface issues.

# Note:

Gateway health checking is an alternate means of determining gateway connectivity.
Do not use it simultaneously with the gw-heartbeat feature.

This feature does not apply to:

e Gateways configured on management interfaces (e.g., wancomo0)
e The default gateway for the system ( system-config, default-gateway )
» Default gateways for host routes (host-route, gateway)

e Standalone systems—Primary and secondary BFD sessions are not relevant on
standalone systems.

For HA deployments, you can configure both primary and secondary session types, aligning
them with the primary and secondary Enterprise SBCs as follows:

* Configure a primary session type for use by the primary node, which uses the pri-utility-
addr of the network-interface as the local IP address.
These BFD sessions use the network-interface gateway as the remote address (i.e., the
target of the BFD session).

* Configure a secondary session type for use by the secondary node, which uses the sec-
utility-addr of the network-interface as the local IP address.
These BFD sessions use the sec-gateway of the network-interface, if configured, as the
remote address (i.e., the target of the BFD session). If no sec-gateway address is
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configured, then a secondary session type uses the gateway address for this purpose.

This assumes both the primary and secondary nodes are connected to the same gateway.

The diagram below depicts a deployment wherein the primary and secondary node use

different gateways.
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Session Down Alarm and Trap

The Enterprise SBC uses the same alarm and SNMP trap to notify you about session status as
used for gw-heartbeat events. Upon detection of loss of connectivity to a gateway (including at
system startup), the Enterprise SBC raises a GATEWAY UNREACHABLE alarm and issues
an apSysMgmtGatewayUnreachableTrap trap.

Upon detection of the restoration of connectivity to a gateway after loss, the Enterprise SBC
clears the GATEWAY UNREACHABLE alarm and issues an
apSysMgmtGatewayUnreachableClear trap.

In an HA deployment, both the active and standby Enterprise SBCs can raise this alarm and
issue these traps.

BFD Gateway Health Checking Configuration

You configure gateway health checking sessions on the network-interface. Configuration
includes a bfd-config and subordinate bfd-sessions. You can configure one primary and one
secondary session per interface.

network-interface

name M05
ip-address 172.16.84.12
pri-utility-addr 172.16.84.13
sec-utility-addr 172.16.84.15
netmask 255.255.0.0
gateway 172.16.84.1
sec-gateway 172.16.84.2
gw-heartbeat
state disabled
bfd-config
state enabled
health-score 30
options
bfd-session
bfd-sess-type primary
admin-state enabled
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admin-session-state up
min-tx-interval 5000
min-rx-interval 5000
detect-multiplier 3
hold-down-time 0
local-discriminator 102
bfd-session
bfd-sess-type secondary
admin-state enabled
admin-session-state up
min-tx-interval 5000
min-rx-interval 5000
detect-multiplier 3
hold-down-time 0
local-discriminator 103

# Note:

A VIP session type can operate simultaneously with primary and secondary
sessions.

Using BFD To Signal Virtual Address Re-routing

ORACLE

The Oracle® Enterprise Session Border Controller (Enterprise SBC) allows you to configure a
BFD session (or sessions) that monitor virtual address availability. During an HA switchover,
this feature provides the routing network with a means of quickly reconstituting routing tables
and advertising the new route to the virtual address. You enable this feature in conjunction with
the Enterprise SBC's GARP-based HA mechanism.

Using BFD, you configure VIP sessions between virtual addresses and the gateway
configured on each applicable network-interface. HA synchronization makes this
configuration applicable to the standby's interfaces in case of a fail-over. Upon fail-over, the
Enterprise SBC migrates virtual addresses to the new active. Simultaneously, it starts new VIP
sessions between the virtual address and the new gateways on the new active. The layer 3
network, using its own mechanisms, withdraws advertisements to the virtual address over the
failed VIP sessions and advertises it via the new VIP sessions.

For example:

1. A gateway device with an active VIP session between itself and an active Enterprise SBC
may advertise the appropriate route to the virtual address, thereby provide connectivity to
the active Enterprise SBC.

2. When the network detects VIP session failure with the active Enterprise SBC, it may
withdraw the route advertisement for the previously active node.

3.  When the network detects the new VIP session with the standby Enterprise SBC, it may
issue new advertisements to establish the new route between the new gateway and the
virtual address at the new active node.

The local and remote IP addresses for these BFD sessions hosted on the active node include:

e Local IP address: VIP (address) configured for the network interface

 Remote IP address, which depends on the active node, as follows:
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— If active is primary node: Configured gateway for the network interface (gateway)

— If active is secondary node: Secondary gateway (sec-gateway) if configured, else the
configured gateway (gateway) for the network interface
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Failure of a VIP session has no effect on health score.

VIP Down Alarm

If a VIP session fails, the Enterprise SBC sends out the following alarm prior to failover.

D Task Severity First Occurred Last Occurred
327724 117 5 2017-12-13 05:31:09  2017-12-13 05:31:09
Count Description

1 1 VIP BFD session down !!!

Standalone systems support VIP sessions. When configured on a standalone, the system
establishes a BFD session between the network interface address and its gateway; there are
no virtual addresses on a standalone. As a result, you can use this alarm to monitor the
interface status. But that is the only benefit to configuring VIP sessions on a standalone.

The Enterprise SBC does not issue traps on VIP session status.

VIP Session Configuration

You configure VIP sessions on the network-interface. Configuration includes a bfd-config
and a subordinate bfd-session. You configure one VIP session per interface. A VIP session
can operate simultaneously with a network-interface's gateway health check sessions.

network-interface

name M05
ip-address 172.16.84.100
gateway 172.16.84.1
sec-gateway 182.16.84.2
bfd-config
state enabled
health-score 0
options
bfd-session
bfd-sess-type vip
admin-state enabled
admin-session-state up
min-tx-interval 5000
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min-rx-interval 5000
detect-multiplier 3
hold-down-time 0
local-discriminator 101

Configuring a BFD Config

The Oracle® Enterprise Session Border Controller (Enterprise SBC) allows you to perform
interface- and session-specific configuration for BFD sessions.

Follow the steps below to set up BFD configuration that applies to all sessions on this
interface.

1. In Superuser mode, use the following command sequence to access BFD configuration
mode:

ORACLE# configuration terminal

ORACLE (configure) # system

ORACLE (system) # network-interface
ORACLE (network-interface) # bfd-config

2. Type state and specify whether this network interface is enabled to use BFD sessions.
ORACLE (bfd-config) # state enabled

3. Type health-score and specify a valid value, between 0 and 100 percent. The default of O
specifies a deduction of zero, meaning that failed BFD sessions on this interface do not
affect health score.

ORACLE (bfd-config)# health-score 30
4. Type bfd-session to enter this subelement and configure individual BFD sessions.

ORACLE (bfd-config) # bfd-session

If you are adding support for the feature to a pre-existing configuration, then you must
select the configuration you want to edit.

BFD Config configurations accept two independent options:

< alarm_on_init—Requests that BFD session failure alarm be raised at the time of BFD
session initialization (when BFD session is enabled). When this option is not specified,
the default RFC compliant behavior is to not raise a BFD session failure alarm on
initialization to allow failed BFD sessions to re-connect without triggering an
unnecessary failover.

« exclude_admin_down—Requests that the BFD session failure alarm be cleared
when transitioning to "Admin Down" state from any other state. When this option is not
specified, the default behavior is that the BFD session alarm state is not changed
when transitioning to "Admin Down".
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Configuring BFD Sessions

The Oracle® Enterprise Session Border Controller (Enterprise SBC) allows you to perform
interface- and session-specific configuration for Gateway Health Checking sessions.

ORACLE

Follow the steps below to configure individual sessions. Session types include Primary
Gateway Health Checking, Secondary Gateway Health Checking, and VIP sessions.

1.

In Superuser mode, use the following command sequence to access bfd-session
parameters:

ORACLE# configuration terminal
ORACLE (configure) # system
ORACLE (system) # network-interface

(
ORACLE (network-interface) # bfd-config
ORACLE (bfd-config)# bfd-session

If you are adding support for the feature to a pre-existing sub-element, then you must
select the configuration you want to edit.

Use this parameter to specify this subelement's session type and press Enter. Parameters
include primary and secondary, which apply to the availability of the primary and secondary
gateways, and VIP, which applies within the context of HA and addresses the connection
between the virtual IP address established by a working HA deployment and the applicable
gateway.

ORACLE (bfd-session)# bfd-sess-type vip

Use this parameter to specify the admin-state of this BFD session.

ORACLE (bfd-session) # admin-state enabled

Use this parameter to specify the admin-session-state of this BFD session to Up or
AdminDown.

ORACLE (bfd-session) # admin-session-state up

Specify the min-tx-interval in milleseconds. Refer to RFC 5880 for more details.
ORACLE (bfd-session) # min-tx-interval 5000

Specify the min-rx-interval in milleseconds. Refer to RFC 5880 for more details.
ORACLE (bfd-session) # min-rx-interface 5000

Specify the detect-multiplier as an integer. Refer to RFC 5880 for more details.

ORACLE (bfd-session) # detect-multiplier 3

Specify the hold-down-time in milleseconds. Zero is disabled. If configured, the system

reports the BFD protocol state transition to Up to the application after this duration. After
the state transition is eventually reported to the application, the system clears the alarm
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triggered by the previous BFD session failure and eliminates the corresponding health

score deduction (if any).

ORACLE (bfd-session) # hold-down-time 0

9. Specify the integer used by the system to identify this session. Values range from 1 -

4294967295.
ORACLE (bfd-session) # local-discriminator 101

10. Type done, then exit, save and activate the configuration.

bfd-config

101

health-score

bfd-session

bfd-sess-type
admin-state
admin-session-state
min-tx-interval
min-rx-interval
detect-multiplier
hold-down-time
local-discriminator

bfd-session

bfd-sess-type
admin-state
admin-session-state
min-tx-interval
min-rx-interval
detect-multiplier
hold-down-time
local-discriminator

bfd-session

bfd-sess-type
admin-state
admin-session-state
min-tx-interval
min-rx-interval
detect-multiplier
hold-down-time
local-discriminator

Displaying Information on BFD Operation

The Enterprise SBC provides you with commands to display status and statistics on BFD

ORACLE

sessions for verification, validation and troubleshooting.

vip
enabled
up

5000
5000

3

0

primary
enabled
up

5000
5000

3

0

102

secondary
enabled
up

5000

5000

3

0

103

The show bfd-stats command displays global status on all active BFD sessions.

ORACLE# show bfd-stats

02:52:52-75
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MO05:0 VIP 101
M05:0 Primary 102

Destination

172.16.84.70
172.16.84.71
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Logical Interface State

172.16.84.12 Up
172.16.84.13 Up

Received packet rate (total): 12 packets/sec

Sent packet rate (total)

11 packets/sec

The table below provides descriptions of the column information output by the show bfd-stats

command.

Data Description

Interface The Network Interface

Type Represents the BFD session type, one of primary,
secondary or VIP

ID The configured unique local discriminator of the
session

Destination Destination address of the session

Logical Interface

State
Received packet rate (total)

Sent packet rate (total)

Local IP address and interface [physical
interface:vlan.v4/v6] (similar to network-interface
specification in realm-config) of the session

BFD session state, one of AdminDown, Down, Init,
Up (as specified in RFC 5880)

The received packet rate for all BFD sessions
combined

The sent packet rate for all BFD sessions
combined

The Enterprise SBC displays global statistics on BFD traffic from the show media command.

ORACLE# show media classify 0 0

Slot 0 Port 0 Fastpath Statistics

————————— Ingress Packet Counts ------------|------Egress Packet Counts-----
IPv4 4120 | IPv4d

4111

IPV6 0 | IPv6

5

UDP 4120 | L4

0

TCP 0 | ARP

490

BFD v4 Packets . 0 | BFD V4 Packets
0

BFD v4 Invalid Packets:

0
BFD v6 Packets

63598

| BFD V4 Invalid Packets :

| BFD V6 Packets
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63547

BFD v6 Invalid Packets: 0 | BFD V6 Invalid Packets : 0
Media Packets : 0

MAC Filter Drop 2 | SLB Success

0

NAT Miss Drop 2 | SLB L2 Drops

0

Standby Drop : 0 | SLB L3 Drops

0

BFD-Specific Alarm

The Enterprise SBC triggers and clears a BFD-specific alarm (example below) when it detects
a BFD session state change.

D Task Severity First Occurred Last Occurred
805372204 117 4 2018-02-22 05:36:17 2018-02-22 05:36:17
Count Description

1 gateway 192.168.17.51 unreachable on slot 0 port 1 subport 300

For BFD information, set log-level to DEBUG and capture log.bfd for analysis.

* log.bfd: This log file contains process logs and message traces.

« bfd.log: This file contains internal traces between bfd process and other processes that are
not call related.

RAMdrive Log Cleaner

The RAMdrive log cleaner allows the Oracle® Enterprise Session Border Controller to remove
log files proactively and thereby avoid situations where running low on RAMdrive space is a
danger. Because even a small amount of logging can consume a considerable space, you
might want to enable the RAMdrive log cleaner.

The RAMdrive cleaner periodically checks the remaining free space in the RAMdrive and,
depending on the configured threshold, performs a full check on the /ramdrv/logs directory.
During the full check, the RAMdrive cleaner determines the total space logs files are using and
deletes log files that exceed the configured maximum lifetime. In addition, if the cleaner finds
that the maximum log space has been exceeded or the minimum free space is not sufficient, it
deletes older log files until the thresholds are met.

Not all log files, however, are as active as others. This condition affects which log files the log
cleaner deletes to create more space in RAMdrive. More active log files rotate through the
system more rapidly. So, if the log cleaner were to delete the oldest of these active files, it
might not delete less active logs files that could be older than the active ones. The log cleaner
thus deletes files that are truly older, be they active or inactive.

Applicable Settings

In the system configuration, you establish a group of settings in the options parameter that
control the log cleaner’s behavior:

* ramdrv-log-min-free—Minimum percent of free space required when rotating log files.
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When the amount of free space on the RAMdrive falls below this value, the log cleaner
deletes the oldest copy of the log file. The log cleaner also uses this setting when
performing period cleaning.

* ramdrv-log-max-usage—Maximum percent of the RAMdrive the log files can use.
The log cleaner removes old log files to maintain this threshold.

e ramdrv-log-min-check—Minimum percent of free space on the RAMdrive that triggers the
log cleaner to perform a full check of log files.

e ramdrv-min-log-check—Minimum time (in seconds) between log cleaner checks.

¢ ramdrv-max-log-check—Maximum time (in seconds) between log cleaner checks. This
value must be greater than or equal to the ramdrv-min-log-check.

* ramdrv-log-lifetime—Maximum lifetime (in days) for log files. You give logs unlimited
lifetime by entering a value of 0.

Clean-Up Procedure

The log cleaner checks the amount of space remaining in the RAMdrive and performs a full
check of the logs directory when:

e Free space is less than the minimum percent of the RAMdrive that triggers a full check of
log files

e The amount of free space has changed by more than 5% of the RAMdrive capacity since
the last full check

e Afull check of the logs directory has not been performed in the last hour

When it checks the logs directory, the log cleaner inventories the collected log files. It identifies
each files as one of these types:

e Process log—Files beginning with log.

* Internal trace file—A <task>.log file

*  Protocol trace file—Call trace including sipmsg.log, dns.log, sipddns.log, and alg.log
* CDR file—File beginning with cdr

Next, the log cleaner determines the age of the log files using the number of seconds since the
log files were created. Then it orders the files from oldest to newest. The age adjusts such that
it always increases as the log file sequence number (a suffix added by file rotation) increases.
The log cleaner applies an additional weighting factor to produce a weighted age that favors
the preservation of protocol traces files over internal trace files, and internal trace files over
process log files. The base log file and CDR files are excluded from the age list and so will not
be deleted; the accounting configuration controls CDR file aging.

With the age list constructed, the log cleaner examines the list from highest weighted age to
lowest. If the actual file age exceeds the RAMdrive maximum log lifetime, the log cleaner
deletes it. Otherwise, the log cleaner deletes files until the maximum percent of RAMdrive that
logs can use is no longer exceeded and until the minimum percent of free space required when
rotating logs is available.

Clean-Up Frequency

ORACLE

The minimum free space that triggers a full check of log files and the maximum time between
log file checks control how often the log cleaner performs the clean-up procedure. When it
completes the procedure, the log cleaner determines the time interval until the next required
clean-up based on the RAMdrive’s state.
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If a clean-up results in the deletion of one or more log files or if certain thresholds are
exceeded, frequency is based on the minimum time between log cleaner checks. Otherwise,
the system gradually increases the interval up to the maximum time between log cleaner
checks. The system increases the interval by one-quarter of the difference between the
minimum and maximum interval, but not greater than one-half the minimum interval or smaller
than 10 seconds. For example, using the default values, the interval would be increased by 30
seconds.

RAMdrive Log Cleaner Configuration

ORACLE

You configure the log cleaner’s operating parameters and thresholds in the system
configuration. Note that none of these settings is RTC-supported, so you must reboot your
Oracle® Enterprise Session Border Controller in order for them to take effect. If you are using
this feature on an HA node, however, you can add this feature without impact to service by
activating the configuration, rebooting the standby, switching over to make the newly booted
standby active, and then rebooting the newly standby system.

Unlike other values for options parameters, the Oracle® Enterprise Session Border Controller
validates these setting when entered using the ACLI. If any single value is invalid, they all
revert to their default values.

To configure the RAMdrive log cleaner:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

2. Type system and press Enter.

ORACLE (configure) # system
ORACLE (system) #

3. Type system-config and press Enter.

ORACLE (system) # system-config
ORACLE (system-config) #

4. options—Set the options parameter by typing options, a Space, <option hame>=X
(where X is the value you want to use) with a plus sign in front of it. Then press Enter.

Remember that if any of your settings are invalid, the Oracle® Enterprise Session Border
Controller changes the entire group of these options back to their default settings.

The following table lists and describes the supported options.

« ramdrv-log-min-free—Minimum percent of free space required when rotating log files.
When the amount of free space on the RAMdrive falls below this value, the log cleaner
deletes the oldest copy of the log file. The log cleaner also uses this setting when
performing period cleaning.

—  Default: 40
—  Minimum: 15
—  Maximum: 75

* ramdrv-log-max-usage—Maximum percent of the RAMdrive the log files can use. The
log cleaner removes old log files to maintain this threshold.
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— Default: 40
—  Minimum: 15
—  Maximum: 75

ramdrv-log-min-check—Minimum percent of free space on the RAMdrive that triggers
the log cleaner to perform a full check of log files.

— Default: 50
—  Minimum: 25
—  Maximum: 75

ramdrv-min-log-check—Maximum time (in seconds) between log cleaner checks. This
value must be greater than or equal to the ramdrv-min-log-check.

— Default: 180
—  Minimum: 40
—  Maximum: 1800

ramdrv-log-lifetime—Maximum lifetime (in days) for log files. You give logs unlimited
lifetime by entering a value of 0.

— Default: 30

—  Minimum: 2

— Maximum: 9999

Default=30; Minimum=2; Maximum=9999

options +ramdrv-log-min-free=50
options +ramdrv-log-max-usage=50
options +ramdrv-log-min-check=35
options +ramdrv-min-log-check=120
options +ramdrv-max-log-free=1500
options +ramdrv-log-lifetime=7

( ) #
( ) #
(system-config) #
(system-config) #
( ) #
( ) #

If you type options and then the option value for either of these entries without the plus
sign, you will overwrite any previously configured options. In order to append the new
options to this configuration’s options list, you must prepend the new option with a plus
sign as shown in the previous example.

Reboot your Oracle® Enterprise Session Border Controller.

System Resource Monitoring

ORACLE

In addition to specific function and operation monitoring, the Enterprise SBC provides you with
the ability to monitor overall system resource utilization to protect against undesirable behavior
caused by the cumulative utilization of resources. You configure this feature using the
resource-monitoring-profile element. This monitoring function operates independently on HA
pairs, protecting the standby from resource over utilization independently from the active.

This monitoring feature operates independently of other monitoring functions and takes
precedence over those functions and configurations. From a high level, the feature:

Provides a central service that can monitor multiple critical resources

Receives resource utilization levels from other tasks and modules
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» Takes precautionary actions based on the information to prevent loss of service

This resource monitoring feature segregates system operation into sub-functions so that it can
measure those sub-functions' status. This measurement allows the system to determine where
resources are being depleted and take action to remedy the problem before they impact
system operation. This segregation establishes multiple types of resources that must be
measured using different criteria. Ultimately, it calculates percent utilization using that criteria.
This allows it to take actions based on your configured thresholds, which are also percentages.
The types of resources monitored include:

- Memory related resources—In these cases, the system measures the amount of memory
available to the function against the full capacity of memory.

— System memory utilization (Heap Memory)

e Session related resources—In these cases, the system measure how many applicable
sessions are active against how many sessions are supported. An applicable resource-
type includes SRTP_SESSIONS.

«  PPM related resources—For application-specific packet processing, the Enterprise SBC
establishes Packet Processing Modules (PPMs) to handle that traffic type. The system
measures utilization of each resource that uses a corresponding PPM against the
maximum number of packets that module can handle before diminishing system
performance or behavior.

e CommandQueues—Each SIP message initially enters the command queue from atcpd.
Later, the SIP thread processes these messages. If a large number of SIP messages
rapidly accumulate in the command queue, it can lead to the queue becoming overloaded.
Currently, the queue limit is set to 1500. If more messages arrive beyond this threshold,
the queue becomes overloaded.

Operation

The system uses this feature to monitor the resources that you target with configuration, and
act when issues arise. After configuration, the system registers the configured resources with
this monitoring function. After successful registration, the feature calculates the utilization
values of a resource and generates reports to send that data to the Resource Monitoring
Module.

Registered resources calculate and send their resource utilization levels to the Resource
Monitoring Module in reports every 15 seconds when initiated. The system changes this report
timing based on utilization level.

1. If the resource severity crosses Minor threshold value, report timing remains at 15
seconds.

2. If the resource severity crosses Major threshold value, report timing changes to 10
seconds.

3. If the resource severity crosses Critical threshold value, report timing changes to 5
seconds.

Reporting times for command queues are different from the above:
1. If the resource severity crosses Minor threshold value, report timing remains at 5 seconds.
2. If the resource severity crosses Major threshold value, report timing changes to 3 seconds.

3. If the resource severity crosses Critical threshold value, report timing changes to 2
seconds.
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# Note:

The SIP, MBCD and ATCPD command queues send a deregister request when they
go down or generate an error.

When a resource crosses a threshold, it performs the action you configured for that threshold.
The system then evaluates each subsequent report to determine if utilization has fallen below
that threshold or has triggered a higher threshold.

Configuration

You use the multi-instance resource-monitoring-profile element to specify what the system
monitors and what actions the system takes. Typically, you create a profile for each resource
you want to monitor. To configure this feature, you:

* Enable the resource-monitoring parameter in the system-config to enable monitoring of
all configured resources.

e Set parameters within the resource-monitoring-profile especially:

— The resource-type—Specify the resource to monitor. You configure specific resources
separately, allowing you to configure behavior per-resource and limit the resources you
want to monitor.

— The processName—Applicable to COMMAND_QUEUE resources, this parameter
allows you to limit the types of threads you monitor for command_queue issues. If the
resource-type is anything other than COMMAND _QUEUE, this parameter must be
set to ALL.

Note also that you are able to enable new resources for monitoring when you have set
resource-type to resource-type by also specifying the processName. You do this by
setting processName to the value PROCESS_xxx, where xxx specifies the process.
There are many processes that have command queues. Currently SIPD/MBCD/
ATCPD are added in command queues monitoring.

— The threshold configuration sub-elements—Specify the system behavior when
resources cross your configured thresholds.

— The action you want the system to take for each condition.

A complete step list for this configuration is provided below.
The system performs the following verify-config checks on this feature's parameters when:

e The threshold value of a lower severity (ex: MINOR, MAJOR) is greater than the threshold
value of a higher severity (ex: MAJOR, CRITICAL).

e Aresource is configured more than once.

e If you configure the resource-type to COMMAND_QUEUE and its action to healthscore-
decrement-value, the system throws a verify-config error.

Actions
Actions you can configure this module to take include:

* Raise an alarm—There are three alarm severity levels, including OL-1 (MINOR), OL-2
(MAJOR) and OL-3 (CRITICAL), which take precedence over hardcoded system values as
well as values you configure within other features.

The system also issues a trap for the reported severity when it raises an alarm.
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# Note:

The system triggers a minor alarm if the usage percentage is above the minor
threshold but below the major threshold. For example, if the major threshold is
set to 60 and the minor threshold is set to 55, the resource monitor raises a
minor alarm if the usage percentage is between 55 and 60.

« Decrease the health score, triggering HA switchover when needed—You specify the health
score decrement value within each minor-config, major-config and critical-config
element individually.

# Note:

You cannot use the health score decrement action in conjunction with an
monitoring instance that has a resource-type set to CommandQueue.

Abatement

When resource utilization falls below configure values, the system refers to your configured
abatement value for that profile and waits for utilization to fall by your abatement setting before
reversing an action.

For example, if you configure the threshold to 60, with a minor abatement value of 5, the RM
triggers an action if the usage percentage exceeds 60. The system clears the alarm when
usage percentage drops to 54.

The system performs the following when utilization reaches the abatement value:

e For Raised Alarms, clear the Respective Alarms.

e For Decreasing the system's Health Score, reset that health score to the original value.

< Note:

The system decrements health scores via this feature's triggers only when the
applicable resource exceeds its critical-threshold 2 consecutive times.

Related Configuration

Specific functional and operational methods that prevent overload within the system, that
operate independently of this System Resource Monitoring feature include:

e Dos/DDos protection
«  SIP Registration overload protection
e Registration Cache Limit

e CPU/Memory Load Limiting—When you enable this System Resource Monitoring feature
to monitor heap, the system disables the alarm threshold function for heap.

e Session Agent Constraints

To accommaodate the limitations of these methods, the Enterprise SBC feeds cumulative
information about critical resources to the Resource Monitoring Module.
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Reporting on the Resource Monitoring Function

ORACLE

The Enterprise SBC generates statistics on the monitored resources for debugging purposes
on the live systems. The Enterprise SBC also generates statistics on the Resource Monitoring
Function. Mechanism from which you can get this information includes ACLI commands,
Alarms, Log Files and SNMP. When deployed in high availability mode, statistics are generated
by this function separately on the active and standby nodes.

ACLI Commands

The Enterprise SBC provides ACLI command You can execute on the runtime system to see
what resources are active and what type of action the system has taken for specific thresholds.
You can observe these statistics and status reports on the resource monitoring function using
the commands below.

- show resourcemonitor action-information—Shows the precautionary actions count per
resource.

TRUNK# show resourcemonitor action-information
Accepted
13:22:17-173
Action Stats
TASK-NAME MINOR MAJOR CRITICAL ALARM&TRAP
DECREMENT HEALTHSCORE ClearAction

SRTP D tPpmEntry 0 0 0
0 0 0

HMU tPpmEntry 0 0 0
0 0 0

2833 tPpmEntry 0 0 0
0 0 0

COMMAND QUEUE sipd01 0 0 0
0 0 0

COMMAND QUEUE mbcd01 0 0 0
0 0 0

SRTP_SESSIONS mbcd 0 0 0
0 0 0

SRTP E tPpmEntry 0 0 0
0 0 0

COMMAND QUEUE atcpd01 0 0 0
0 0 0

Q0S tPpmEntry 0 0 0
0 0 0

TCP/TLS atcpd 0 0 0
0 0 0

NAT FLOWS tPpmEntry 0 0 0
0 0 0

HEAP heap 0 0 0
0 0 0

TRUNK#

* show resourcemonitor registration-status—Shows registration status per resource.

TRUNK# show resourcemonitor registration-status
Accepted
13:22:43-199
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Registration Status

SRTP E
005

2833

NAT FLOWS
COMMAND QUEUE
HMU

COMMAND QUEUE
SRTP_SESSIONS
COMMAND QUEUE
TCP/TLS
SRTP D

HEAP

TRUNK#

TASK-NAME
tPpmEntry
tPpmEntry
tPpmEntry
tPpmEntry
sipd01
tPpmEntry
mbcd01
mbcd
atcpd01
atcpd
tPpmEntry
heap

STATUS

INACTIVE
INACTIVE
INACTIVE
INACTIVE
INACTIVE
INACTIVE
INACTIVE
INACTIVE
INACTIVE
INACTIVE
INACTIVE
INACTIVE
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show resourcemonitor resource-registrations—Shows registration count of resource
monitor function resources.

TRUNK# show resourcemonitor resource-registrations

Accepted
13:23:05-120

Registration stats

Register
Register 4xx
Register 2000K
TRUNK#

Rec

ent
0
0

---- Lifetime ----
Total PerMax

12 6

12 6

0

0

show resourcemonitor resource-reports—Shows the report count for resources in the
resource monitor function.

TRUNK# show resourcemonitor resource-reports

Accepted
13:23:27-143

Usage-Percent stats

Resource
SRTP D

HMU

2833

COMMAND QUEUE
COMMAND QUEUE
SRTP_SESSIONS
SRTP E
COMMAND QUEUE
Q0s

TCP/TLS

NAT FLOWS
HEAP

REPORT REJECTION

TRUNK#

TASK-NAME
tPpmEntry
tPpmEntry
tPpmEntry
sipd01
mbcd01
mbcd
tPpmEntry
atcpd01
tPpmEntry
atcpd
tPpmEntry
heap

Recent

---- Lifetime ----

0

O O OO OO O OO o oo

Total
0

O O OO OO OO oo oo

PerMax
0

O O OO OO OO oo oo

reset resourcemonitor—Resets all the statistics produces by the commands above.
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The system also provides manual commands to clear out the actions the system has taken for
the specified or all resource types.

clear-resourcemonitor < "resource-type" > | < all >

This command syntax example clears any action performed on heap memory, based on every
crossed threshold.

ORACLE#clear-resourcemonitor HEAP

You can also use the following to view information the system generates within the context of
this feature:

* The “log.tResourceMonitor” log file captures log messages generated by the Resource
Monitoring Module.

« DEBUG and MINOR level logs in the “log.heap” lodfile .

*  Whenever required, the Enterprise SBC issues the applicable SNMP traps and alarms.
The applicable objects include:

— apRmResourcesGroupTrap
— apRmResourcesGroupClearTrap
— RESOURCE_MONITOR_ALARM

Logs and Alarms

The Enterprise SBC includes a log file named log.tPpmEntry that presents PPM resource logs
generated by the resource monitor client. There are also some DEBUG and MINOR level log

message related to this resource monitoring feature in the “log.sipd”, “log.mbcd” and
“log.atcpd” lodfile.

There are no separate alarms used only for this feature. Instead, the Enterprise SBC uses the
alarms and traps previously developed for resource issues. Each resource uses its own
ALARM ID and processName.

The example alarm below show ID 131100 informing you that the HEAP process, configured
with a threshold of 80% is breached.

HYDERABAD# display-alarms

2 alarms to show

ID Task Severity First Occurred Last Occurred

131100 3524 4 2023-12-04 06:33:59 2023-12-04 06:34:29

Count Description

2 Resource monitoring module raising alarm - Resource task id = 3524,
threshold = 80%, current value = 82%,processName = heap

# Note:
Whenever the system raises an alarm within the context of this feature, it

simultaneously issues an equivalent trap.

New alarms include:
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AlarmName Alarm-ID

MEM_UTIL_ 131100
OVER_THRE
SHOLD

COMMAND_ 131426
QUEUE_oV
ER_THRESH

oLD

NAT_OVER_
THRESHOL
D

131427

Description

Resource
monitoring
module
raising alarm
- Resource
task id =
TASK_ID,
threshold =
80%, current
value = 82%,
processNam
e =theap,
resourceNam
e = HEAP

Resource
monitoring
module
raising alarm
- Resource
task id =
TASK_ID,
threshold =
80%, current
value =
82%,process
Name =
sipdl ,
resourceNam
e=
COMMAND_
QUEUE

Resource
monitoring
module
raising alarm
- Resource
task id =
TASK_ID,
threshold =
80%, current
value =
82%,process
Name =
tPpmEntry,
resourceNam
e=
NAT_FLOWS

causes

High memory
usage

High
command
Queue usage

High calls /
media
sessions

Action severity

Ensure calls minor
are managed major
in a way that
resource
usage stays
within the
specified
threshold

TrapName

apRmResour
cesGroupTra

critical P

Ensure calls minor
are managed major
in a way that
resource
usage stays
within the
specified
threshold

apRmResour
cesGroupTra

critical P

Ensure calls minor
are managed major
in a way that
resource
usage stays
within the
specified
threshold

apRmResour
cesGroupTra

critical P
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DTMF_2833_ 131429
OVER_THRE
SHOLD

HMU_OVER 131431
_THRESHOL
D

QOS_OVER_ 131430
THRESHOL
D

SRTPE_OVE 131432
R_THRESH
OLD

ORACLE

Resource
monitoring
module
raising alarm
- Resource
task id =
TASK_ID,
threshold =
80%, current
value =
82%,process
Name =
tPpmEntry ,
resourceNam
e =2833

Resource
monitoring
module
raising alarm
- Resource
task id =
TASK_ID,
threshold =
80%, current
value =
82%,process
Name =
tPpmEntry ,
resourceNam
e = HMU
Resource
monitoring
module
raising alarm
- Resource
task id =
TASK_ID,
threshold =
80%, current
value =
82%,process
Name =
tPpmEntry,
resourceNam
e =Q0Ss
Resource
monitoring
module
raising alarm
- Resource
task id =
TASK_ID,
threshold =
80%, current
value =
82%,process
Name =
tPpmEntry ,
resourceNam
e =SRTP_E

High DTMF
calls usage

High calls
with HMU
usage

High calls
with QOS
usage

High calls
with
SRTP_E
usage
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Ensure calls minor
are managed major
in a way that
resource
usage stays
within the
specified
threshold

critical

Ensure calls minor
are managed mgjor
in a way that
resource
usage stays
within the
specified
threshold

critical

Ensure calls minor
are managed major
in a way that
resource
usage stays
within the
specified
threshold

critical

Ensure calls minor
are managed mgjor
in a way that
resource
usage stays
within the
specified
threshold

critical

apRmResour
cesGroupTra

p

apRmResour
cesGroupTra

p

apRmResour
cesGroupTra

p

apRmResour
cesGroupTra

p
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SRTD_OVER 131433 Resource High calls Ensure calls apRmResour
_THRESHOL monitoring with are managed major cesGroupTra
D module SRTP D in a way that p

raising alarm - ysage resource

- Resource usage stays

task id = within the

TASK_ID, specified

threshold = threshold

80%, current

value =

82%,process

Name =

tPpmEntry,

resourceNam

e =SRTP_D
SRTP_SESS 131428 Resource High calls of Ensure calls apRmResour
IONS_OVER monitoring SRTP_SESS are managed major cesGroupTra
_THRESHOL module IONS in a way that p
D raising alarm resource

- Resource usage stays

task id = within the

TASK_ID, specified

threshold = threshold

80%, current

value =

82%,process

Name =

tmbecd,

resourceNam

e =

SRTP_SESS

IONS
TCP_OVER_ 131434 Resource High Ensure calls apRmResour
THRESHOL monitoring TCP/TLS are managed major cesGroupTra
D module calls. in a way that p

raising alarm resource

- Resource usage stays

task id = within the

TASK_ID, specified

threshold = threshold

80%, current

value =

82%,process

Name =

tPpmEntry ,

resourceNam

e = TCP/TLS
SNMP

With respect to SNMP, the Enterprise SBC uses the ap-res-monitor.mib to collate status data
on each registered monitoring function, and generate SNMP traps on the configured resource
monitoring object. The applicable OIDs use the prefix, 1.3.6.1.4.1.9148.3 under the table

apRMResourceObjects, which is within ap-res-monitor.mib.

For traps, the Enterprise SBC maintains an object named apRMNoatifications, which includes
the apRMNotificationObjects. This object refers to the apRmTrapType, which in conjunction
with apRmTrapValue establishes a usable value pair that specifies each resource's utilization.

ORACLE
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The system can compare these values with your configured thresholds and generate the
following when an active value crosses above or below your thresholds:

e apRmResourcesGroupTrap (threshold raised trap)
e apRmResourcesGroupClearTrap (threshold came down trap).

See the MIB Guide for detailed information about SNMP variables in the Resource Monitor
OIDs section and SNMP traps in the apRMResourceObjectsTraps (ap-res-monitor.mib)
section.

Configure the Resource Monitoring Function

ORACLE

This task explains how to configure the resource monitoring function on the Enterprise SBC.
This includes one or more resource-monitoring-profile configurations to specify the
resources that you want to monitor, the actions that you want the system to take to alleviate
problems, and the thresholds you set to specify when a problem with a resource occurs.

To configure this feature, you configure each resource-monitoring-profile element within the
system branch, and the minor-threshold, major-threshold, and cretical-threshold
parameters as sub-elements of each resource-monitoring-profile. Finally, you enable all your
profiles by enabling the resource-monitoring-profile parameter in the system-config:

1. Access the resource-monitoring-profile configuration element.

ORACLE# configure terminal
ORACLE (configure) # system
ORACLE (system) # resource-monitor-profile
ORACLE (resource-monitor-profile) #
2. resource-type—Specify the resource to be monitored for this profile. Values include:
« HEAP
«  COMMAND_QUEUE
* SRTP_SESSIONS

- NAT_FLOWS

. HMU
- QOS
- SRTPE
- SRTP.D
. 2833
- TCP/TLS

3. state—Enable or disable this profile. This parameter allows you to enable/disable
individual profiles. Values include:

* disabled (default)
° enabled

4. processName—Specify the command queue you intend to monitor. For all resource-type
values except COMMAND_QUEUE, you must retain the default of PROCESS_ALL. You
can choose any of the values below when you set the resource-type to
COMMAND_QUEUE. Set to one of the following:

*  PROCESS_ALL (default)
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* PROCESS _MBCD
* PROCESS_SIPD

e PROCESS_ATCPD
You can also specify any process you want to monitor by entering the value
PROCESS_xxxx

abatement-threshhold—Specify the percent utilization decrement that a resource's
utilization must fall before the system acts. After utilization falls by this percent below the
trigger threshold, the system reverts the action taken when that threshold was crossed.
Abatement actions include clearing the respective alarm, re-enabling any non-essential
service, and increasing system health score by the value with which it was decreased.

* 5 percent (default)
* Range is 5 to 50 percent
minor-config—Access the minor-config sub-element.

ORACLE (resource-monitor-profile) # minor-config
ORACLE (minor-confiqg) #

minor-threshold—Specify the value at which the system takes its minor action for this
profile.

e 70 (default)

« Range is 50 to 90 percent

minor-precaution-action—Set to one of the following:

¢  RESOURCE_MONITOR_ALARM—When set, the system sends the
RESOURCE_MONITOR_ALARM and associated trap when any resource-type
crosses any of its major, minor or critical thresholds.

« DECREMENT_HEALTH_SCORE

healthscore-decrement-value—This triggers only when this resource exceeds its critical-
threshold 2 consecutive times.

e 30 (default)

 Range is 10 to 100 percent

Type done to retain your minor-config configuration.
major-config—Access to the major-config sub-element.
ORACLE (minor-config) # exit

ORACLE (resource-monitor-profile) # major-config
ORACLE (major-config) #

Repeat steps 7, 8 and 9 to create your major-config. All parameters and values are the
same with the exception of the major-threshold range and default:

e 80 (default)

* Range is 60 to 90 percent

Type done to retain your major-config configuration.
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critical-config—Access to the critical-config sub-element.

ORACLE (major-config) # exit
ORACLE (resource-monitor-profile) # critical-config
ORACLE (critical-config) #

Repeat steps 7, 8 and 9 to create your critical-config. All parameters and values are the
same with the exception of the critical-threshold range and default:

e 90 (default)

« Range is 70 to 95 percent

Type done to retain your critical-config configuration.

Type done to retain your resource-monitoring-profile configuration.

Repeat the steps above for each resource monitor function you want to configure.
Access and enable the resource-monitoring-profile parameter in the system-config.
ORACLE (system) # system-config

ORACLE (system-config) # select
ORACLE (system-config) #

# Note:

The select command is required to enter the system-config element.

Enable the resource-monitoring-profile parameter within the system-config branch.
This parameter allows you to enable or disable all configured profiles simultaneously.

ORACLE (system-config)# resource-monitoring-profile enable

Type done to retain your system-config configuration.

Save and activate your configuration.

Configurable Alarm Thresholds and Traps

The Oracle® Enterprise Session Border Controller supports user-configurable threshold
crossing alarms. These configurations let you identify system conditions of varying severity
which create corresponding alarms of varying severity. You configure an alarm threshold type
which indicates the resource to monitor. The available types are:

ORACLE

cpu — CPU utilization monitored as a percentage of total CPU capacity

memory — memory utilization monitored as a percentage of total memory available
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# Note:

When you configure an alarm-threshold for memory with severity set to
critical, the Oracle® Enterprise Session Border Controller will stop processing
traffic if that configured value is reached, regardless of how low the value is.
When triggered this alarm issues a corresponding SNMP trap. The system
checks utilization every 15 seconds after triggering the alarm and issues a the
trap again if the memory utilization is still breaching the threshold. This can
generate a significant number of traps sent to SNMP management systems.

« sessions — allowed utilization monitored as a percentage of session capacity

e space — remaining disk space (configured in conjunction with the volume parameter - see
the Storage Expansion Module Monitoring section of the Accounting Guide for more
information.)

« deny-allocation — denied entry utilization monitored as a percentage of reserved, denied
entries.

For the alarm type you create, the Oracle® Enterprise Session Border Controller can monitor
for 1 through 3 severity levels as minor, major, and critical. Each of the severities is configured
with a corresponding value that triggers that severity. For example the configuration for a CPU
alarm that is enacted when CPU usage reaches 50%:

alarm-threshold

type cpu
severity minor
value 50

You may create addition CPU alarms for increasing severities. For example:

alarm-threshold

type cpu
severity critical
value 90

The alarm state is enacted when the resource defined with the type parameter exceeds the
value parameter. When the resource drops below the value parameter, the alarm is cleared.

SNMP Traps

When a configured alarm threshold is reached, the Oracle® Enterprise Session Border
Controller sends an apSysMgmtGroupTrap. This trap contains the resource type and value for
the alarm configured in the alarm-threshold configuration element. The trap does not contain
information associated with configured severity for that value.

apSysMgmtGroupTrap NOTIFICATION-TYPE
OBJECTS { apSysMgmtTrapType, apSysMgmtTrapValue }
STATUS current
DESCRIPTION

" The trap will generated if value of the monitoring object
exceeds a certain threshold. "
::= { apSystemManagementNotifications 1 }
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When the resource usage retreats below a configured threshold, the Oracle® Enterprise
Session Border Controller sends an apSysMgmtGroupClearTrap.

apSysMgmtGroupClearTrap
OBJECTS
STATUS
DESCRIPTION

NOTIFICATION-TYPE

{ apSysMgmtTrapType }
current

" The trap will generated if value of the monitoring object

returns to within a certain threshold.

This signifies that

an alarm caused by that monitoring object has been cleared. "
::= { apSystemManagementNotifications 2 }

The alarm and corresponding traps available through the User Configurable Alarm Thresholds
functionality are summarized in the following table.

Alarm Severity Cause Actions
CPU minor high CPU usage apSysMgmtGroupTrap sent with
major apSysCPUULIl
critical apSysMgmtTrapValue
memory minor high memory apSysMgmtGroupTrap sent with
major usage apSysMemoryUtil
critical apSysMgmtTrapValue
sessions minor high provisioned apSysMgmtGroupTrap sent with
major usage apSysLicenseCapacity
critical apSysMgmtTrapValue
space minor high HDD apSysMgmtStorageSpaceAvailThresholdTrap
major usage, per sent with:
critical volume apSysMgmtSpaceAvailCurrent
apSysMgmtSpaceAvailMinorThreshold
apSysMgmtSpaceAvailMajorThreshold
apSysMgmtSpaceAvailCritical Threshold
apSysMgmtPartitionPath
deny allocation minor high usage of apSysMgmtGroupTrap sent with
major denied ACL apSysCurrentEndptsDenied
critical entries apSysMgmtTrapValue

Alarm Thresholds Configuration

To configure alarm thresholds:

1. Access the alarm-threshold configuration element.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # system-config

ORACLE (system-config)# alarm-threshold
(

ORACLE (alarm-threshold) #

2. type — Enter the type of resource which this alarm monitors. Valid values include:

s cpu

s memory

ORACLE
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e sessions
* space
e deny-allocation

3. volume — Enter the logical disk volume this alarm monitors (used only in conjunction
when type = space).

4. severity — Set the severity of the threshold. Valid values include:

e minor
° major
e critical

5. value — Enter the value from 1 to 100, indicating the percentage, which when exceeded
generates an alarm.

6. Save and activate your configuration.

Alarm Synchronization

ORACLE

Two trap tables in the ap-smgmt.mib record trap information for any condition on the Oracle®
Enterprise Session Border Controller that triggers an alarm condition. You can poll these two
tables from network management systems, OSS applications, and the Session Delivery
Manager to view the fault status on one or more Oracle® Enterprise Session Border Controller
s.

The two trap tables that support alarm synchronization, and by polling them you can obtain
information about the current fault condition on the Oracle® Enterprise Session Border
Controller . These tables are:

e apSysMgmtTrapTable—You can poll this table to obtain a summary of the Oracle®
Enterprise Session Border Controller ’s current fault conditions. The table records multiples
of the same trap type that have occurred within a second of one another and have different
information. Each table entry contains the following:

— Trap identifier

— System time (synchronized with an NTP server)
— sysUpTime

— Instance number

— Other trap information for this trap identifier

e apSysMgmtTraplnformationTable—You can poll this table to obtain further details about
the traps recorded in the apSysMgmtTrapTable table. The following information appears:

— Data index

— Data type

— Data length

— The data itself (in octets)

Trap tables do not record information about alarm severity.

The apSysMgmtTrapTable can hold up to 1000 entries, and you can configure the number of
days these entries stay in the table for a maximum of seven days. If you set this parameter to 0
days, the feature is disabled. And if you change the setting to O days from a greater value, then
the Oracle® Enterprise Session Border Controller purges the tables.
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Note that the Oracle® Enterprise Session Border Controller does not replicate alarm
synchronization table data across HA nodes. That is, each Oracle® Enterprise Session Border
Controller in an HA node maintains its own tables.

Alarm Synchronization Configuration

You turn on alarm synchronization in the system configuration.
To use alarm synchronization:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

2. Type system and press Enter.

ORACLE (configure) # system
ORACLE (system) #

3. Type system-config and press Enter.

ORACLE (system) # system-config
ORACLE (system-config) #

4. trap-event-lifetime—To enable alarm synchronization—and cause the Oracle® Enterprise
Session Border Controller to record trap information in the apSysMgmtTrapTable and the
apSysMgmtTraplnformationTable—set this parameter to the number of days you want to
keep the information. Leaving this parameter set to 0 (default) turns alarm synchronization
off, and you can keep information in the tables for up to 7 days. 7 is the maximum value for
this parameter.

Accounting Configuration

ORACLE

The Oracle® Enterprise Session Border Controller offers support for RADIUS, an accounting,
authentication, and authorization (AAA) system. In general, RADIUS servers are responsible
for receiving user connection requests, authenticating users, and returning all configuration
information necessary for the client to deliver service to the user.

You can configure your Oracle® Enterprise Session Border Controller to send call accounting
information to one or more RADIUS servers. This information can help you to see usage and
QoS metrics, monitor traffic, and even troubleshoot your system.

This guide contains all RADIUS information, as well as information about:

e Accounting for SIP and H.323

* Local CDR storage on the Oracle® Enterprise Session Border Controller , including CSV
file format settings

e The ability to send CDRs via FTP to a RADIUS sever (the FTP push feature)
e Per-realm accounting control

*  Configurable intermediate period
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 RADIUS CDR redundancy
 RADIUS CDR content control

Stream Control Transfer Protocol Overview

The Stream Control Transmission Protocol (SCTP) was originally designed by the Signaling
Transport (SIGTRAN) group of IETF for Signalling System 7 (SS7) transport over IP-based
networks. It is a reliable transport protocol operating on top of an unreliable connectionless
service, such as IP. It provides acknowledged, error-free, non-duplicated transfer of messages
through the use of checksums, sequence numbers, and selective retransmission mechanism.

SCTP is designed to allow applications, represented as endpoints, communicate in a reliable
manner, and so is similar to TCP. In fact, it has inherited much of its behavior from TCP, such
as association (an SCTP peer-to-peer connection) setup, congestion control and packet-loss
detection algorithms. Data delivery, however, is significantly different. SCTP delivers discrete
application messages within multiple logical streams within the context of a single association.
This approach to data delivery is more flexible than the single byte-stream used by TCP, as
messages can be ordered, unordered or even unreliable within the same association.

SCTP Packets

SCTP packets consist of a common header and one or more chunks, each of which serves a
specific purpose.

*  DATA chunk — carries user data
e INIT chunk — initiates an association between SCTP endpoints
e INIT ACK chunk — acknowledges association establishment

*  SACK chunk — acknowledges received DATA chunks and informs the peer endpoint of
gaps in the received subsequences of DATA chunks

HEARTBEAT chunk — tests the reachability of an SCTP endpoint
HEARTBEAT ACK chunk — acknowledges reception of a HEARTBEAT chunk
*  ABORT chunk — forces an immediate close of an association

«  SHUTDOWN chunk — initiates a graceful close of an association

¢ SHUTDOWN ACK chunk — acknowledges reception of a SHUTDOWN chunk
*  ERROR chunk — reports various error conditions

e COOKIE ECHO chunk — used during the association establishment process
e COOKIE ACK chunk — acknowledges reception of a COOKIE ECHO chunk

¢ SHUTDOWN COMPLETE chunk — completes a graceful association close

SCTP Terminology

ORACLE

This section defines some terms commonly found in SCTP standards and documentation.
SCTP Association

is a connection between SCTP endpoints. An SCTP association is uniquely identified by the
transport addresses used by the endpoints in the association. An SCTP association can be
represented as a pair of SCTP endpoints, for example, assoc = { [IPv4Addr : PORT1],
[IPv4Addrl, IPv4Addr2: PORTZ2]}.
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Only one association can be established between any two SCTP endpoints.
SCTP Endpoint

is a sender or receiver of SCTP packets. An SCTP endpoint may have one or more IP address
but it always has one and only one SCTP port number. An SCTP endpoint can be represented
as a list of SCTP transport addresses with the same port, for example, endpoint = [IPv6Addr,
IPv6Addr: PORT].

An SCTP endpoint may have multiple associations.
SCTP Path

is the route taken by the SCTP packets sent by one SCTP endpoint to a specific destination
transport address or its peer SCTP endpoint. Sending to different destination transport
addresses does not necessarily guarantee separate routes.

SCTP Primary Path

is the default destination source address, the IPv4 or IPv6 address of the association initiator.
For retransmissions however, another active path may be selected, if one is available.

SCTP Stream

is a unidirectional logical channel established between two associated SCTP endpoints. SCTP
distinguishes different streams of messages within one SCTP association. SCTP makes no
correlation between an inbound and outbound stream.

SCTP Transport Address

is the combination of an SCTP port and an IP address. For the current release, the IP address
portion of an SCTP Transport Address must be a routable, unicast IPv4 or IPv6 address.

An SCTP transport address binds to a single SCTP endpoint.

SCTP Message Flow

ORACLE

Before peer SCTP users (commonly called endpoints) can send data to each other, an
association (an SCTP connection) must be established between the endpoints. During the
association establishment process a cookie mechanism is employed to provide protection
against security attacks. The following figure shows a sample SCTP association establishment
message flow.
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Endpointl ) Endpoint2 )

SCTP Packet (INIT chunk)

SCTP Packet (INIT ACK chunk)

SCTP Packet (COOKIE ECHO chunk)

SCTP Packet (COOKIE ACK Chunk)

Endpointl initiates the association by sending Endpoint2 an SCTP packet that contains an
INIT chunk, which can include one or more IP addresses used by the initiating endpoint.
Endpoint2 acknowledges the initiation of an SCTP association with an SCTP packet that
contains an INIT_ACK chunk. This chunk can also include one or more IP addresses at used
by the responding endpoint.

Both the INIT chuck (issued by the initiator) and INIT ACK chunk (issued by the responder)
specify the number of outbound streams supported by the association, as well as the
maximum inbound streams accepted from the other endpoint.

Association establishment is completed by a COOKIE ECHO/COOKIE ACK exchange that
specifies a cookie value used in all subsequent DATA exchanges.

Once an association is successfully established, an SCTP endpoint can send unidirectional
data streams using SCTP packets that contain DATA chunks. The recipient endpoint
acknowledges with an SCTP packet containing a SACK chunk.

SCTP monitors endpoint reachability by periodically sending SCTP packets that contain
HEARTBEAT chunks. The recipient endpoint acknowledges receipt, and confirms availability,
with an SCTP packet containing a HEARBEAT ACK chunk.

Either SCTP endpoint can initiate a graceful association close with an SCTP packet that
contains a SHUTDOWN chunk. The recipient endpoint acknowledges with an SCTP packet
containing a SHUTDOWN ACK chunk. The initiating endpoint concludes the graceful close
with an SCTP packet that contains a SHUTDOWN COMPLETE chunk.
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sCTP Packet (SHUTDOWN chunk)

SCTP Packet (SHUTDOWN ACK chunk)
e

SCTP Packet (SHUTDOWN COMPLETE cChunk)
| ot

Congestion Control

SCTP congestion control mechanism is similar to that provided by TCP, and includes slow
start, congestion avoidance, and fast retransmit. In SCTP, the initial congestion window

(cwnd) is set to the double of the maximum transmission unit (MTU) while in TCP, it is usually
set to one MTU. In SCTP, cwnd increases based on the number of acknowledged bytes, rather
than the number of acknowledgements in TCP. The larger initial cwnd and the more aggressive
cwnd adjustment provided by SCTP result in a larger average congestion window and, hence,
better throughput performance than TCP.

Multi-Streaming

SCTP supports streams as depicted in the following figure which depicts an SCTP association
that supports three streams.

Y

C Stream 0 .»)

-~ Stream 1 >

C Stream n P )

N

Endpointl Endpoint2

The multiple stream mechanism is designed to solve the head-of-the-line blocking problem of
TCP. Therefore, messages from different multiplexed flows do not block one another.
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A stream can be thought of as a sub-layer between the transport layer and the upper layer.
SCTP supports multiple logical streams to improve data transmission throughput. As shown in
the above figure, SCTP allows multiple unidirectional streams within an association. This
multiplexing/de-multiplexing capability is called multi-streaming and it is achieved by
introducing a field called Stream Identifier contained in every DATA chunk) that is used to
differentiate segments in different streams.

SIP transactions are mapped into SCTP streams as described in Section 5.1 of RFC 4168. In
what it describes as the simplest way, the RFC suggests (keyword SHOULD) that all SIP
messages be transmitted via Stream 0 with the U bit set to 1.

On the transmit side, the current SCTP implementation follows the RFC 4168
recommendation. On the receiving side, a SIP entity must be prepared to receive SIP
messages over any stream.

Delivery Modes

SCTP supports two delivery modes, ordered and unordered . Delivery mode is specified by the
U bit in the DATA chunk header — if the bit is clear (0), ordered delivery is specified; if the bit is
set (1), unordered delivery is specified.

Within a stream, an SCTP endpoint must deliver ordered DATA chunks (received with the U bit
set to 0) to the upper layer protocol according to the order of their Stream Sequence Number .
Like the U bit, the Stream Sequence Number is a field within the DATA chunk header, and
serves to identify the chunk’s position with the message stream. If DATA chunks arrive out of
order of their Stream Sequence Number, the endpoint must delay delivery to the upper layer
protocol until they are reordered and complete.

Unordered DATA chunks (received with the U bit set to 1) are processed differently. When an
SCTP endpoint receives an unordered DATA chunk, it must bypass the ordering mechanism
and immediately deliver the data to the upper layer protocol (after reassembly if the user data
is fragmented by the sender). As a consequence, the Stream Sequence Number field in an
unordered DATA chunk has no significance. The sender can fill it with arbitrary value, but the
receiver must ignore any value in field.

When an endpoint receives a DATA chunk with the U flag set to 1, it must bypass the ordering
mechanism and immediately deliver the data to the upper layer (after reassembly if the user
data is fragmented by the data sender).

Unordered delivery provides an effective way of transmitting out-of-band data in a given
stream. Note also, a stream can be used as an unordered stream by simply setting the U bit to
1 in all DATA chunks sent through that stream.

Multi-Homing

ORACLE

Call control applications for carrier-grade service require highly reliable communication with no
single point of failure. SCTP can assist carriers with its multi-homing capabilities. By providing
different paths through the network over separate and diverse means, the goal of no single
point of failure is more easily attained.

SCTP built-in support for multi-homed hosts allows a single SCTP association to run across
multiple links or paths, hence achieving link/path redundancy. With this capability, and SCTP
association can be made to achieve fast failover from one link/path to another with little
interruption to the data transfer service.

Multi-homing enables an SCTP host to establish an association with another SCTP host over
multiple interfaces identified by different IP addresses. With specific regard to the Oracle®

2-92



Chapter 2
Stream Control Transfer Protocol Overview

Enterprise Session Border Controller these IP addresses need not be assigned to the same
phy-interface, or to the same physical Network Interface Unit.

If the SCTP nodes and the according IP network are configured in such a way that traffic from
one node to another travels on physically different paths if different destination IP address are
used, associations become tolerant against physical network failures and other problems of
that kind.

An endpoint can choose an optimal or suitable path towards a multi-homed destination. This
capability increases fault tolerance. When one of the paths fails, SCTP can still choose another
path to replace the previous one. Data is always sent over the primary path if it is available. If
the primary path becomes unreachable, data is migrated to a different, affiliated address —
thus providing a level of fault tolerance. Network failures that render one interface of a server
unavailable do not necessarily result in service loss. In order to achieve real fault resilient
communication between two SCTP endpoints, the maximization of the diversity of the round-
trip data paths between the two endpoints is encouraged.

Multi-Homing and Path Diversity

As previously explained, when a peer is multi-homed, SCTP can automatically switch the
subsequent data transmission to an alternative address. However, using multi-homed
endpoints with SCTP does not automatically guarantee resilient communications. One must
also design the intervening network(s) properly.

To achieve fault resilient communication between two SCTP endpoints, one of the keys is to
maximize the diversity of the round-trip data paths between the two endpoints. Under an ideal
situation, one can make the assumption that every destination address of the peer will result in
a different, separate path towards the peer. Whether this can be achieved in practice depends
entirely on a combination of factors that include path diversity, multiple connectivity, and the
routing protocols that glue the network together. In a normally designed network, the paths
may not be diverse, but there may be multiple connectivity between two hosts so that a single
link failure will not fail an association.

In an ideal arrangement, if the data transport to one of the destination addresses (which
corresponds to one particular path) fails, the data sender can migrate the data traffic to other
remaining destination address(es) (that is, other paths) within the SCTP association.

Monitoring Failure Detection and Recovery

ORACLE

When an SCTP association is established, a single destination address is selected as the
primary destination address and all new data is sent to that primary address by default. This
means that the behavior of a multi-homed SCTP association when there are no network losses
is similar to behavior of a TCP connection. Alternate, or secondary, destination addresses are
only used for redundancy purposes, either to retransmit lost packets or when the primary
destination address cannot be reached.

A failover to an alternate destination is performed when the SCTP sender cannot elicit an
acknowledgement — either a SACK for a DATA chunk, or a HEARTBEAT ACK for a
HEARTBEAT chunk — for a configurable consecutive number of transmissions. The SCTP
sender maintains an error-counter is maintained for each destination address and if this
counter exceeds a threshold (normally six), the address is marked as inactive, and taken out of
service. If the primary destination address is marked as inactive, all data is then switched to a
secondary address to complete the failover.

If no data has been sent to an address for a specified time, that endpoint is considered to be
idle and a HEARTBEAT packet is transmitted to it. The endpoint is expected to respond to the
HEARTBEAT immediately with a HEARTBEAT ACK. As well as monitoring the status of
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destination addresses, the HEARTBEAT is used to obtain RTT measurements on idle paths.
The primary address becomes active again if it responds to a heartbeat.

The number of events where heartbeats were not acknowledged within a certain time, or
retransmission events occurred is counted on a per association basis, and if a certain limit is
exceeded, the peer endpoint is considered unreachable, and the association is closed.

The threshold for detecting an endpoint failure and the threshold for detecting a failure of a
specific IP addresses of the endpoint are independent of each other. Each parameter can be
separately configured by the SCTP user. Careless configuration of these protocol parameters
can lead the association onto the dormant state in which all the destination addresses of the
peer are found unreachable while the peer still remains in the reachable state. This is because
the overall retransmission counter for the peer is still below the set threshold for detecting the
peer failure.

Configuring SCTP Support for SIP

RFC 4168, The Stream Control Transfer Protocol (SCTP) as a Transport for the Session
Initiation Protocol (SIP), specifies the requirements for SCTP usage as a layer 4 transport for
SIP. Use the following steps to:

e configure SCTP as the layer 4 transport for a SIP interface

e create an SCTP-based SIP port

e associate phy-interfaces/network interfaces with SIP realms
* identify adjacent SIP servers that are accessible via SCTP

e set SCTP timers and counters (optional)

Configuring an SCTP SIP Port

ORACLE

SIP ports are created as part of the SIP Interface configuration process.
1. From superuser mode, use the following command sequence to access sip-port
configuration mode.

ORACLE# configure terminal

ORACLE (configure) # session-router
ORACLE (session-router)# sip-interface
ORACLE (sip-interface) # sip-ports
ORACLE (sip-port) #

2. Use the address parameter to provide the IPv4 or IPv6 address of the network interface
that supports the SIP port.

This is the primary address of a the local multi-homed SCTP endpoint.

ORACLE (sip-port)# address 172.16.10.76
ORACLE (sip-port) #

3. Retain the default value, 5060 (the well-known SIP port) for the port parameter.

ORACLE (sip-port) # port 5060
ORACLE (sip-port) #

4. Use the transport-protocol parameter to identify the layer 4 protocol.
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Supported values are UDP, TCP, TLS, and SCTP.
Select SCTP.

ORACLE (sip-port) # transport-protocol sctp
ORACLE (sip-port) #

Use the multi-homed-addrs parameter to specify one or more local secondary addresses
of the SCTP endpoint.

Multi-homed addresses must be of the same type (IPv4 or IPv6) as that specified by the
address parameter. Like the address parameter, these addresses identify SD network
interfaces.

To specify multiple addresses, bracket an address list with parentheses.

ORACLE (sip-port) # multi-homed-addrs 182.16.10.76

ORACLE (sip-port) #

ORACLE (sip-port) # multi-homed-addrs (182.16.10.76 192.16.10.76
196.15.32.108)

ORACLE (sip-port) #

Remaining parameters can be safely ignored.

Use done, exit, and verify-config to complete configuration of this SCTP-based SIP port.

ORACLE (sip-port) # done

ORACLE (sip-interface) # exit

ORACLE (session-router) # exit

ORACLE (configure) # exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#

Configuring the Realm

After configuring a SIP port which identifies primary and secondary multi-homed transport
addresses, you identify the network interfaces that support the primary address and secondary
addresses to the realm assigned during SIP Interface configuration.

ORACLE

1.

From superuser mode, use the following command sequence to access realm-config
configuration mode.

ORACLE# configure terminal

ORACLE (configure) # media-manager

ORACLE (media-manager) # realm-config

ORACLE (realm-config) #

Use the select command to access the target realm.

Use the network-interfaces command to identify the network interfaces that support the
SCTP primary and secondary addresses.

Network interfaces are identified by their name.
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Enter a list of network interface names using parentheses as list brackets. The order of
interface names is not significant.

ORACLE (realm-config) # network-interfaces (mol M10)
ORACLE (realm-confiqg) #

4. Use done, exit, and verify-config to complete realm configuration.

ORACLE (realm-config) # done

ORACLE (media-manager) # exit

ORACLE (configure) # exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#

Configuring Session Agents

ORACLE

After configuring the realm, you identify adjacent SIP servers who will be accessed via the
SCTP protocol.

1. From superuser mode, use the following command sequence to access session-agent
configuration mode.

ORACLE# configure terminal

ORACLE (configure) # session-router
ORACLE (session-router)# session-agent
ORACLE (session-agent) #

2. Use the select command to access the target session-agent.
3. Use the transport-method parameter to select the layer 4 transport protocol.
Select staticSCTP for SCTP transport
ORACLE (session-agent) # transport-method staticSCTP
ORACLE (session-agent) #
4. Set the reuse-connections parameter to none.
Select staticSCTP for SCTP transport

ORACLE (session-agent) # reuse-connections none
ORACLE (session-agent) #

5. Use done, exit, and verify-config to complete session agent configuration.

ORACLE (session-agent) # done

ORACLE (session-router)# exit

ORACLE (configure) # exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#
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6. Repeat Steps 1 through 5 as necessary to configure additional session agents who will be
accessed via SCTP transport.

Setting SCTP Timers and Counters

Setting SCTP timers and counters is optional. All configurable timers and counters provide
default values that conform to recommended values as specified in RFC 4960, Stream Control
Transmission Protocol.

Management of Retransmission Timer, section 6.3 of RFC 4960 describes the calculation of a
Retransmission Timeout (RTO) by the SCTP process. This calculation involves three SCTP
protocol parameters: RTO.Initial, RTO.Min, and RTO.Max. Suggested SCTP Protocol
Parameter Values section 15 of RFC 4960 lists recommended values for these parameters.

The following shows the equivalence of recommended values and ACLI defaults.
RTO.Initial = 3 seconds sctp-rto-initial = 3000 ms (default value)

RTO.Min = 1 second sctp-rto-min = 1000 ms (default value)

RTO.Max = 60 seconds sctp-rto-max = 60000 ms (default value)

Path Heartbeat, section 8.3 of RFC 4960 describes the calculation of a Heartbeat Interval by
the SCTP process. This calculation involves the current calculated RTO and a single SCTP
protocol parameter — HB.Interval.

The following shows the equivalence of recommended the value and ACLI default.
HB.Interval = 30 seconds sctp-hb-interval = 3000 ms (default value)

Acknowledgement on Reception of DATA Chunks, section 6.2 of RFC 4960 describes
requirements for the timely processing and acknowledgement of DATA chunks. This section
requires that received DATA chunks must be acknowledged within 500 milliseconds, and
recommends that DATA chunks should be acknowledged with 200 milliseconds. The interval
between DATA chunk reception and acknowledgement is specific by the ACLI sctp-sack-
timeout parameter, which provides a default value of 200 milliseconds and a maximum value
of 500 milliseconds.

Transmission of DATA Chunks, section 6.1 of RFC 4960 describes requirements for the
transmission of DATA chunks. To avoid network congestion the RFC recommends a limitation
on the volume of data transmitted at one time. The limitation is expressed in terms of DATA
chunks, not in terms of SCTP packets.

The maximum number of DATA chunks that can be transmitted at one time is specified by the
ACLI sctp-max-burst parameter, which provides a default value of 4 chunks, the limit
recommended by the RFC.

Setting the RTO

ORACLE

An SCTP endpoint uses a retransmission timer to ensure data delivery in the absence of any
feedback from its peer. RFC 4960 refers to the timer itself as T3-rtx and to the timer duration
as RTO (retransmission timeout).

When an endpoint's peer is multi-homed, the endpoint calculates a separate RTO for each IP
address affiliated with the peer. The calculation of RTO in SCTP is similar to the way TCP
calculates its retransmission timer. RTO fluctuates over time in response to actual network
conditions. To calculate the current RTO, an endpoint maintains two state variables per
destination IP address — the SRTT (smoothed round-trip time) variable, and the RTTVAR
(round-trip time variation) variable.
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Use the following procedure to assign values used in RTO calculation.

1. From superuser mode, use the following command sequence to access network-
parameters configuration mode.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # network-parameters
ORACLE (network-parameters) #

2. Use the sctp-rto-initial parameter to assign an initial timer duration.

Allowable values are integers within the range 0 through 4294967295 that specify the initial
duration in milliseconds. In the absence of an explicitly configured integer value, sctp-rto-
initial defaults to 3000 milliseconds (3 seconds, the recommended default value from RFC
4960).

As described in Section 6.3 of RFC 4960, the value specified by sctp-rto-initial is
assigned to the SCTP protocol parameter RTO.Initial, which provides a default RTO until
actual calculations have derived a fluctuating duration based on network usage. The value
specified by the sctp-rto-initial parameter seeds these calculations.

ORACLE (network-parameters) # sctp-rto-initial 3000
ORACLE (network-parameters) #

3. Use the sctp-rto-min and sctp-rto-max parameters to assign an RTO floor and ceiling.

Allowable values are integers within the range 0 through 4294967295 that specify the
minimum and maximum durations in milliseconds. In the absence of an explicitly
configured integer value, sctp-rto-min defaults to 1000 ms (1 second, the recommended
default value from RFC 4960), and sctp-rto-max defaults to 60000 ms (60 seconds, the
recommended default value from RFC 4960.)

As described in Section 6.3 of RFC 4960, the values specified by sctp-rto-min and sctp-
rto-max are assigned to the SCTP protocol parameters, RTO.min and RTO.max that limit
RTO calculations. If a calculated RTO duration is less than RTO.min, the parameter value
is used instead of the calculated value; likewise, if a calculated RTO duration is greater
than RTO.max, the parameter value is used instead of the calculated value.

ORACLE (network-parameters) # sctp-rto-min 1000
ORACLE (network-parameters) # sctp-rto-max 60000
ORACLE (network-parameters) #

4. Use done, exit, and verify-config to complete RTO configuration.

ORACLE (network-parameters) # done

ORACLE (system) # exit

ORACLE (configure) # exit

ORACLE (configure) # exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#
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Setting the Heartbeat Interval

Both single-homed and multi-homed SCTP endpoints test the reachability of associates by
sending periodic HEARTBEAT chunks to UNCONFIRMED or idle transport addresses.

Use the following procedure to assign values used in Heartbeat Interval calculation.

1.

From superuser mode, use the following command sequence to access network-
parameters configuration mode.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # network-parameters
ORACLE (network-parameters) #

Use the sctp-hb-interval parameter to assign an initial Heartbeat Interval duration.

Allowable values are integers within the range 0 through 4294967295 that specify the initial
Heartbeat Interval in milliseconds. In the absence of an explicitly configured integer value,
sctp-hb-interval defaults to 30000 milliseconds (30 seconds, the recommended default
value from RFC 4960).

As described in Section 8.3 of RFC 4960, the value specified by sctp-hb-interval is
assigned to the SCTP protocol parameter HB.Interval, which provides a default interval
until actual calculations have derived a fluctuating interval based on network usage. The
value specified by the sctp-hb-interval parameter is used during these calculations.

ORACLE (network-parameters) # sctp-hb-interval 30000
ORACLE (network-parameters) #

Use done, exit, and verify-config to complete Heartbeat Interval configuration.

ORACLE (network-parameters) # done

ORACLE (system) # exit

ORACLE (configure) # exit

ORACLE (configure) # exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE #

Setting the SACK Delay Timer

An SCTP Selective Acknowledgement (SACK) is sent to the peer endpoint to acknowledge
received DATA chunks and to inform the peer endpoint of gaps in the received subsequences
of DATA chunks. Section 6.2 of RFC 4960 sets a specific requirement for a SACK Delay timer
that specifies the maximum interval between the reception of an SCTP packet containing one
or more DATA chunks and the transmission of a SACK to the packet originator.

ORACLE

Use the following procedure to set the SACK Delay timer.

1.

From superuser mode, use the following command sequence to access network-
parameters configuration mode.

ORACLE# configure terminal
ORACLE (configure) # system
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ORACLE (system) # network-parameters
ORACLE (network-parameters) #

Use the sctp-sack-timeout parameter to assign a value to the SACK Delay timer.

Allowable values are integers within the range 0 through 500 which specify the maximum
delay (in milliseconds) between reception of a SCTP packet containing one or more Data
chunks and the transmission of a SACK to the packet source. The value 0 indicates that a
SACK is generated immediately upon DATA chunk reception

In the absence of an explicitly configured integer value, sctp-sack-timeout defaults to 200
ms (the recommended default value from RFC 4960).

ORACLE (network-parameters) # sctp-sack-timeout 200
ORACLE (network-parameters) #

Use done, exit, and verify-config to complete configuration of the SACK Delay timer.

ORACLE (network-parameters) # done

ORACLE (system) # exit

ORACLE (configure) # exit

ORACLE (configure) # exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#

Limiting DATA Bursts

Section 6.1 of RFC 4960 describes the SCTP protocol parameter, Max.Burst, used to limit the
number of DATA chunks that are transmitted at one time.

ORACLE

Use the following procedure to assign a value to the SCTP protocol parameter, Max.Burst.

1.

From superuser mode, use the following command sequence to access network-
parameters configuration mode.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # network-parameters
ORACLE (network-parameters) #

Use the sctp-max-burst parameter to assign a value to the SCTP protocol parameter,
Max.Burst.

Allowable values are integers within the range 0 through 4294967295 that specify the
maximum number of DATA chunks that will be sent at one time. In the absence of an
explicitly configured integer value, sctp-max-burst defaults to 4 (DATA chunks, the
recommended default value from RFC 4960).

ORACLE (network-parameters) # sctp-max-burst 4
ORACLE (network-parameters) #

Use done, exit, and verify-config to complete configuration of DATA burst limitations.

ORACLE (network-parameters)# done
ORACLE (system) # exit
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ORACLE (confiqure) # exit

ORACLE (confiqure) # exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#

Setting Endpoint Failure Detection

As described in Monitoring, Failure Detection and Recovery, a single-homed SCTP endpoint
maintains a count of the total number of consecutive failed (unacknowledged) retransmissions
to its peer. Likewise, a multi-homed SCTP endpoint maintains a series of similar, dedicated
counts for all of its destination transport addresses. If the value of these counts exceeds the
limit indicated by the SCTP protocol parameter Association.Max.Retrans, the endpoint
considers the peer unreachable and stops transmitting any additional data to it, causing the
association to enter the CLOSED state.

The endpoint resets the counter when (1) a DATA chunk sent to that peer endpoint is
acknowledged by a SACK, or (2) a HEARTBEAT ACK is received from the peer endpoint.

Use the following procedure to configure endpoint failure detection.

1.

ORACLE

From superuser mode, use the following command sequence to access network-
parameters configuration mode.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # network-parameters
ORACLE (network-parameters) #

Use the sctp-assoc-max-retrans to assign a value to the SCTP protocol parameter
Association.Max.Retrans.

Allowable values are integers within the range 0 through 4294967295 which specify the
maximum number of transmission requests. In the absence of an explicitly configured
integer value, sctp-assoc-max-retrans defaults to 10 (transmission re-tries, the
recommended default value from RFC 4960).

ORACLE (network-parameters) # sctp-assoc-max-retrans 10
ORACLE (network-parameters) #

Use done, exit, and verify-config to complete endpoint failure detection configuration.

ORACLE (network-parameters) # done

ORACLE (system) # exit

ORACLE (confiqure) # exit

ORACLE (confiqure) # exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE#
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Setting Path Failure Detection

ORACLE

As described in Monitoring, Failure Detection and Recovery, when its peer endpoint is multi-
homed, an SCTP endpoint maintains a count for each of the peer’s destination transport
addresses.

Each time the T3-rtx timer expires on any address, or when a HEARTBEAT sent to an idle
address is not acknowledged within an RTO, the count for that specific address is incremented.
If the value of a specific address count exceeds the SCTP protocol parameter
Path.Max.Retrans, the endpoint marks that destination transport address as inactive.

The endpoint resets the counter when (1) a DATA chunk sent to that peer endpoint is
acknowledged by a SACK, or (2) a HEARTBEAT ACK is received from the peer endpoint.

When the primary path is marked inactive (due to excessive retransmissions, for instance), the
sender can automatically transmit new packets to an alternate destination address if one exists
and is active. If more than one alternate address is active when the primary path is marked
inactive, a single transport address is chosen and used as the new destination transport
address.

Use the following procedure to configure path failure detection.

1. From superuser mode, use the following command sequence to access network-
parameters configuration mode.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # network-parameters
ORACLE (network-parameters) #

2. Use the sctp-path-max-retrans parameter to assign a value to the SCTP protocol
parameter Path.Max.Retrans.

Allowable values are integers within the range 0 through 4294967295 that specify the
maximum number of RTOs and unacknowledged HEARTBEATS. In the absence of an
explicitly configured integer value, sctp-path-max-retrans defaults to 5 (RTO and/or
HEARTBEAT errors per transport address, the recommended default value from RFC
4960).

When configuring endpoint and path failure detection, ensure that the value of the sctp-
assoc-max-retrans parameter is smaller than the sum of the sctp-path-max-retrans
values for all the remote peer’s destination addresses. Otherwise, all the destination
addresses can become inactive (unable to receive traffic) while the endpoint still considers
the peer endpoint reachable.

ORACLE (network-parameters) # sctp-path-max-retrans 5
ORACLE (network-parameters) #

3. Use done, exit, and verify-config to complete path failure detection configuration.

ORACLE (network-parameters) # done
ORACLE (system) # exit

ORACLE (configure) # exit

ORACLE (configure) # exit

ORACLE# verify-config
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Verification successful! No errors nor warnings in the configuration
ORACLE#

Specifying the Delivery Mode

As described in Delivery Modes, SCTP support two delivery modes, ordered and unordered.

1.

From superuser mode, use the following command sequence to access network-
parameters configuration mode.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # network-parameters
ORACLE (network-parameters) #

Use the sctp-send-mode parameter to select the preferred delivery mode.

Choose ordered or unordered.

ORACLE (network-parameters) # sctp-send-mode unordered
ORACLE (network-parameters) #

Use done, exit, and verify-config to complete delivery mode configuration.

ORACLE (network-parameters)# done

ORACLE (system) # exit

ORACLE (configure) # exit

ORACLE (configure) # exit

ORACLE# verify-config

Verification successful! No errors nor warnings in the configuration
ORACLE #

Example Configurations

The following ACLI command sequences summarize required SCTP port configuration, and
the configuration of required supporting elements.

PHY interfaces
Network interfaces
SIP ports

realms

session agents

Sequences show only configuration parameters essential for SCTP operations; other
parameters can retain default values, or assigned other values specific to local network
requirements.

ORACLE
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Phy Interface Configuration

The first ACLI command sequence configures a phy-interface named m10, that will support
an SCTP primary address; the second sequence configures a phy-interface named m01 that
will support a secondary SCTP address.

ORACLE# configure terminal

ORACLE (confiqure) # system

ORACLE (system) # phy-interface

ORACLE (phy-interface) # operation-type media
ORACLE (phy-interface) # port 0

ORACLE (phy-interface)# slot 1

ORACLE (phy-interface) # name ml0

ORACLE (phy-interface) #

ORACLE (phy-interface) #

ORACLE# configure terminal

ORACLE (confiqure) # system

ORACLE (system) # phy-interface

ORACLE (phy-interface) # operation-type media
ORACLE (phy-interface) # port 1

ORACLE (phy-interface)# slot 0

ORACLE (phy-interface) # name m01l

ORACLE (phy-interface) #

ORACLE (phy-interface) #

Network Interface Configuration

ORACLE

These ACLI command sequences configure two network-interfaces. The first sequence
configures a network-interface named m10, thus associating the network-interface with the
phy-interface of the same name. The ACLI ip-address command assigns the IPv4 address
172.16.10.76 to the network-interface. In a similar fashion, the second command sequence
associates the m01 network and phy-interfaces, and assigns an IPv4 address of
182.16.10.76.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # network-interface

ORACLE (network-interface) # name ml0

ORACLE (network-interface) # ip-address 172.16.10.76

ORACLE (network-interface) #

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # network-interface

ORACLE (network-interface) # name m01l

ORACLE (network-interface) # ip-address 182.16.10.76
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ORACLE (network-interface) #

SIP Port Configuration

This ACLI command sequence configures a SIP port for SCTP operations. It specifies the use
of SCTP as the transport layer protocol, and assigns the existing network interface address,
172.16.10.76, as the SCTP primary address. Additionally, it identifies three other existing
network addresses (182.16.10.76, 192.16.10.76, and 196.15.32.108) as SCTP secondary
addresses.

ORACLE# configure terminal

ORACLE (configure) # session-router

ORACLE (session-router) # sip-interface

ORACLE (sip-interface) # sip-ports

ORACLE (sip-port)# address 172.16.10.76

ORACLE (sip-port) # transport-protocol sctp

ORACLE (sip-port) # multi-homed-addrs (182.16.10.76 192.16.10.76 196.15.32.108)

ORACLE (sip-port) #

Realm Configuration

ORACLE

These ACLI command sequences configure a realm for SCTP operations. The first ACLI
sequence assigns a named realm, in this example core-172, to a SIP interface during the
interface configuration process. The second sequence accesses the target realm and uses the
network-interfaces command to associate the named SCTP network interfaces with the
realm.

ORACLE# configure terminal

ORACLE (configure) # session-router

ORACLE (session-router)# sip-interface
ORACLE (sip-interface) # realm-id core-172

ORACLE (sip-interface) #

ORACLE# configure terminal

ORACLE (configure) # media-manager

ORACLE (media-manager) # realm-config

ORACLE (realm-config) # select

identifier: core-172

1. core-172 ...

selection: 1

ORACLE (realm-config) # network-interfaces (m0l1 ml0 ...)

ORACLE (ream-config) #
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Session Agent Configuration

The final ACLI command sequence enables an SCTP-based transport connection between the
Oracle® Enterprise Session Border Controller and an adjacent network element.

ORACLE# configure terminal

ORACLE (configure) # session-router

ORACLE (session-router) # session-agent

ORACLE (session-agent) # select

<hostname>: core-172S1

1. core-17281 ...

selection: 1

ORACLE (session-agent) #

ORACLE (session-agent) # transport-method staticSCTP
ORACLE (session-agent) # reuse-connections none

ORACLE (session-agent) #

IPv6 Address Configuration

ORACLE

This section calls out the configurations and parameters for which you can enter IPv6
addresses. In this first IPv6 implementation, the complete range of system configurations and
their parameters are available for IPv6 use.

The Oracle® Enterprise Session Border Controller follows RFC 3513 its definition of IPv6
address representations. Quoting from that RFC, these are the two forms supported:

e The preferred form is x:x:x:x:x:x:x:X, where the 'x's are the hexadecimal values of the eight
16-bit pieces of the address. Examples:

FEDC:BA98:7654:3210:FEDC:BA98:7654:3210
1080:0:0:0:8:800:200C:417A

Note that it is not necessary to write the leading zeros in an individual field, but there must be
at least one numeral in every field (except for the case described in 2.).

* Due to some methods of allocating certain styles of IPv6 addresses, it will be common for
addresses to contain long strings of zero bits. In order to make writing addresses
containing zero bits easier a special syntax is available to compress the zeros. The use of

::" indicates one or more groups of 16 bits of zeros. The "::" can only appear once in an
address. The "::" can also be used to compress leading or trailing zeros in an address. For
example, the following addresses: 1080:0:0:0:8:800:200C:417A a unicast address
FF01:0:0:0:0:0:0:101 a multicast address

0:0:0:0:0:0:0:1 the loopback address

0:0:0:0:0:0:0:0 the unspecified addresses
may be represented as:
1080::8:800:200C:417A a unicast address
FFO01::101 a multicast address

::1 the loopback address

:: the unspecified addresses
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# Note:

For ACLI parameters that support only IPv4, there are many references to that
version as the accepted value for a configuration parameter or other IPv4-specific
languages. For IPv6 support, these references have been edited. For example, rather
than providing help that refers specifically to IPv4 addresses when explaining what
values are accepted in an ACLI configuration parameter, you will now see an
<ipAddr> note.

Access Control

These are the IPv6-enabled parameters in the access-control configuration.

Parameter Entry Format

<ip-address>[/<num-bits>][:<port>[/<port-bits>]]
<ip-address>[/<num-bits>][:<port>[/<port-bits>]]

source-address
destination-address

Host Route
These are the IPv6-enabled parameters in the host-route configuration.
Parameter Entry Format
dest-network <ipv4> | <ipv6>
netmask <ipv4> | <ipv6>
gateway <ipv4> | <ipv6>
Local Policy

These are the IPv6-enabled parameters in the local-policy configuration.

Parameter Entry Format

<ipv4> | <ipv6> | POTS Number, E.164 Number, hostname, wildcard
<ipv4> | <ipv6> | POTS Number, E.164 Number, hostname, wildcard

from-address
to-address

Network Interface

These are the IPv6-enabled parameters in the network-interface configuration.

ORACLE

Parameter Entry Format
hostname <ipv4> | <ipv6> | hostname
ip-address <ipv4> | <ipv6>

pri-utility-addr
sec-utility-addr
netmask
gateway
sec-gateway
dns-ip-primary

<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
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Parameter

Entry Format

dns-ip-backupl
dns-ip-backup2
add-hip-ip
remove-hip-ip
add-icmp-ip
remove-icmp-ip

<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>
<ipv4> | <ipv6>

ENUM Server

These are the IPv6-enabled parameters in the enum-config.

Parameter Entry Format

enum-servers [<ipv4> | <ipv6>]:port

Realm Configuration

These are the IPv6-enabled parameters in the realm-config.

Parameter Entry Format

addr-prefix [<ipv4> | <ipv6>]/prefix

Session Agent

These are the IPv6-enabled parameters in the session-agent configuration.

Parameter Entry Format
hostname <ipv4> | <ipv6>
ip-address <ipv4> | <ipv6>

SIP Configuration

These are the IPv6-enabled parameters in the session-config.

Parameter Entry Format

registrar-host <ipv4> | <ipv6> | hostname | *

SIP Interface SIP Ports

These are the IPv6-enabled parameters in the sip-interface>sip-ports configuration.

Parameter Entry Format

address <ipv4> | <ipv6>
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Steering Pool

These are the IPv6-enabled parameters in the steering-pool configuration.

Parameter Entry Format

ip-address <ipv4> | <ipv6>

System Configuration

These are the IPv6-enabled parameters in the system-config.

Parameter Entry Format

default-v6-gateway <ipv6>

Account Server

These are the IPv6-enabled parameters in the account-server configuration.

Parameter Entry Format
hostname <ip-address>[/<num-bits>][:<port>[/<port-bits>]]
dns-query-type <none><A><AAAA>

# Note:

When set to none, the system refers to the
interface associated with the dns-realm setting in
the account-config. If the interface has an IPv6
address, the system performs an AAAA query.

IPv6 Support for Management and Telemetry

Several management-oriented parameters on the Oracle® Enterprise Session Border
Controller may be configured with IPv6 addresses to be used within IPv6 networks.

The following parameters that are configured with IP addresses accept IPv6 addresses to be
used within IPv6 address space.

You may configure the wancomO/ethO physical interface in the bootparams with an IPv6
address and complementary IPv6 gateway via the following parameters:

* bootparams, inet on ethernet
* bootparams, gateway inet

You may configure a syslog server with an IPv6 destination address via the following
parameter:

- system, system-config, syslog-servers, address
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You may configure a system access list entry with an IPv6 source address and complementary
IPv6 gateway.

- system, system-access-list, source-address
e system, system-access-list, netmask

You may configure a RADIUS server with an IPv6 destination address via the following
parameter:

e security, authentication, radius-servers, address

IPv6 Default Gateway

In the system configuration, you configure a default gateway—a parameter that now has its
own IPv6 equivalent.

To configure an IPv6 default gateway:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

2. Type system and press Enter.

ORACLE (configure) # system
ORACLE (system) #

3. Type system-config and press Enter.

ORACLE (system) # system-config
ORACLE (system-config) #

4. default-v6-gateway—Set the IPv6 default gateway for this Oracle® Enterprise Session
Border Controller. This is the IPv6 egress gateway for traffic without an explicit destination.
The application of your Oracle® Enterprise Session Border Controller determines the
configuration of this parameter.

5. Save your work.

IPv6 Link Local Addresses

ORACLE

The Oracle® Enterprise Session Border Controller supports IPv6 Link Local addresses
configured for a network interface’s gateway.

An IPv6 link local address is signified by its first hextet set to FE80:. Even if a network
interface’s first hextet is not FE80, but the gateway is, the Oracle® Enterprise Session Border
Controller will still function as expected.

show neighbor-table

The show neighbor-table command displays the IPv6 neighbor table and validates that there is
an entry for the link local address, and the gateway uses that MAC address.

System# show neighbor-table
LINK LEVEL NEIGHBOR TABLE
Neighbor Linklayer Address Netif Expire S
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871962808
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sp0 permanent *?

spl permanent ?

sp0 4s

spl 4s

entry: slot port vlan
pendBlk Hit MAC

sp0 be:2:ac:1e:0:20
spl be:l:ac:1e:0:20
IP

5 i1 0 0

0 1 be:0l:ac:le
4 1 0 0

0 1 be:0l:ac:le
3 1 0 0

0 1 00:00:00:00
2 : 0 0 0

0 1 be:02:ac:1le
1 0 0 0

0 1 be:02:ac:1le
0 0 0 0

0 1 00:00:00:00

fe80::bc01:a98f:f61e:20/64

:00:20

0.0.0.0/64

:00:20

400::/64

:00:00

fe80::bc02:a98f:f61e:20/64

:00:20

0.0.0.0/64

:00:20

300::/64

:00:00

08-DYNAMIC

01-GATEWAY

02-NETWORK

08-DYNAMIC

01-GATEWAY

02-NETWORK

Network Interfaces and IPv6

You set many IP addresses in the network interface, one of which is the specific IP address for
that network interface and others that are related to different types of management traffic. This
section outlines rules you must follow for these entries.

IPv6 Reassembly and Fragmentation Support

ORACLE

* For the network-interface ip-address parameter, you can set a single IP address. When
you are working with an IPv6-enabled system, however, note that all other addresses
related to that network-interface IP address must be of the same version.

* Heterogeneous address family configuration is prevented for the dns-ip-primary, dns-ip-
backupl, and dns-ip-backup2 parameters.

e For HIP addresses (add-hip-ip), you can use either IPv4 or IPv6 entries.

e For ICMP addresses (add-icmp-ip), you can use either IPv4 or IPv6 entries.

As it does for IPv4, the Oracle® Enterprise Session Border Controller supports reassembly and
fragmentation for large signaling packets when you enable IPV6 on your system.

The Oracle® Enterprise Session Border Controller takes incoming fragments and stores them
until it receives the first fragment containing a Layer 4 header. With that header information,
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the Oracle® Enterprise Session Border Controller performs a look-up so it can forward the
packets to its application layer. Then the packets are re-assembled at the applications layer.
Media fragments, however, are not reassembled and are instead forwarded to the egress
interface.

On the egress side, the Oracle® Enterprise Session Border Controller takes large signaling
messages and encodes it into fragment datagrams before it transmits them.

Note that large SIP INVITE messages should be sent over TCP. If you want to modify that
behavior, you can use the SIP interface’s option parameter max-udp-length=xx for each SIP
interface where you expect to receive large INVITE packets.

Other than enabling IPv6 on your Oracle® Enterprise Session Border Controller, there is no
configuration for IPv6 reassembly and fragmentation support. It is enabled automatically.

Access Control List Support

Data Entry

ORACLE

The Oracle® Enterprise Session Border Controller supports IPv6 for access control lists in two
ways:

«  For static access control lists that you configure in the access-control configuration, your
entries can follow IPv6 form. Further, this configuration supports a prefix that enables
wildcarding the source IP address.

e Dynamic ACLs are also supported; the Oracle® Enterprise Session Border Controller will
create ACLs for offending IPv6 endpoints.

When you set the source-address and destination-address parameters in the access-
control configuration, you will use a slightly different format for IPv6 than for IPv4.

For the source-address, your IPv4 entry takes the following format: <ip-address>[/<num-bits>]
[:<port>[/<port-bits>]]. And for the destination-address, your IPv4 entry takes this format: <ip-
address>[:<port>[/<port-bits>]].

Since the colon (:) in the IPv4 format leads to ambiguity in IPv6, your IPv6 entries for these
settings must have the address encased in brackets ([]): [7777::11])/64:5000/14.

In addition, IPv6 entries are allowed up to 128 bits for their prefix lengths.

The following is an example access control configuration set up with IPv6 addresses.

ORACLE (access-control) # done
access-control

realm-id net7777
description

source-address 7777::11/64:5060/8
destination-address 8888::11:5060/8
application-protocol SIP
transport-protocol ALL

access deny
average-rate-limit 0

trust-level none
minimum-reserved-bandwidth 0
invalid-signal-threshold 10
maximum-signal-threshold 0
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untrusted-signal-threshold 0
deny-period 30

Homogeneous Realms

IPv6 is supported for realms and for nested realms, as long as the parent chain remains within
the same address family. If you try to configure realms with mixed IPv4-IPv6 addressing, your
system will issue an error message when you try to save your configuration. This check saves
you time because you do not have to wait to run a configuration verification (using the ACLI
verify-config command) to find possible errors.

Parent-Child Network Interface Mismatch

Your system will issue the following error message if parent-child realms are on different
network interfaces that belong to different address families:

ERROR: realm-config [child] and parent [net8888] are on network interfaces
that belong to different address families

Address Prefix-Network Interface Mismatch

If the address family and the address-prefix you configure for the realm does not match the
address family of its network interface, your system will issue the following error message:

ERROR: realm-config [child] address prefix and network interface [1:1:0]
belong to different address families

RADIUS Support for IPv6

The Oracle® Enterprise Session Border Controller's RADIUS support includes:
* RADIUS CDR generation for SIPv6-SIPv6 and SIPv6-SIPv4 calls
* IPv6-based addresses in RADIUS CDR attributes

The sixteen-byte requirement for IPv6 addresses is supported, and there is a set of attributes
with the type ipv6addr. Attributes 155-170 are reserved for the IPv6 addresses.

NAS addresses use the number 95 to specify the NAS-IPV6-Address attribute. And local
CDRs now contain IPv6 addresses.

Supporting RADIUS VSAs

ORACLE

The following VSAs have been added to the Oracle RADIUS dictionary to support IPv6.

Acme-Flow-In-Src-IPv6 Addr FS1 F 155 ipvé6addr Acme
Acme-Flow-In-Dst-IPv6 Addr FS1 F 156 ipvé6addr Acme
Acme-Flow-Out-Src-IPv6 Addr FS1 F 157 ipvé6addr Acme
Acme-Flow-Out-Dst-IPv6 Addr FS1 F 158 ipvé6addr Acme
Acme-Flow-In-Src-IPv6 Addr FS1 R 159 ipvé6addr Acme
Acme-Flow-In-Dst-IPv6 Addr FS1 R 160 ipvé6addr Acme
Acme-Flow-Out-Src-IPv6 Addr FS1 R 16l ipvé6addr Acme
Acme-Flow-Out-Dst-IPv6 Addr FS1 R 162 ipvé6addr Acme
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Acme-Flow-In-Src-IPv6 Addr FS2 F 163 ipvoaddr Acme
Acme-Flow-In-Dst-IPv6 Addr FS2 F 164 ipvoaddr Acme
Acme-Flow-Out-Src-IPv6 Addr FS2 F 165 ipvoeaddr Acme
Acme-Flow-Out-Dst-IPv6 Addr FS2 F 166 ipvoeaddr Acme
Acme-Flow-In-Src-IPv6 Addr FS2 R 167 ipvoeaddr Acme
Acme-Flow-In-Dst-IPv6 Addr FS2 R 168 ipvoeaddr Acme
Acme-Flow-Out-Src-IPv6 Addr FS2 R 169 ipvoeaddr Acme
Acme-Flow-Out-Dst-IPv6 Addr FS2 R 170 ipvoeaddr Acme

NTP Synchronization

This section provides information about how to set and monitor NTP on your Oracle®
Enterprise Session Border Controller.

When an NTP server is unreachable or when NTP service goes down, the Oracle® Enterprise
Session Border Controller generates traps for those conditions. Likewise, the Oracle®
Enterprise Session Border Controller clears those traps when the conditions have been
rectified. The Oracle® Enterprise Session Border Controller considers a configured NTP server
to be unreachable when its reach number (whether or not the NTP server could be reached at
the last polling interval; successful completion augments the number) is 0. You can see this
value for a server when you use the ACLI show ntp server command.

e The traps for when a server is unreachable and then again reachable are:
apSysMgmtNTPServerUnreachableTrap and
apSysMgmtNTPServerUnreachableClearTrap

e The traps for when NTP service goes down and then again returns are:
apSysMgmtNTPServiceDownTrap and apSysMgmtNTPServiceDownClearTrap

# Note:

The Oracle® Enterprise Session Border Controller does not support NTP service
over wancomO when that interface is configured for a VLAN.

Setting NTP Synchronization

When the Enterprise SBC requires time-critical processing, you can set NTP for time
synchronization. Setting NTP synchronizes both the hardware and the software clocks with the
reference time from an NTP server that you specify. NTP is most useful for synchronizing
multiple devices located on one network, or across many networks, to a reference time
standard.

To guard against NTP server failure, NTP is restarted periodically to support the dynamic
recovery of an NTP server.

Note that ntp-sync works only by way of the management interface and only on wancomO0. Do
not configure ntp-sync by way of the media interface or any other port.

To set NTP synchronization:
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1. Inthe ACLI's configure terminal section, type ntp-sync and then press Enter to access the
NTP configuration.

ORACLE# configure terminal
ORACLE (configure) # ntp-sync
ORACLE (ntp-config) #

2. To add an NTP server, type add-server, the Space bar, then the FQDN, IPv4, or IPv6
address of the server and then press the Enter key.
For FQDN configuration, see FQDNs for Time Servers on the Enterprise SBC below.
For example, this entry adds the NTP server at the Massachusetts Institute of Technology
in Cambridge, MA:
ORACLE (ntp-config)# add-server 18.26.4.105

3. To delete an NTP server, type delete-server, the Space bar, and the IPv4 or IPv6 address
of the server you want to delete and then press the Enter key.

ORACLE (ntp-config)# del-server 18.26.4.105

FQDNSs for Time Servers on the Enterprise SBC

You can configure the Enterprise SBC with an FQDN for establishing communications with
NTP time servers. This feature supports FQDN resolution through a DNS query over wancom
or media interfaces. Having received DNS resolution for the query, the Enterprise SBC uses its
standard selection process for DNS results to request time synchronization from one of
multiple, redundant NTP servers.

The Enterprise SBC includes a DNS client that it uses for FQDN resolution purposes within
several contexts, including NTP server address resolution. You set the system to use FQDN
resolution for NTP servers by configuring the add-server parameter in the ntp-config with an
FQDN.

The Enterprise SBC includes DNS configuration on network-interface elements to provide
resolution services for any specific realm. For NTP, you can specify the realm you want to use
to access DNS services within the ntp-config. The system can then use the network-
interface configuration associated with that realm to make the DNS queries.

Other elementary ntp-config configuration detail includes:

e You cannot configure the add-server parameter with both IP addresses and an FQDN.
e You cannot configure add-server parameter with multiple FQDNSs.

e A change to a network-interface always requires a reboot for the change to take effect. A
change to the ntp-config, which impacts the network-interface, also requires a reboot for
changes to take effect.

When configured with an FQDN, the Enterprise SBC:

1. Triggers the time synchronization process either after a reboot or the system's periodic
NTP daemon restart.
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# Note:

This is also true when configured with an IP address.

Issues a DNS request out the configured realm. This DNS SRV query uses the _ntp._udp
prefix to specify the resolution type.

Receives the SRV response from the DNS server, which includes the associated A records
of IP addresses, and may or may not include priority.

Provides its NTP client with the addresses it receives, either ordered by priority or in the
same sequence as the DNS response.

Issues an NTP synchronization request to the NTP server(s).
Receives the NTP response.

Synchronizes time.

Important operational detail includes the ability of the Enterprise SBC to:

Retry NTP server resolution after periodic intervals if the SRV FQDN lookup resolution
fails.

Retrieve TTL timing for each NTP resolution from the DNS response and retry this
connection if and when this timer expires.

Update the new IP List if there are any IP changes in the DNS Response.

Apply priority provided within the DNS Response to decide the order of IP addresses it
attempts to contact.

Contact IP addresses using the sequential order presented in the DNS records if there is
no priority provided.

When a user configures NTP with an FQDN within an HA deployment, the active
Enterprise SBC resolves it and synchronizes the resolved IP list with the standby through
NTP redundancy. After it receives the resolved IP list from the active, the standby
Enterprise SBC performs NTP update synchronization with the timer servers
independently.

Important configuration detail includes:

You must configure the dns-ip-primary, dns-ip-backupl and dns-domain parameters on
the realm’'s network-interface,

You must configure the DNS-realm parameter when configured for FQDN in your ntp-
config. This realm object must be attached to the network-interface with your DNS server
configuration, which must be attached to the applicable phy-interface.

If you want to use a media interface's realm for NTP SRV FQDN Resolution, you must
configure that network-interface for DNS, and you must configure the ntp-config with
that realm name.

If you want the NTP SRV FQDN resolution to use wancomO, additional configuration detail
includes:

— If you want to reach DNS servers in the same subnet range as the wancomO address,
you must configure the phy-interface name to begin with the “wancomQ” prefix and
set the operation-type to maintenance.

For example, the name "wancomOntp" would be correct.

— You must create and attach a wancomO network-interface to a wancomO phy-
interface.
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— You must configure your wancomO network-interface with the same IP addressing as
your boot parameters and include DNS server configuration.

Configuration

You configure this functionality using the add-server parameter within the ntp-config.
Required configuration includes setting the add-server parameter to a text name and the
realm-id to the realm you want to use for DNS resolution.

ORACLE (configuration) #ntp-sync
ORACLE (ntp-config) #add-server example.ntp.com
ORACLE (ntp-config) #realm-id wancomOrealm

You may find it useful to create a realm specifically for this NTP FQDN resolution. Realms
exclusively for NTP resolution are supported over both wancomO or media interfaces. The
following steps apply to creating an NTP resolution specific realm over wancomoO.

1. Create a new physical-interface using the text "wancom" as the prefix to its name, and
set its operation-type type to maintenance.

2. Create a network-interface for this physical-interface.
e Configure the network-interface with your DNS Server configuration.

e Configure the network-interface with the same IP addressing values that you use
within your boot parameters.

3. Create a realm-config and attach it to this network-interface.

Resolution Process

ORACLE

Regardless of the interface you use to perform FQDN resolution for your NTP servers, the
Enterprise SBC performs the same DNS procedures to get and use the resolutions.

The Enterprise SBC uses your configuration to reach DNS servers sequentially. The Enterprise
SBC extracts server information from the first successful DNS response and drops any
subsequent responses. Information extracted for NTP purposes includes:

e |P address(es) of NTP servers—One or more addresses, based on the responding
server's data.

e Priority—Each IP address can include a priority, which the Enterprise SBC uses to
establish a connection attempt order. The Enterprise SBC uses the sequence of the
resolutions in the DNS response when addresses have the same or no priority.

e Calculated minimum TTL—Each IP address includes a time to live value.

The Enterprise SBC establishes the minimum value of the timer and starts it. When the timer
expires, the Enterprise SBC sends a new SRV-query to refresh its NTP server list. When it
receives the response, the Enterprise SBC stores the DNS results and rebuilds the NTP list,
sorted based on priority or response sequence.

The Enterprise SBC behaviors above are dependent on the DNS response:

e Single IP address received—RPriority is irrelevant and the Enterprise SBC simply delivers
the received address to the NTP daemon.

*  Multiple IP addresses received—The lowest priority value is the highest priority server. For
addresses presented with the same priority, the Enterprise SBC uses the DNS server list's
order as the order to attempt contact with servers.
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Error/No Response—If the Enterprise SBC receives an error response or no response to
the SRV-query, it starts an internal DNS retry timer before it attempts to contact the
servers. Also, if it finds the primary DNS Server is down, the Enterprise SBC retries using
your configured backup DNS Servers.

TTL below 30 secs—If the Enterprise SBC receives TTL that is less than 30 secs for any
IP address, it uses 30 seconds as the TTL. This ensures that the system does not become
overloaded by an incorrect configuration.

Configuring NTP Using an FQDN - Wancom

These instructions include the specific steps that apply to configuring a wancom interface as
the source for synchronizing system time with an NTP server.

Although this is an ACLI procedure, you can perform this procedure using equivalent
procedures with supported management interfaces.

You must have enabled the sip-config.

1.

ORACLE

Configure an applicable phy-interface.

Configure your phy-interface, name using the text “wancom” as its prefix. If not, the
system throws a verify-config error.

ORACLE# configure terminal

ORACLE (configure) # system

ORACLE (system) # phy-interface

ORACLE (phy-interface) # name wancom ntp

ORACLE (phy-interface) # operation-type Maintenance

Retain the defaults for all other parameters.

Configure an applicable network-interface.

< Note:

In a normal network interface setup, the pri-utility-addr and sec-utility-addr
parameters are configured. However, for a wancom interface, you must leave
these parameters unconfigured.

Create a network-interface for your phy-interface. Configure that interface with the same
ip-address, netmask and gateway used in your system's equivalent boot parameters.
The DNS Server IP’s/IP and domain name must reachable from this network.

ORACLE (system) # network-interface

ORACLE (network-interface) # name wancom ntp
ORACLE (network-interface) # ip-address 10.196.179.2
ORACLE (network-interface) # netmask 255.255.128.0
ORACLE (network-interface) # gateway 10.196.128.1
ORACLE (network-interface) # dns-ip-primary 10.196.177.83
ORACLE (network-interface) #

dns-domain ntp.com
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# Note:

If your network-interface values are not the same as your system's boot
parameters, you lose SSH connectivity.

Configure an applicable realm.

Create a wancom realm and attach the network-interface.

ORACLE# configure terminal

ORACLE (configure) # media-manager

ORACLE (media-manager)# realm-config

ORACLE (realm-config) # identifier wancom realm

ORACLE (realm-config) # network-interfaces wancom ntp:0.4

Create an NTP Configuration.
Create an ntp-config using an FQDN and attach the realm.
ORACLE (configure) # ntp-sync

ORACLE (ntp-config) # add-server example.ntp.com
ORACLE (ntp-config) # dns-realm wancom realm

Configuring NTP Using an FQDN - Media Interfaces

ORACLE

These instructions include the specific steps that apply to configuring a media interface as the
source for synchronizing system time with an NTP server.

You can use an existing realm if you have configured its network-interface with DNS
parameters. Follow these steps to create a media realm dedicated to NTP services.

You must have enabled the sip-config.

1.

Configure an applicable phy-interface.

Leave the undocumented parameters at their defaults.

ORACLE (configure) #system-config

ORACLE (system-config) #phy-interface

ORACLE (phy-interface) #name M0O

ORACLE (phy-interface) #operation-type Media

Configure an applicable network-interface and attach it to your phy-interface.

Create a network-interface for your phy-interface. The DNS Server IP’s/IP and domain
name must reachable from this media interface subnet.

ORACLE (confiqure) #system-config

ORACLE (system-confiqg) #network-interface

ORACLE (network-interface) #name M0O

ORACLE (network-interface) #sub-port-id 33.4

ORACLE (network-interface) #ip-address 192.168.203.10
ORACLE (network-interface) #netmask 255.255.0.0

ORACLE (network-interface) #dns-ip-primary 192.168.203.1
ORACLE (network-interface) #dns-domain ntp.com

Configure your realm.
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Create a realm-config and attach the network-interface.

ORACLE (configure) #media-manager

ORACLE (media-manager) #realm-config

ORACLE (realm-config) #identifier ntp access
ORACLE (realm-config) #network-interfaces M00:33.4

# Note:

If you configure an FQDN, such as example.ntp.com, from the add-server
parameter, the system adds the prefix _ntp._udp.example.ntp.com to the DNS
request. You must also ensure that the DNS database includes the _ntp_udp
prefix.

Run the command below to verify access to DNS services.

ORACLE# show dns query access SRV ntp. udp.example.ntp.com
DNS Result:

Query Name -->SRV: ntp. udp.example.ntp.com

Answers -->10.196.177.83: 5060/UDP Hl= 100

Configure an NTP configuration.

Create an ntp-config using an FQDN and attach the realm.

ORACLE# configure terminal

ORACLE (configure) # ntp-sync

ORACLE (ntp-config) # add-server example.ntp.com
ORACLE (ntp-config) # dns-realm ntp access

Run the commands below to verify NTP synchronization and access to the DNS server the
Enterprise SBC selected.

ORACLE# show ntp status
NTP synchronized to server at: 10.196.177.83

ORACLE# show ntp server
NTP Status Tue Apr 19 10:31:34 GMT 2022MS server st poll reach LastRx
LastSample
<LastOffset>[<ActualOffset>]+/-<Error>--
“ti 10.196.177.83 4 2 377 4 -95us[ -109us] +/- 67ms
A~ 10.196.177.181 4 2 377 4 -95us[ -109us] +/- 67ms +85us[ +7lus] +/- 93ms

Authenticated NTP

ORACLE

The Oracle® Enterprise Session Border Controller can authenticate NTP server requests using
MD5. The configured MD5 keys are encrypted and obscured in the ACLI. You configure an
authenticated NTP server with its IP address, authentication key, and the key ID.
Corresponding key and key IDs are provided by the NTP server administrator.

To configure an authenticated NTP server:
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1. Access the ntp-config configuration element.

ORACLE# configure terminal
ORACLE (configure) # ntp-sync
ACMEPACKET (ntp-confiqg) #

2. Type select.

ORACLE (ntp-config) # select

3. Access the auth-servers configuration element

ORACLE (ntp-config) # auth-servers
ORACLE (auth-servers) #

4. ip-address — Enter the IPv4 or IPv6 address of the NTP server that supports

authentication.

5. key-id — Enter the key ID of the key you enter in the next step. This value's range is 1 -

999999999.

6. key — Enter the key used to secure the NTP requests. The key is a string 1 - 31
characters in length.

7. Type done to save your work.

8. Type exit to return to the previous configuration level.

9. Type done to save the parent configuration element.

Monitoring NTP from the ACLI

NTP server information that you can view with the show ntp server command tell you about
the quality of the time being used in terms of offset and delays measurements. You can also
see the maximum error bounds.

When you use this command, information for all configured servers is displayed. Data appears
in columns that are defined in the table below:

Display Column

Definition

server

st

poll

Lists the NTP servers configured on the Oracle® Enterprise Session Border
Controller by IP address. Entries are accompanied by characters:
Plus sign (+)—Symmetric active server

Dash (-)—Symmetric passive server

Equal sign (=)—Remote server being polled in client mode

Caret (")—Server is broadcasting to this address

Tilde (~)—Remote peer is sending broadcast to *

Asterisk (*)—The peer to which the server is synchronizing

Stratum level—Calculated from the number of computers in the NTP hierarchy to

the time reference. The time reference has a fixed value of 0, and all subsequent
computers in the hierarchy are n+1.

Maximum interval between successive polling messages sent to the remote host,
measured in seconds.
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Display Column Definition

reach Measurement of successful queries to this server; the value is an 8-bit shift
register. A new server starts at 0, and its reach augments for every successful
query by shifting one in from the right: 0, 1, 3, 7, 17, 37, 77, 177, 377. A value of
377 means that there have been eight successful queries.

delay Amount of time a reply packet takes to return to the server (in milliseconds) in
response.

offset Time difference (in milliseconds) between the client’s clock and the server’s.

disp Difference between two offset samples; error-bound estimate for measuring

service quality.

View Statistics

View Status

To view statistics for NTP servers:

® Atthe command line, type show ntp server and press Enter.

ORACLE# show ntp server

NTP Status FRI APR 11:09:50 UTC 2007
server st poll reach delay offset disp
*64.46.24.66 3 64 377 0.00018 0.000329 0.00255
=61.26.45.88 3 64 377 0.00017 0.002122 0.00342

You can the see the status of NTP on your system by using the show ntp status command.
Depending on the status of NTP on your system, one of the following messages will appear:

* NTP not configured
e NTP Daemon synchronized to server at [the IP address of the specific server]
e NTP synchronization in process

* NTP down, all configured servers are unreachable

To view the status of NTP on your Oracle® Enterprise Session Border Controller:
® Atthe command line, type show ntp status and press Enter.

ORACLE# show ntp status

HTTP Connection Management

ORACLE

By default, the Enterprise SBC limits system impact caused by HTTP client behavior using the
httpclient-max-total-conn and httpclient-max-cpu-load parameters in the system-config.
These parameters allow you to change the number of TCP connections and the amount of
CPU resources consumed by traffic between the Enterprise SBC and all types of HTTP
servers.

Use the following system-config parameters to adjust or disable management of the number
of active HTTP clients by the Enterprise SBC:
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* httpclient-max-total-conn—Specifies the maximum number of TCP connections that the
http-client allows open simultaneously.
When this traffic exceeds this value, the Enterprise SBC and the http-client begin to
discard new http/https requests. When used TCP connections falls below this value, the
Enterprise SBC resumes accepting HTTP client TCP connections.

Valid Values:

— 0—Disables the function
— Range—O0 - 2147483647
— Default—500

You cannot configurehttp-client in real time. You must reboot the system whenever you
make a change.

« httpclient-cache-size-multiplier—Specifies the multiplier used to calculate the size of the
HTTP client connection cache.
The system maintains an HTTP connection cache pool. This is a collection of previously
used connections that the system keeps alive, instead of closing after use, so that
subsequent transfers targeting the same host name can use them instead of creating a
new connection. The size of the HTTP connection cache is based on the number of these
live connections.

The system calculates this cache size using the formula:

client connection cache = (number of pending transactions * httpclient-cache-size-
multiplier)

Valid Values:
— Default: 16
—  Values: 4 -50

You cannot configure the http-client in real time. You must reboot the system whenever
you make a change.

* http-clearDead-conn-timer—Specifies the number of seconds the system waits before it
closes connections to HTTP servers that are in the half closed state.
The system maintains connections between itself and HTTP servers that is equal to the
number of connections in the cache pool multiplied by the httpclient-cache-size-
multiplier value when, for example, STIR traffic stops. The system puts these connections
in half-closed state after the STIR server tries to close the connections using FIN
messages. By default, these connections remain in half closed state indefinitely until STIR
traffic starts again. You can set the http-clearDead-conn-timer parameter to a timer
value, after which the system clears these connections regardless of STIR traffic status.
The value specifies the regular interval the system uses to clear these half-closed STIR
server connections.

Valid Values:
— Default: 0 (disabled)
— Values: 300 - 86400

You use the Http/s calls Dropped field in the show sipd errors command to monitor dropped
HTTP traffic.

Configure HTTP Connection Management

To prevent system issues caused by HTTP client traffic:
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1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
2. Type system and press Enter.

ORACLE (configure) # system
ORACLE (system) #

3. Type system-config and press Enter.

ORACLE (system) # system-config
ORACLE (system-config) #

If you are adding support for this feature to a preexisting configuration, you must select
(using the ACLI select command) the single instance system-config element.

4. httpclient-max-total-conn—Set this parameter to specify the maximum number of TCP
connections that the http-client allows open simultaneously or disable the function. You
cannot configure httpclient-max-total-conn in real time. You must reboot the system
whenever you make a change.

Valid Values:

* 0—Disables the function
« Range—O0 - 2147483647
e Default—500

ORACLE (system-config)# httpclient-max-total-conn 1000

5. httpclient-cache-size-multiplier—Specifies the multiplier used to calculate the size of the
HTTP client connection cache. The system maintains an HTTP connection cache pool.
The size of the HTTP connection cache is the number of pending transactions, multiplied
by this httpclient-cache-size-multiplier.

Valid Values:
o Default: 16
*  Values: 4 -50

ORACLE (system-config) # httpclient-cache-size-multiplier 20

6. http-clearDead-conn-timer—Specifies the number of seconds the system waits before it
closes connections to HTTP servers that are in the half closed state.
Valid Values:
e Default: O (disabled

*  Values: 300 - 84600

ORACLE (system-config) # http-clearDead-conn-timer 1000
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Telephony Fraud Protection

ORACLE

You can use the Oracle® Enterprise Session Border Controller (Enterprise SBC) to protect
against fraudulent calls by enabling Telephony Fraud Protection and creating lists of phone
numbers to block, allow, redirect, and rate limit calls. The lists reside together in a single
source-file that you create and manage. The source-file can contain any combination of the list
types and it can reside on either the Enterprise SBC or in Session Delivery Manager (SDM)
because you can manage Telephony Fraud Protection from either one. The following
information explains using Telephony Fraud Protection on the Enterprise SBC. See the Oracle
Communications Session Element Manager User Guide for the Enterprise Edge and Core
Plug-in for managing Telephony Fraud Protection from SDM.

# Note:

The Enterprise Session Router does not support Telephony Fraud Protection.

Fraud Protection List Types and Uses
The Enterprise SBC supports the following types of lists for protecting against fraudulent calls.

Blocklist—Use the blocklist to specify a fraudulent call based on the destination phone number
or URI. You can add a known fraudulent destination to the blocklist by prefix or by fixed
number. When the Enterprise SBC receives a call to an entry on the blocklist, the system
rejects the call according to the SIP response code that you specify. When the system
determines a match and blocks a call, the default response is "403 Forbidden." You can set
another SIP response code from the standard list of responses defined in RFC3261 by way of
the Local Response Map configuration and the local error Fraud Protection Reject Call
setting.

Allowlist—Use the allowlist to manage any exception to the blocklist. Suppose you choose to
block a prefix such as +49 555 123 by way of the blocklist. This action also blocks calls to
individual numbers starting with this prefix, such as +49 555 123 666. If you add a prefix or
individual number to the allowlist, the system allows calls to the specified prefix and number.
Continuing with the example, if you add +49 555 123 6 to the allowlist, the system allows calls
to +49 555 123 666, which was blocked by the blocklist entry of +49 555 123.

Redirect List—Use the redirect list to send a fraudulent call to an Interactive Voice Response
(IVR) system, or to a different route. For example, you can intercept and redirect a call going to
a revenue-share fraud target in a foreign country to an end point that defeats the fraud. Or, you
might want to redirect subscribers dialing a particular number and URI to an announcement to
make them aware that an account is compromised and tell them what they should do. You can
use an external server to provide such an announcement or you can use the Enterprise SBC
media playback function.

Rate Limit List—Use rate limiting to limit the loss of money, performance, and availability that
an attack might cause. While local ordinances may not allow you to completely block or
suppress communication, you may want to reduce the impact of a disruption with rate limiting
until a network engineer can analyze an attack and plan remediation. For example, you might
want time to find the origin of an attack or to add attackers to a blocklist. Note that rate limiting
may not function immediately after a High Availability switch over because the newly active
system must re-calculate the call rate before it can apply rate limiting.
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Configuration

The process for using Telephony Fraud Protection includes the following steps:
1. Enable Telephony Fraud Protection

2. Specify the source of fraud protection management

3. Create the file that contains the list of phone numbers to manage

4. Activate the fraud protection file

You can create the fraud protection phone number list on the File Management page on the
Web GUI, or you can create it externally in XML and upload it to the Enterprise SBC. Save the
file to /code/fpe/<filename>. In the Web GUI User Guide, see "Configure Telephony Fraud
Protection," "Create a Telephony Fraud Protection File," and "Telephony Fraud Protection File
Activation." If you want to create the fraud protection file externally, see "Fraud Protection XML
Source File Example."

You can enable Telephony Fraud Protection from either the Web GUI or from the ACLI
command line, but you cannot manage fraud protection from the ACLI. You must use the Web
GUI for management.

Telephony Fraud Protection is included in the advanced license.

# Note:

See the following topics in the Release Notes for important information about "Fraud
Protection File Rollback Compatibility" and "Fraud Protection Upgrade Compatibility."

Administration

When you configure the Enterprise SBC to manage Telephony Fraud Protection, the system
applies the following behavior:

* An Administrator with privileges can Refresh, Add, and Upload an unselected file, and Edit,
Download, and Delete a selected file.

* An Administrator with no privileges can only view the fraud protection file.

To view fraud protection data:

e From the ACLI, use the show commands to view fraud protection statistics. See
"Telephony Fraud Protection Show Commands."

e From the Web GUI, use the Show Summary, Show Blocklist, Show Allowlist, Show Call
Redirect List, and Show Rate Limit Widgets.

# Note:

The Telephony Fraud Protection feature does not affect emergency calls or block any
calls while you are loading entries.

High Availability

Telephony Fraud Protection supports High Availability (HA).
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*  When the Enterprise SBC manages the Telephony Fraud Protection file—Use the
synchronize file <filename> command to copy the Telephony Fraud Protection file to the
standby after an HA switch over.

*  When the Enterprise Telephony Fraud Manager in SDM manages the Telephony Fraud
Protection file—After an HA switch over, the newly active Enterprise SBC sends the
RESYNC command to the Fraud Manager on SDM, requesting the latest file. SDM
responds with the name and location of the file, which the Enterprise SBC downloads from
SDM.

* Note that after a switch over, rate limiting may not take effect immediately because the new
Active system needs time to recalculate the call rate before it can apply rate limiting.

Whenever you refresh the telephony fraud protection file from the ACLI with the notify fped
refresh command, this updates the runtime table by reloading the entries in the file specified in
the fraud-protection configuration, only for the active Enterprise SBC. To update the FPE
runtime table on the standby Enterprise SBC,run the synchronize file <filename> command
on the active Enterprise SBC and then run the notify fped refresh command on the standby
Enterprise SBC.

Oracle recommends you to update and save the telephony fraud protection file using the Web
GUI as it automatically updates the FPE runtime table on the active Enterprise SBC and
synchronizes the modified value to the standby Enterprise SBC. To load the updated entry to
the FPE runtime table, run the notify fped refresh command on the standby Enterprise SBC.

Telephony Fraud Protection Management from SDM

If you prefer to manage Telephony Fraud Protection from the Enterprise Fraud Manager in
SDM, rather than from the Enterprise SBC, store the fraud protection list in a file named
shc_fpe_entries.xml (case sensitive) in SDM. You can edit the file in SDM, which will notify
the Enterprise SBC afterward to download the file to its /codelfpe directory. When the
Enterprise SBC is part of an HA pair, the Active partner automatically pushes the updated file
to the Standby partner. In the event of an unsuccessful download, the system raises an SNMP
alarm. Should the connection to SDM ever go down, the system also raises an SNMP alarm
and sends a trap. When the connection gets re-established, the alarm and trap clear, and the
Enterprise SBC sends a RESYNC command to SDM.

Unsupported Functions

Telephony Fraud Protection for the Enterprise SBC does not support the following:
 |IPv6

e H.323

* InterWorking Function (IWF)

e Comm Monitor

Telephony Fraud Protection Target Matching Rules

ORACLE

When matching a call to an entry on a telephony fraud protection list, the Oracle® Enterprise
Session Border Controller (Enterprise SBC) performs the matching only on the ingress leg of
the initial INVITE. If ingress realm is defined as *, then the realm takes precedence over all
other entries. In the initial INVITE, the Enterprise SBC uses the From, To, and User-Agent
headers for matching. Because you can place a phone number on multiple types of fraud
prevention lists in the same source file, the Enterprise SBC uses the following evaluation
hierarchy to determine which number takes precedence:
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1. Longest match—The most specific entry takes precedence. For example, when
555-123-4000 is block listed and 555-123-* is allow listed, the system blocks the call from
555-123-4000 because it is the longest match.

2. Destination—When the system detects matches in both the SIP From header and the SIP
To header, the match for the To header takes precedence.

3. URI—When the system detects matches in both the USER and Host parts of a SIP URI,
the match for the USER part takes precedence.

4. SIP User-Agent header—Lowest priority. When nothing else matches, and there is a match
for the User-Agent field, the Enterprise SBC acts as instructed.

5. Multiple instances—When the system detects multiple instances of the same match length,
or when the target resides in multiple lists, the system uses the following order of
precedence:

1. Allowlist—Entries on the allowlist take precedence with no restrictions. For example,
when 555-123-4567 is on both the blocklist and the allowlist, the system allows this call
because the number is on the allowlist.

2. Blocklist
3. Redirect
4. Rate limiting

# Note:

The telephony fraud protection feature does not affect emergency calls.

The telephony fraud protection feature uses source or destination IP, source or destination
name or phone number, and caller user-agent to identify a caller. The system enforces the
following rules for formatting entries on a fraud protection list:

Hostname

Format: Enter the exact IP address or FQDN.

User name

Format: Enter the exact user name. For example: joe.user or joe_user.

User-Agent-Header

The User-Agent header text in the INVITE message from the first call leg. This text usually
contains the brand and firmware version of the SIP device making the call. For example, sipcli/
v1.8, Asterisk PBX 1.6.026-FONCORE-r78.

Format: Enter the exact text.

Phone Number

Format: Enter the exact number or a partial number using the following characters to increase
the scope of the matches.

Asterisk * Use to indicate prefix matching, but only at the end of the pattern. For
example, use 555* not *555. Do not use * in any other patterns, for
example, in brackets [ ], parentheses (), or with an x.
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Square Brackets [Use to enclose ranges in a pattern. Syntax: [min-max]. For example: 555
[] [0000-9999].

The system considers 8[1-20]9 and 8[01-20]9 to contain the same number
of characters because the leading 0 is implied. The system strictly enforces
this pattern with respect to the range and the number of characters, as
follows:

> 8019 matches
> 819 does not match
> 8119 matches

Character x Use as a wild card a the end of a dial pattern to mean 0-9. For example:
555xxx means match a number starting with 555 followed by 3 digits from
0-9.

Parentheses () |Use to enclose optional digits in a pattern. For example: 555xx(xxxx) means
match a number starting with 555 plus a minimum of 2 digits, and optionally
up to 4 more digits.

Telephony Fraud Protection File Activation

ORACLE

After you create, edit, or upload the telephony fraud protection file, you must activate the file
before the Oracle® Enterprise Session Border Controller (Enterprise SBC) can use it as the
source of the fraud protection lists. The system recognizes only one file at a time as the active
file.

The first time you configure the Enterprise SBC to manage fraud protection, the system
activates the file when you save and activate the configuration. After the initial configuration,
the system does not automatically refresh the fraud protection file when you save and activate
other configuration changes on the Enterprise SBC. You must upload a new file or edit the
existing file and activate it to update the file. The exception occurs when you specify a new file
name in the fraud protection configuration and coincidentally make changes to other
configurations, and then save and activate all of the changes at the same time.

After the initial configuration, use the following methods to activate the fraud protection file.

*  New File—After you create or upload a new file, go to Fraud Protection configuration, enter
the name of the new file, and click Save. The system prompts for activation upon a
successful Save. Note that you can decline the inline activation and manually activate the
file later. For example, you might want to edit an uploaded file before activation.

e Overwrite File—When you upload a file with the same name as the existing file, the system
prompts for activation upon upload.

e Edit Fle—When you edit the existing file directly from the Web GUI, the system prompts
for activation after you save the edits.

» Refresh File—When you want to use the ACLI to refresh the fraud protection file, send the
file to the Enterprise SBC and use the notify fped refresh command. The name of
the file that you refresh must match the name of the file specified in the configuration.

< Note:

The system displays an alert on the Notifications menu to remind you that the fraud
protection file needs activation.
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Telephony Fraud Protection Data Types and Formats

Use the information in the following tables when you create or edit a fraud protection list in the
Add Fraud Protection Entry and Modify Fraud Protection Entry dialogs.

Data Type Descriptions

The following table describes the data types listed in the Type drop-down list.

from-hostname

The hostname from the SIP FROM header.

from-phone-number The phone number from the SIP FROM header

from-username

The user name from the SIP FROM header.

to-hostname

The hostname from the SIP TO header.

to-phone-number

The phone number from the SIP TO header.

to-username

The user name from the SIP TO header.

user-agent-header

The SIP User-Agent header.

Match Value Formats

The following table describes the formats required for the data types.

hostname Enter the exact IP address or FQDN.

username Enter the exact user name. For example: joe.user or joe_user.

user-agent-  |Enter the exact text match to the SIP User-Agent header. For example:
header equipment vendor information.

phone- 'You
number

can use the following characters for phone-number:

Asterisk *. Use to indicate prefix matching, but only at the end of the
pattern. For example, use 555* not *555. Do not use * in any other
patterns, for example, in brackets [ ], parentheses (), or with an x.

Brackets [ ]. Use to enclose ranges in a pattern. Syntax: [min-max]. For
example: 555 [0000-9999].

Parentheses. () Use to enclose optional digits in a pattern. For example:
555xx(xxxx) means 555 with between 2 and 4 following digits.

Character x. Use as a wildcard a the end of a dial pattern to mean 0-9. For
example: 555xxx means a humber starting with 555 followed by 3 digits.

Caution:

The use of encoding characters is especially susceptible to creating overlapping dial
pattern matches that can result in unexpected behavior.

ORACLE
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Configure Telephony Fraud Protection

The telephony fraud protection feature requires configuration, which you can perform from the
Oracle® Enterprise Session Border Controller (Enterprise SBC) ACLI by way of the fraud-
protection configuration element under System.

e Confirm that you own the Advanced license.
e Add or upload at least one telephony fraud protection file to the Enterprise SBC.
* Note the name of the fraud protection file that you want to use.

Use this procedure to enable telephony fraud protection on the Enterprise SBC. You must
specify the fraud protection file name and activate the configuration. You cannot specify
multiple fraud protection files because the system recognizes only one file as the active source
file.

1. Access the fraud-protection configuration element.
ORACLE# configure terminal

ORACLE (configure) # system
ORACLE (session-router)# fraud-protection

2. Type select, and press ENTER.
3. Type show, and press ENTER.
4. Do the following:

mode Select one of the following modes:

- local—Use the Enterprise SBC as the source of the fraud
protection file.

e comm-monitor—Not currently supported.

e disabled—Default.

file name Enter the name of the fraud protection file. Syntax: /code/fpe/
<filename>
options Add fraud protection options. (Not supported in some releases. )

allow-remote-call- |Not currently supported.
terminate

5. Save and activate the configuration.

Refresh the Telephony Fraud Protection File

ORACLE

You can refresh the telephony fraud protection file from the ACLI with the notify fped refresh
command. This command updates the runtime table by reloading the entries in the file
specified in the fraud-protection configuration.

e SFTP the updated file to the Enterprise SBC.

e Confirm that the name of the updated file matches the name of the file specified in the
configuration.

Use the following procedure apply updates to the telephony fraud protection file.
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1. Log on to the ACLI.
2. Type notify fped refresh, and press ENTER.

The system confirms a successful refresh.

Telephony Fraud Protection ACLI Show Commands

ORACLE

The Oracle® Enterprise Session Border Controller (Enterprise SBC) supports viewing and
refreshing telephony fraud protection statistics by way of ACLI commands. The displayed data
is read-only.

The following ACLI commands provide displays of telephony fraud protection statistics.

show-fraud-protection <list type> <matches-only>—Use this command to
display all entries or only entries on a particular fraud prevention list, and optionally, to show
only the entries on the specified list that incurred a match. Use one of the following variables
for <list type>:

e all—displays all entries

*  blocklist—displays only the blocklist matches
» allowlist—displays only the allowlist matches
e redirect—displays only the redirect matches
* ratelimit—displays only the rate limit matches
Command Examples:

e show-fraud-protection all—displays all blocklist, redirect, allowlist, and rate limit
entries.

e show-fraud-protection all matches-only—displays only the matches for
blocklist, redirect, allowlist, and rate limit entries.

e show-fraud-protection blocklist—displays only the blocklist, showing all entries.

* show-fraud-protection blocklist matches-only—displays only the matches
for blocklist entries.

Display Examples

show Traud-protection all

17:31:09-169
List Type To/From Hatch value Ingress Reals No. of Hits

Recent Total PerMax
BLOCKUST To 1BEG* peer 8 o I3}
BLOCKLIST To 22478300501 ACCESS 3] ] 0
BLOCKLIST  From 172.38.10.0/24 enterpriseco a o a
BLOCKUST  From 192, 168.39.8/24 peer L3} i} 3}
BLOCKUST  From roberto. veras peer L1} o L2}
RATE_LIMIT To 20.20.20.20 boston. com L] 3] L]
RATE_LUIMIT  From 18692059090 peer 0 o 0
RATE_LIMIT  From peter.paker nyreals a o a
REDIRECT  Te john. doe domain 0 e 0
REDIRECT  From 10.10.10.10 nyreals 9 o 9
REDIRECT  From 16692059880 peer g 9 0
ALLOWUST To 1978973 [ 0000-9999] pasr g 8 L
ALLOWLIST To 2247300501 access 5] 4] 0
ALOWLST  From 172.328.10.0/24 service_provider 3] 3] 3]

Total hits: @
Total entries: 14
Total displayed entries: 14
File name: my_entries xml
Last file upload time: 2015-07-22 17:28:08

BLOCKLIST
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show-fraud-protection—Use to display all entries with matches-only

show fraud-protection stats—Use to display Recent, Total, and Period Maximum
statistics for the fraud protection lists: For example: STATS

show ftraud-protection stats

Fraud Protection Engine Stats ---- Lifetime ----

Recent Total PerMax
Blocklisted Calls

Allowlisted Calls
RateLimited Calls
Redirected Calls
Blocklist Rejected Calls
RateLimit Rejected Calls

oo
DD D oo
DD D oo

The following ACLI commands refresh displays of fraud protection entries.

notify fped refresh—Use to update the fraud protection lists table after you make
changes. If for some reason the refresh command is unsuccessful and cannot update the list
with new data, the system preserves the existing data.

notify fped reset-stats—Use to reset the fraud protection statistics counter to zero, for
example, to begin a new data collection period.

Telephony Fraud Protection verify-config

When you run the verify-config command for Telephony Fraud Protection, the system verifies
the following:

*  When you set the Fraud Protection mode to comm-monitor, verify-config confirms that a
comm-monitor configuration exists.

e When you set the Fraud Protection mode to disabled, verify-config confirms that the Fraud
Protection file name is empty. You cannot specify a file when the Sesssion Border
Controller is connected to Session Delivery Manager.

Fraud Protection File Upgrade Compatibility

ORACLE

As of the S-Cz9.1.0 release, Oracle changed some of the Oracle® Enterprise Session Border
Controller (Enterprise SBC) Fraud Protection file list type names to eliminate certain culturally
undesirable terms and replace them with more acceptable terms.

Previous versions of the Fraud Protection file included list types named call-whitelist and call-
blacklist. The upgrade process automatically modifies the Fraud Protection file by changing the
former names to call-allowlist and call-blocklist. The file is located in /code/fpe/directory with file
extensions .xml. .gz, or .gzip.

The upgrade process does not delete the existing file and replace it with a new one. The
upgrade changes only the list type names within the existing file.

Note that previous versions of the Fraud Protection software do not support the new list type
names and you must take action to ensure compatibility in a rollback scenario. See Fraud
Protection File Rollback Compatibility for information about what to do in a rollback scenario.
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Fraud Protection File Rollback Compatibility

As of the S-Cz9.1.0 release, Oracle changed some of the Oracle® Enterprise Session Border
Controller (Enterprise SBC) Fraud Protection file list type names to eliminate certain culturally
undesirable terms and replace them with more acceptable terms. The changes impact your
Fraud Protection file with consequences in rollback scenarios.

As of the S-Cz9.1.0 release, the upgrade process automatically changes the former Fraud
Protection list types named call-whitelist and call-blacklist to call-allowlist and call-blockilist.

In a rollback scenario, Fraud Protection does not support the call-allowlist and call-blocklist list
types in previous versions of the software. Previous versions of the software expect the list
types formerly named call-whitelist and call-blacklist. Use either of the following methods to
make older versions support the Fraud Protection file, which is stored in XML format in a file
with an extension of .xml, .gz, or .gzip in the /code/fpe/ directory.

*  Back up of your existing Fraud Protection configuration file before upgrading to S-Cz 9.1.0,
and use it for previous versions of the software in a rollback scenario.

« Perform the upgrade to S-Cz9.1.0, which automatically changes call-whitelist and call-
blacklist to call-allowlist and call-blocklist. Before you rollback, edit your S-Cz9.1.0 Fraud
Protection file by replacing call-allowlist and call-blocklist with call-whitelist and call-
blacklist, respectively.

# Note:

You do not need to reverse this method when you upgrade to S-Cz9.1.0 again.
The upgrade process makes the changes automatically.

Fraud Protection XML Source File Example

ORACLE

When you enable the Oracle® Enterprise Session Border Controller (Enterprise SBC) to
protect against fraudulent calls, you must create lists of phone numbers or IP addresses to
block, allow, redirect, and rate limit calls. The lists reside together in a single file that you
specify as the source file in the fraud protection configuration. The source file can contain any
combination of the list types, but the system limits the size of the fraud protection file to
100,000 total entries.

The following example shows an XML file created as the source file for fraud protection. The
file includes a section for each type of list, which includes call-blocklist, call-allow list, call-limit,
and call-redirect. The example shows the coding for adding the source-ip, destination-phone,
realm, calls-per-second for rate limiting, and the target for a redirected call.

<?xml version='1l.0' standalone='yes'?>
<oracleSbcFraudProtectionApi version="1.0">
<call-allowlist>
<userkEntry>
<to-phone-number>1234567[0000-9999]</to-phone-number>
<realm>Core</realm>
</userEntry>
<userkEntry>
<to-phone-number>12345678901</to-phone-number>
<realm>DefaultSP</realm>
</userEntry>
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<userkEntry>
<from-hostname>123.45.67.8/90</from-hostname>
<realm>*</realm>
</userEntry>
</call-allowlist>
<call-blocklist>
<userEntry>
<to-hostname>12345678901</to-hostname>
<realm>*</realm>
</userEntry>
<userEntry>
<from-hostname>123.45.67.8/90</from-
hostname>
<realm>*</realm>
</userEntry>
</call-blocklist>
<call-redirect>
<userEntry>
<from-hostname>19877654321</from-hostname>
<realm>Core</realm>
<target>sip:support@phonesystem.com</target>
</userEntry>
</call-redirect>
<call-rate-limit>
<userEntry>
<from-hostname>19877654321</from-
hostname>
<realm>DefaultSP</realm>
<calls-per-second>5</calls-per-second>
<max-active-calls>0</max-active-calls>
</userEntry>
</call-rate-limit>

Note that the Enterprise SBC enforces an order of precedence among the lists. See
"Telephony Fraud Protection Target Matching Rules."

# Note:

If you rollback to a previous version of the software, you must edit this file by
changing Allowlist to Whitelist and Blocklist to Blacklist. When you return to the SC-
z9.1.0 or higher version of the software, revert to Allowlist and Blockilist.
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Realms and Nested Realms

Overview

Realms are a logical distinction representing routes (or groups of routes) reachable by the
Oracle® Enterprise Session Border Controller and what kinds of resources and special
functions apply to those routes. Realms are used as a basis for determining ingress and
egress associations to network interfaces, which can reside in different VPNs. The ingress
realm is determined by the signaling interface on which traffic arrives. The egress realm is
determined by the following:

e Routing policy—Where the egress realm is determined in the session agent configuration
or external address of a SIP-NAT

e Realm-bridging—As applied in the SIP-NAT configuration and H.323 stack configurations
e Third-party routing/redirect (i.e., SIP redirect or H.323 LCF)

Realms also provide configuration support for denial of service (DoS)/access control list (ACL)
functionality.

Realms can also be nested in order to form nested realm groups. Nested realms consist of
separate realms that are arranged within a hierarchy to support network architectures that
have separate backbone networks and VPNs for signaling and media. This chapter provides
detailed information about nested realms after showing you how to configure realms on your
Oracle® Enterprise Session Border Controller.

About Realms and Network Interfaces

All realms reference network interfaces on the Oracle® Enterprise Session Border Controller.
This reference is made when you configure a list of network interfaces in the realm
configuration.

You configure a network interface to specify logical network interfaces that correspond existing
phy-interfaces on the Oracle® Enterprise Session Border Controller. Configuring multiple
network interfaces on a single phy-interface creates a channelized phy-interface, a VLAN.
VLANS, in turn, allow you to reuse address space, segment traffic, and maximize bandwidth.

In order to reach the realms you configure, you need to assign them network interfaces. The
values you set for the name and port in the network interface you select then indicate where
the realm can be reached.

About the SIP Home Realm

ORACLE

The realm configuration is also used to establish what is referred to as the SIP home realm.
This is the realm where the Oracle® Enterprise Session Border Controller’s SIP proxy sits.

In peering configurations, the SIP home realm is the internal network of the SIP proxy. In
backbone access configurations, the SIP home realm typically interfaces with the backbone
connected network. In additions, the SIP home realm is usually exposed to the Internet in an
HNT configuration.
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Although you configure a SIP home realm in the realm configuration, it is specified as the
home realm in the main SIP configuration by the home realm identifier parameter. Specifying
the SIP home realm means that the Oracle® Enterprise Session Border Controller's SIP proxy
can be addressed directly by connected entities, but other connected network signaling
receives layer 3 NAT treatment before reaching the internal SIP proxy.

About Realms and Other Functions

Realms

Realms are referenced by other configurations in order to support this functionality across the
protocols the Oracle® Enterprise Session Border Controller supports and to make routing
decisions. Other configurations’ parameters that point to realms are:

e SIP configuration: home realm identifier, egress realm identifier
e SIP-NAT configuration: realm identifier

e H.323 stack configuration: realm identifier

e Session agent configuration: realm identifier

e Media manager: home realm identifier

e Steering ports: realm identifier

«  Static flow: in realm identifier, out realm identifier

Realm configuration is divided into the following functional areas, and the steps for configuring
each are set out in this chapter: identity and IP address prefix, realm interfaces, realm service
profiles, QoS measurement, QoS marking, address translation profiles, and DNS server
configuration.

Before You Configure

Before you configure realms, you want to establish the phy and network interfaces with which
the realm will be associated.

* Configure a phy-interface to define the physical characteristics of the signaling line.

»  Configure a network-interface to define the network in which this realm is participating and
optionally to create VLANS.

If you wish to use QoS, you should also determine if your Oracle® Enterprise Session Border
Controller is QoS enabled.

Remember that you will also use this realm in other configurations to accomplish the following:

e Set a signaling port or ports at which the Oracle® Enterprise Session Border Controller
listens for signaling messages.

e Configure sessions agents to point to ingress and egress signaling devices located in this
realm in order to apply constraint for admission control.

e Configure session agents for defining trusted sources for accepting signaling messages.

Configure realm-config

ORACLE

To access the realm configuration parameters in the ACLI:
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1. Access the realm-config configuration element.

ORACLE# configure terminal

ORACLE (configure) # media-manager
ORACLE (media-manager) # realm-config
ORACLE (realm-config) #

2. Press Enter.

The system prompt changes to let you know that you can begin configuring individual
parameters. To view all realm configuration parameters, enter a ? at the system prompt.

Identity and IP Address Prefix

The first parameters you configure for a realm are its name (a unique identifier) and an IP
address prefix and subnet mask.

The IP address and subnet mask establish a set of matching criteria for the realm, and
distinguishes between realms that you assign to the same network interface.

To configure a realm’s identity and IP address prefix in the ACLI:

1. identifier—Enter the name of the realm. This parameter uniquely identifies the realm. You
will use this parameter in other configurations when asked for a realm identifier value.

2. addr-prefix—Enter the IPv4 or IPv6 address and subnet mask combination to set the
criteria the Oracle® Enterprise Session Border Controller uses to match packets sent or
received on the network interface associated with this realm. This matching determines the
realm, and subsequently what resources are used for that traffic. This setting determines
whether the realm is an IPv4 or IPv6 realm.

This parameter must be entered in the correct format where the IPv4 or IPv6 address
comes first and is separated by a slash (/) from the subnet mask value. For example,
172.16.0.0/24.

The default for this parameter is 0.0.0.0. When you leave this parameter set to the default,
all addresses match.

Realm Interfaces

ORACLE

The realm points to one network interface on the Oracle® Enterprise Session Border
Controller.

# Note:

Only one network-interface can be assigned to a single realm-config object, except
for Local multi-homing SCTP deployments.

To assign interfaces to a realm:

® network-interfaces—Enter the physical and network interface(s) that you want this realm
to reference. These are the network interfaces though which this realm can be reached by
ingress traffic, and through which this traffic exits the system as egress traffic.

Enter the name and port in the correct format where the name of the interface comes first
and is separated by a colon (:) from the port number. For example, f10:0.

The parameters you set for the network interfaces must be unique.
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Enter multiple network interfaces for this list by typing an open parenthesis, entering each
field value separated by a Space, typing a closed parenthesis, and then pressing Enter.

ORACLE (realm-config) # network-interfaces fel:0

You must explicitly configure a realm's network interface as either IPv4 or IPv6 when the
applicable interface is either dual-stack or IPv6. You do this by appending the realm's
network-interface with a .4 or a .6, as shown below.

ORACLE (realm-config) # network-interfaces fel:0.6

For single-stack interface configurations that do not specify this format, the Oracle®
Enterprise Session Border Controller assumes an IPv4 interface. Dual stack interface
configurations fall if this IP version family suffix is not specified.

Realm Service Profile

The parameters you configure to establish the realm service profile determine how bandwidth
resources are used and how media is treated in relation to the realm. Bandwidth constraints
set for realm service profiles support the Oracle® Enterprise Session Border Controller
(Enterprise SBC) admission control feature.

ORACLE

Peer-to-peer media between endpoints can be treated in one of three different ways:

Media can be directed between sources and destinations within this realm on this specific
Enterprise SBC. Media travels through the Enterprise SBC rather than straight between
the endpoints.

Media can be directed through the Enterprise SBC between endpoints that are in different
realms, but share the same subnet.

For SIP only, media can be released between multiple Enterprise SBCs.

To enable SIP distributed media release, you must set the appropriate parameter in the
realm configuration. You must also set the SIP options parameter to media-release with
the appropriate header name and header parameter information. This option defines how
the Enterprise SBC encodes IPv4 address and port information for media streams
described by, for example, SDP.

# Note:

The nat-traversal parameter can establish an important media handling
behavior. If you set nat-traversal on a sip-interface to always, this setting
supersedes any multi-media configuration that would otherwise release the
media. Instead, the Enterprise SBC recognizes when a flow's leg is behind a NAT
during the signaling, and ignores any configuration that would release the media.
The Enterprise SBC then sets up the end to end media flow in MBCD and
performs its HNT function for that flow.

To configure realm service profile:

max-bandwidth—Enter the total bandwidth budget in kilobits per second for all flows to/
from the realm defined in this element. The default is 0 which allows for unlimited
bandwidth. The valid range is:

e Minimum—oO0
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e Maximum—4294967295

mm-in-realm—Enable this parameter to treat media within this realm on this Enterprise
SBC. The default is disabled. Valid values are:

* enabled | disabled

mm-in-network—Enable this parameter to treat media within realms that have the same
subnet mask on this Enterprise SBC. The default is enabled. Valid values are:

e enabled | disabled

msm-release—Enable or disable the inclusion of multi-system (multiple Enterprise SBCs)
media release information in the SIP signaling request sent into the realm identified by this
realm-config element. If this field is set to enabled, another Enterprise SBC is allowed to
decode the encoded SIP signaling request message data sent from a SIP endpoint to
another SIP endpoint in the same network to restore the original SDP and subsequently
allow the media to flow directly between those two SIP endpoints in the same network
serviced by multiple Enterprise SBCs. If this field is disabled, the media and signaling will
pass through both Enterprise SBCs. Remember that for this feature to work, you must also
set the options parameter in the SIP configuration accordingly. The default is disabled.
Valid values are:

e enabled | disabled

QoS Measurement

This chapter provides detailed information about when to configure the qos-enable parameter.
If you are not using QoS or a QoS-capable Oracle® Enterprise Session Border Controller, then
you can leave this parameter set to disabled (default).

QoS Marking

QoS marking allows you to apply a set of TOS/DiffServ mechanisms that enable you to provide
better service for selected networks

You can configure a realm to perform realm-based packet marking by media type, either audio/
voice or video.

The realm configuration references a set of media policies that you configure in the media
policy configuration. Within these policies, you can establish TOS/DiffServ values that define
an individual type (or class) of service, and then apply them on a per-realm basis. In the media
profiles, you can also specify:

ORACLE

One or more audio media types for SIP and/or H.323
One or more video types for SIP and/or H.323

Both audio and video media types for SIP and/or H.323
To establish what media policies to use per realm in the ACLI:

media-policy—Enter the name (unique identifier) of the media policy you want to apply in
the realm. When the Oracle® Enterprise Session Border Controller first sets up a SIP or
H.323 media session, it identifies the egress realm of each flow and then determines the
media-policy element to apply to the flow. This parameter must correspond to a valid name
entry in a media policy element. If you leave this parameter empty, then QoS marking for
media will not be performed for this realm.
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Address Translation Profiles

If you are not using this feature, you can leave the in-translationid and out-translationid
parameters blank.

Realm Support of DNS Servers

You can configure DNS functionality on a per-realm basis. Configuring DNS servers for your
realms means that you can have multiple DNS servers in connected networks. In addition, this
allows you to specify which DNS server to use for a given realm because the DNS might
actually be in a different realm with a different network interface.

This feature is available for SIP only.
To configure realm-specific DNS in the ACLI:

1. Access the realm-config configuration element.

ORACLE# configure terminal

ORACLE (configure) # media-manager
ORACLE (media-manager) # realm-config
ORACLE (realm-confiqg) #

2. dns-realm—Enter the name of the network interface that is configured for the DNS service
you want to apply in this realm. If you do not configure this parameter, then the realm will
use the DNS information configured in its associated network interface.

# Note:

Note: If DNS is not configured on the associated network-interface of that
realm, then following other configured realms shall be used to send out the
query. These are listed in order of their preference.

a. dns-realm of that realm.

b. dns-realm of egress-realm-id under sip-config, if configured. If not
configured, egress-realm-id would be used.

c. dns-realm of home-realm-id under sip-config, if configured. If not
configured, home-realm-id would be used.

This is only applicable for SIP.

DoS ACL Configuration

If you are not using this functionality, you can leave the parameters at their default values:
average-rate-limit, peak-rate-limit, maximum-burst-size, access-control-trust-level,
invalid-signal-threshold, and maximum-signal-threshold.

Enabling RTP-RTCP UDP Checksum Generation

ORACLE

The Oracle® Enterprise Session Border Controller can generate a UDP checksum for RTP/
RTCP packets on a per-realm basis. This feature is useful in cases where devices performing
network address translation (NAT) do not pass through packets with a zero checksum from the
public Internet. These packets do not make it through the NAT, even if they have the correct to
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and from IP address and UDP port information. The Oracle® Enterprise Session Border
Controller calculates a checksum for these packets and thereby enables them to traverse a
NAT successfully.

If a checksum is already present when the traffic arrives at the hardware, the system simply
relays it.

Hiding Media Updates

ORACLE

The Real-Time Transport Protocol uses timestamps, sequence numbers, and synchronization
source (SSRC) endpoint identifiers to identify and maintain media streams between endpoints.
Unexpected changes to these can cause some VolIP terminals to drop calls. You can configure
the Oracle® Enterprise Session Border Controller (Enterprise SBC) to Hide Media Update
(HMU) changes from endpoints and prevent the associated media flows from failing on a per-
realm basis.

The HMU function monitors SSRC, timestamp, and sequence number data within RTP media
traffic. The Enterprise SBC stores this data within the context of individual NAT flows, and
manages the flows internally with H.248. Changes to SSRC and sequence number trigger
HMU logic. When triggered, the Enterprise SBC refers to the SSRC, sequence number and
timestamp stored in the flow information, calculates the preferred values for all three,
calculates a new header checksum, and writes them to the egress media streams. The
Enterprise SBC keeps track of these events and provides you with the ability to review these
changes.

The preferred values the Enterprise SBC writes include:

e The original SSRC
A new sequence number, calculated from the last sequence number
A new timestamp, calculated from the new received timestamp and the timestamp delta

When any change to SSRC occurs, the Enterprise SBC can recognize the issue and, if
configured, invoke the HMU logic. Refer to the section on HMU Support for RTP to SRTP
Interworking for an explanation about the use of HMU for monitoring sequence numbers.

A common cause for SSRC changes is call transfer. The diagram below depicts a transfer from
UE #2 to US #3. The call transfer creates an SSRC change that the administrator has
determined may not be accepted by UE #3. By configuring HMU on the egress realm, the
administrator prevents these changes from causing the call to fail.
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The HMU function operates on traffic at the egress realm. The Enterprise SBC evaluates
SSRC changes when the traffic reaches the egress interface and corrects RTP data before it
egresses the Enterprise SBC. You may determine that the Enterprise SBC needs to hide
media changes from one realm only. If you are not configuring bi-directional HMU monitoring,
refer to the following table to understand where to apply your HMU configuration.

Ingress Realm HMU Enabled Egress Realm HMU Enabled Result

No No HMU not used

No Yes HMU applied to response RTP

Yes No HMU not applied to response
RTP

Yes Yes HMU applied to response RTP

Although the feature is RTC, the system only performs HMU on new calls after configuration. In
addition, HMU supports HA. The Enterprise SBC maintains all established calls across a
failover. Failover may cause sessions that have HMU active to have a jump in SSRC,
timestamps and sequence number. This may trigger the HMU logic and generate RTP data
rewrites for flows.

The Enterprise SBC maintains HMU status messages whenever received RTP packets trigger
the HMU logic. You can verify how many HMU transitions have occurred on interfaces using
the show media host stats command, and the HMU index per media flow using the show nat
by-index command.

< Note:

HMU is not supported for RTCP or SRTCP packets. Regardless of HMU
configuration, the Enterprise SBC supports only up to 7 SSRC changes per SRTP
session. Also, if HMU is disabled, the Enterprise SBC supports only up to 7 SSRC
changes per SRTP session for RTP and RTCP packets.
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HMU State Machine

The Enterprise SBC implements a state machine to manage HMU behavior that includes 5
states:

e INIT—For the first packet of a particular stream, The Enterprise SBC stores sequence
number, SSRC and timestamp in an HMU translation table identified by the index derived
from the flow id.

« LEARN—TFor the next packet of a particular stream, HMU checks if there is change of
SSRC. If the SSRC has not changed, the Enterprise SBC keep the state machine in
LEARN state. If there is a change, the Enterprise SBC changes the state to WAIT.

e WAIT—For the next packet of the stream, HMU check if there is change on SSRC, OR if
change in sequence number is not within the permissible limit, it moves the state to
TRANS state. It saves the last ingress sequence humber and also egress sequence
number.

e« TRANS—For the next packet of the stream, HMU checks if the changes observed in WAIT
state are permanent; in that case it moves the state to HIDE and starts hiding the changed
ingress information.

e HIDE—From here onwards, for the RTP packets received, the Enterprise SBC calculates
the sequence number from the latched last egress sequence number before forwarding
packets.

# Note:

The HMU state machine requires at least two consecutive packets with the same
SSRC value before it begins to hide the SSRC value. This ensures that a pattern is
set and there is consistency to this SSRC value, which tells the Enterprise SBC it can
be used for hiding other SSRC values. Also, in the case of a REINVITE, the
Enterprise SBC may create new flows. In these new flows, the HMU state machine
restarts from its INIT state.

HMU Configuration

ORACLE

You can configure the Oracle® Enterprise Session Border Controller (Enterprise SBC) to Hide
Media Update (HMU) changes from endpoints on a per-realm basis to prevent unsuccessful
media flows due to media updates.

Use the following procedure to enable hide-media-update on a realm. By default, hide-media-
update is disabled.

# Note:

Enable hide-media-update on a realm, only. Do not enable hide-media-update in the
media-sec-policy configuration.

1. In Superuser mode, use the following command sequence to access the realm-config
configuration:

ORACLE# configuration terminal
ORACLE (configure) # media-manager
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ORACLE (media-manager) # realm-config
ORACLE (realm-config) #

When configuring a preexisting realm, use select to choose the realm you want to edit.

2. hide-egress-media-update—Set this parameter to enabled to enable HMU functionality
on this realm.

ORACLE (realm-config) # hide-egress-media-update enabled

3. Use done and exit to complete the configuration.

Aggregate Session Constraints Per Realm

You can set session constraints for the Oracle® Enterprise Session Border Controller’s global
SIP configuration, specified session agents, and specified SIP interfaces. This forces users
who have a large group of remote agents to create a large number of session agents and SIP
interfaces.

With this feature implemented, however, you can group remote agents into one or more realms
on which to apply session constraints.

To enable sessions constraints on a per realm basis:

® constraint-name—Enter the name of the constraint you want to use for this realm. You set
up in the session-constraints confiuration.

Admission Control Configuration

You can set admission control based on bandwidth for each realm by setting the max-
bandwidth parameter for the realm configuration. Details about admission control are covered
in this guide’s Admission Control and QoS chapter.

Nested Realms

Nested Realms is a Oracle® Enterprise Session Border Controller feature that supports
hierarchical realm groups. One or more realms may be nested within higher order realms.
Realms and sub-realms may be created for media and bandwidth management purposes. This
feature supports:

e Separation of signaling & media on unique network interfaces

e Signaling channel aggregation for Hosted IP Services applications
e Configuration scalability

e Per-realm media scalability beyond single phy-interface capacity

e Nested bandwidth admission control policies

Nested Realms

ORACLE

Configuring nested realms allows you to create backbone VPN separation for signaling and
media. This means that you can put signaling and media on separate network interfaces, that
the signaling and media VPN can have different address spaces, and that the parent realm has
one media-only sub-realm.
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The following figure shows the network architecture.
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In addition, you can achieve enhanced scalability by using a shared service interface. A single
service address is shared across many customers/peers, customer specific policies for
bandwidth use and access control are preserved, and you can achieve fine-grained policy
control.

These benefits are achieved when you configure these types of realms:

Realm group—A hierarchical nesting of realms identified by the name of the highest order
realm.

Controlling realm—A realms for which a signaling interface is configured. For example, you
might configure these signaling interfaces in the following configurations: SIP-NAT, SIP
port or H.323 stack. Typically, this is the highest order realm for the parent realm in a realm

group.
Parent realm—A realm that has one or more child realms. A parent realm might also be
the child realm of another realm group.

Child realm—A realm that is associated with a single higher order parent realm. A child
might also be the parent realm of another realm group. Child realms inherit all signaling
and steering ports from higher order realms.

Media-only realm—A realm for which there is no configured signaling interface directly
associated. Media-only realms are nested within higher order realms.

As these definitions suggest, parent and child realms can be constructed so that there are
multiple nesting levels. Lower order realms inherit the traits of the realms above them,
including: signaling service interfaces, session translation tables, and steering pools.
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Since realms inherit the traits of the realms above them in the hierarchy, you will probably want
to map what realms should be parents and children before you start configuring them. These
relationships are constructed through one parameter in the realm configuration that identifies
the parent realm for the configuration. If you specify a parent realm, then the realm you are
configuring becomes a child realm subject to the configured parameters you have established
for that parent. And since parent realms can themselves be children of other realm, it is
important that you construct these relationships with care.
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SUB-REALM AB ‘ ‘ SUBREALM CD
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Configuring Nested Realms

ORACLE

When you are configuring nested realms, you can separate signaling and media by setting
realm parameters in the SIP interface configuration, the H.323 stack configuration, and the
steering ports configuration.

e The realm identifier you set in the SIP interface configuration labels the associated realm
for signaling.

*  The realm identifier you set in the H.323 stack configuration labels the associated realm for
signaling.

e The realm identifier you set in the steering ports configuration labels the associated realm
for media.

Constructing a hierarchy of nested realms requires that you note which realms you want to
handle signaling, and which you want to handle media.

In the SIP port configuration for the SIP interface and in the H.323 stack configuration, you will
find an allow anonymous parameter that allows you to set certain access control measures.
The table below outlines what each parameter means.

Allow Anonymous Description

Parameter

all All anonymous connections allowed.

agents-only Connections only allowed from configured session agents.
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Allow Ahonymous
Parameter

Description

realm-prefix
registered

register-prefix

Connections only allowed from addresses with the realm’s address prefix
and configured session agents.

Connections allowed only from session agents and registered endpoints.
(For SIP only, a REGISTER is allowed for any endpoint.)

Connections allowed only from session agent and registered endpoints.
(For SIP only, a REGISTER is allowed for session agents and a matching
realm prefix.)

Parent and Child Realm Configuration

To configure nested realms, you need to set parameters in the realm configuration.

To configure parent and child realms:

1. Access the realm-config configuration element.

ORACLE# configure terminal

ORACLE (configure) # media-manager
ORACLE (media-manager)# realm-config
ORACLE (realm-config) #

2. parent-realm—Enter the identifier of the realm you want to name as the parent.
Configuring this parameter makes the realm you are currently configuring as the child of
the parent you name. As such, the child realm is subject to the configured parameters for

the parent.

Required Signaling Service Parameters

To configure nested realms, you need to set parameters in the realm configuration and in the
configurations for the signaling protocols you want to use.

To configure H.323 stack parameters for nested realms:

1. Access the h323 > h323-stacks configuration element.

ORACLE# configure terminal

ORACLE (configure) # session-router
ORACLE (session-router)# h323
ORACLE (h323)# h323-stack

ORACLE (h323-stack) # select

2. allow-anonymous—Enter the admission control of anonymous connections accepted and
processed by this H.323 stack. The default is all. The valid values are:

e all—Allow all anonymous connections

e agents-only—Only requests from session agents allowed

e realm-prefix—Session agents and address matching relam prefix

Aggregate Session Constraints Nested Realms

In addition to setting session constraints per realm for SIP and H.323 sessions, you can also
enable the Oracle® Enterprise Session Border Controller to apply session constraints across

ORACLE
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nested realms. When you set up session constraints for a realm, those constraints apply only
to the realm for which they are configured without consideration for its relationship either as
parent or child to any other realms.

You can also, however, enable the Oracle® Enterprise Session Border Controller to take
nested realms into consideration when applying constraints. For example, if a call enters on a
realm that has no constraints but its parent does, then the constraints for the parent are
applied. This parameter is global and so applies to all realms on the system. For the specific
realm the call uses and for all of its parents, the Oracle® Enterprise Session Border Controller
increments the counters upon successful completion of an inbound or outbound call.

In the following example, you can see one parent realm and its multiple nested, child realms.
Now consider applying these realm constraints:

e Parent Realm 1—55 active sessions
e Child Realm 1—45 active sessions

e Child Realm 2A—30 active sessions
e Child Realm 2B—90 active sessions

¢ Child Realm 3—20 active sessions

Parent Realm 1

Given the realm constraints outlined above, consider these examples of how global session
constraints for realms. For example, a call enters the Oracle® Enterprise Session Border
Controller on Child Realm 2B, which has an unmet 90-session constraint set. Therefore, the
Oracle® Enterprise Session Border Controller allows the call based on Child Realm 2B. But
the call also has to be within the constraints set for Child Realm 1 and Parent Realm 1. If the
call fails to fall within the constraints for either of these two realms, then the Oracle® Enterprise
Session Border Controller rejects the call.

Impact to Other Session Constraints and Emergency Calls

ORACLE

You can set up session constraints in different places in your Oracle® Enterprise Session
Border Controller configuration. Since session agents and SIP interfaces also take session
constraints, it is import to remember the order in which the Oracle® Enterprise Session Border
Controller applies them:

1. Session agent session constraints
2. Realm session constraints (including parent realms)

3. SIP interface session constraints
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Emergency and priority calls for each of these is exempt from session constraints. That is,
any call coming into the Oracle® Enterprise Session Border Controller marked priority is
processed.

Session Constraints Configuration

You enabled use of session constraints for nested realms across the entire system by setting
the nested-realms-stats parameter in the session router configuration to enabled.

1. Access the session-router-config configuration element.

ORACLE# configure terminal

ORACLE (configure) # session-router
ORACLE (session-router) # session-router
ORACLE (session-router-config) #

2. nested-realms-stats—Change this parameter from disabled (default) to enabled if you
want the Oracle® Enterprise Session Border Controller to apply session constraints across
all nested realms (realms that are children to other realms)

3. Save and activate your configuration.

Realm-Based Packet Marking

The Oracle® Enterprise Session Border Controller supports TOS/DiffServ functions that allow
you to

e Set up realm-based packet marking by media type, either audio-voice or video
e Set up realm-based packet marking for signaling, either SIP or H.323

Upstream devices use these markings to classify traffic in order to determine the priority level
of treatment it will receive.

By default, the Enterprise SBC does not pass DSCP codes in ingress packets to egress
packets. You must configure a media-policy with desired TOS changes and affix those
policies to the realms on which you want to define egress types of service. Without amedia-
policy, the Enterprise SBC includes the default DSCP code, CS0 (Hex 0x00), as the DSCP
code to all egress media packets.

TOS Passthrough Configuration

As stated above, the Enterprise SBC does not passthrough received DSCP values
transparently. If this is the desired behavior, no config change is required. This is the default
behavior. Packets sent by Enterprise SBC show DSCP value 0x00.

If passthrough support is desired, you can enable the sip-config option called use-recvd-
dscp-marking which enables passthrough support. With this option enabled, the Enterprise
SBC passes the DSCP value which was received through to egress. To enable this option in
sip-config, set the option as shown below.

ORACLE (sip-config) #options +use-recvd-dscp-marking
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About TOS DiffServ

ToS Byte

DiffServ Byte

ORACLE

TOS and DiffServ are two different mechanisms used to achieve QoS in enterprise and service
provider networks; they are two different ways of marking traffic to indicate its priority to
upstream devices in the network.

For more information about TOS (packet) marking, refer to:

e |ETF RFC 1349 (http://www.ietf.org/rfc/rfc1349.txt)

For more information about DiffServ, refer to:

* |IETF RFC 2474 (http://www.ietf.org/rfc/rfc2474.txt)
* |ETF RFC 2475 (http://www.ietf.org/rfc/rfc2475.1xt).

The TOS byte format is as follows:

Precedence TOS MBZ
0 1 2 3 4 5 6 7

The TOS byte is broken down into three components:

*  Precedence—The most used component of the TOS byte, the precedence component is
defined by three bits. There are eight possible precedence values ranging from 000
(decimal 0) through 111 (decimal 7). Generally, a precedence value of 000 refers to the
lowest priority traffic, and a precedence value of 111 refers to the highest priority traffic.

e TOS—The TOS component is defined by four bits, although these bits are rarely used.
e MBZ—The must be zero (MBZ) component of the TOS byte is never used.

Given that the TOS byte was rarely used, the IETF redefined it and in doing so created the
DiffServ byte.

The DiffServ byte format is as follows:

Precedence TOS MBZ
o [+ ] 2 [ s [« ] 5 [ & ] 7|

The DiffServ codepoint value is six bits long, compared to the three-bit-long TOS byte’s
precedence component. Given the increased bit length, DiffServ codepoints can range from
000000 (decimal 0) to 111111 (decimal 63).

# Note:

By default, DiffServ codepoint mappings map exactly to the precedence component
priorities of the original TOS byte specification.
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Packet Marking for Media

You can set the TOS/DiffServ values that define an individual type or class of service for a
given realm. In addition, you can specify:

e One or more audio media types for SIP and/or H.323
e One or more video media types for SIP and/or H.323
e Both audio and video media types for SIP and/or H.323

For all incoming SIP and H.23 requests, the media type is determined by negotiation or by
preferred codec. SIP media types are determined by the SDP, and H.323 media types are
determined by the media specification transmitted during call setup.

Configuring Packet Marking by Media Type

This section describes how to set up the media policy configuration that you need for this
feature, and then how to apply it to a realm.

These are the ACLI parameters that you set for the media policy:

name media policy name
tos-settings list of TOS settings

# Note:

The media-policy, tos-settings parameter is not RTC supported and a reboot is
required for these updates to take affect.

This is the ACLI parameter that you set for the realm:

media-policy default media policy name

Packet Marking Configuration

ORACLE

To set up a media policy configuration to mark audio-voice or video packets:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal

2. Type media-manager and press Enter to access the system-level configuration elements.
ORACLE (configure) # media-manager

3. Type media-policy and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (media-manager) # media-policy
ORACLE (media-policy) #
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From this point, you can configure media policy parameters. To view all configuration
parameters for media profiles, enter a ? at the system prompt.

4. Type media-policy and press Enter.

ORACLE (media-manager) # media-policy

If you are adding support for this feature to a pre-existing configuration, then you must
select (using the ACLI select command) the configuration you want to edit.

5. name—Create a reference name for this policy and press Enter.

6. Type tos-settings and press Enter.
ORACLE (media-policy)# tos-settings

7. media-type—Enter the media type that you want to use for this group of TOS settings. You
can enter any of the IANA-defined media types for this value: audio, example, image,

message, model, multipart, text, and video. This value is not case-sensitive and can be up
to 255 characters in length; it has no default.

ORACLE (tos-settings) # media-type message

8. media-sub-type—Enter the media sub-type you want to use for the media type. This value
can be any of the sub-types that IANA defines for a specific media type. This value is not
case-sensitive and can be up to 255 characters in length; it has no default.
ORACLE (tos-settings) # media-sub-type sip

9. media-attributes—Enter the media attribute that will match in the SDP. This parameter is

a list, so you can enter more than one value. The values are case-sensitive and can be up
to 255 characters in length. This parameter has no default.

If you enter more than one media attribute value in the list, then you must enclose your
entry in quotation marks ().

ORACLE (tos-settings) # media-attributes sendonly sendrecv

10. tos-value—Enter the TOS value you want applied for matching traffic. This value is a
decimal or hexidecimal value. The valid range is:

¢ 0x00 to OxFF.
ORACLE (tos-settings) # tos-value 0xFO0
11. Save and activate your configuration.

Applying a Media Policy to a Realm

To apply a media policy to a realm:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
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Type media-manager and press Enter to access the system-level configuration elements.
ORACLE (configure) # media-manager

Type realm and press Enter. The system prompt changes to let you know that you can
begin configuring individual parameters.

ORACLE (media-manager) # realm
ORACLE (realm) #

media-policy—Enter the unique name of the media policy you want to apply to this realm.

Signaling Packet Marking Configuration

ToS marking for signaling requires you to configure a media policy and set the name of the
media policy in the appropriate realm configuration.

This section shows you how to configure packet marking for signaling.

Configuring a Media Policy for Signaling Packet Marking

ORACLE

To set up a media policy configuration to mark signaling packets:

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal

Type media-manager and press Enter to access the system-level configuration elements.
ORACLE (configure) # media-manager

Type media-policy and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (media-manager) # media-policy
ORACLE (media-policy) #

From this point, you can configure media policy parameters. To view all media policy
configuration parameters, enter a ? at the system prompt.

Type media-policy and press Enter.

ORACLE (media-manager) # media-policy

If you are adding support for this feature to a pre-existing configuration, then you must
select (using the ACLI select command) the configuration you want to edit.

name—Create a reference name for this policy and press Enter.

Type tos-settings and press Enter.

ORACLE (media-policy)# tos-settings
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# Note:
The media-policy, tos-settings parameter is not RTC supported and a reboot is

required for these updates to take affect.

media-type—Enter the media type that you want to use for this group of TOS settings. You
can enter any of the IANA-defined media types for this value: audio, example, image,
message, model, multipart, text, and video. This value is not case-sensitive and can be up
to 255 characters in length; it has no default.

ORACLE (tos-settings) # media-type message
media-sub-type—Enter the media sub-type you want to use for the media type. This value

can be any of the sub-types that IANA defines for a specific media type. This value is not
case-sensitive and can be up to 255 characters in length; it has no default.

ORACLE (tos-settings) # media-sub-type sip
media-attributes—Enter the media attribute that will match in the SDP. This parameter is

a list, so you can enter more than one value. The values are case-sensitive and can be up
to 255 characters in length. This parameter has no default.

If you enter more than one media attribute value in the list, then you must enclose your
entry in quotation marks ().

ORACLE (tos-settings) # media-attributes sendonly sendrecv

tos-value—Enter the TOS value you want applied for matching traffic. This value is a
decimal or hexidecimal value. The valid range is:

¢ 0x00 to OxFF.
ORACLE (tos-settings) # tos-value 0xFO0

Save and activate your configuration.

Applying a Media Policy to a Realm

ORACLE

To apply a media policy to a realm:

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal

Type media-manager and press Enter to access the system-level configuration elements.
ORACLE (configure) # media-manager

Type realm and press Enter. The system prompt changes to let you know that you can
begin configuring individual parameters.

ORACLE (media-manager) # realm
ORACLE (realm) #

media-policy—Enter the unique name of the media policy you want to apply to this realm.
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Using Class Profile for Packet Marking

Class profile provides an additional means of ToS marking, but only for limited circumstances.
Use class-profile only if you are marking ToS on traffic destined for a specific To address, and
when media-policy is not used on the same realm. Using media-policy for ToS marking is, by

far, more common.

To configure a class profile, you prepare your desired media policy, create the class profile
referencing the media policy and the To address, and set the name of the class profile in the
appropriate realm configuration.

Class Profile and Class Policy Configuration

This section shows you how to configure packet marking using a class profile.
To configure the class profile and class policy:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal

2. Type session-router and press Enter to access the system-level configuration elements.
ORACLE (configure) # session-router

3. Type class-profile and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (session-router) # class-profile
ORACLE (class-profile) #

4. Type policy and press Enter to begin configuring the class policy.

ORACLE (class-profile) # policy

From this point, you can configure class policy parameters. To view all class policy
configuration parameters, enter a ? at the system prompt.

5. profile-name—Enter the unique name of the class policy. When you apply a class profile
to a realm configuration, you use this value.

6. to-address—Enter a list of addresses to match to incoming traffic for marking. You can
use E.164 addresses, a host domain address, or use an asterisk (*) to set all host domain
addresses.

7. media-policy—Enter the name of the media policy you want to apply to this class policy.

Applying a Class Policy to a Realm

To apply a class policy to a realm:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
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2. Type media-manager and press Enter to access the system-level configuration elements.
ORACLE (configure) # media-manager

3. Type media-policy and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (media-manager) # realm
ORACLE (realm) #

4. class-profile—Enter the name if the class profile to apply to this realm. This is the name
you set in the profile-name parameter of the class-policy configuration.

SIP-SDP DCSP Marking ToS Bit Manipulation

ORACLE

Used to indicate priority and type of requested service to devices in the network, type of
service (TOS) information is included as a set of four-bit flags in the IP header. Each bit has a
different purpose, and only one bit at a time can be set: There can be no combinations.
Available network services are:

*  Minimum delay—Used when latency is most important

e Maximum throughput—Used when the volume of transmitted data in any period of time is
important

*  Maximum reliability—Used when it is important to assure that data arrives at its destination
without requiring retransmission

*  Minimum cost—Used when it is most important to minimize data transmission costs

The Oracle® Enterprise Session Border Controller’'s support for type of service (TOS allows
you to base classification on the media type as well as the media subtype. In prior releases,
you can configure the Oracle® Enterprise Session Border Controller to mark TOS bits on
outgoing packets using a media policy. Supported media types include audio, video,
application, data, image, text, and message; supported protocol types are H.225, H.245, and
SIP. Note that, although H.225 and H.245 are not part of any IANA types, they are special
cases (special subtypes) of message for the Oracle® Enterprise Session Border Controller.
When these criteria are met for an outgoing packet, the Oracle® Enterprise Session Border
Controller applies the TOS settings to the IP header. The augmented application of TOS takes
matching on media type or protocol and expands it to match on media type, media-sub-type,
and media attributes.

The new flexibility of this feature resolves issues when, for example, a customer needs to
differentiate between TV-phone and video streaming. While both TV-phone and video
streaming have the attribute “media=video,” TV-phone streaming has “direction=sendrcv”
prioritized at a high level and video has direction=sendonly or recvonly with middle level
priority. The Oracle® Enterprise Session Border Controller can provide the appropriate marking
required to differentiate the types of traffic.

In the media policy, the tos-values parameter accepts values that allow you to create any
media type combination allowed by IANA standards. This is a dynamic process because
theOracle® Enterprise Session Border Controller generates matching criteria directly from
messages.

The new configuration takes a media type value of any of these: audio, example, image,
message, model, multipart, text, and video. It also takes a media sub-type of any value
specified for the media type by IANA; however, support for T.38 must be entered exactly as
t.38 (rather than t38). Using these values, the Oracle® Enterprise Session Border Controller
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creates a value Based on a combination of these values, the Oracle® Enterprise Session
Border Controller applies TOS settings.

You also configure the TOS value to be applied, and the media attributes you want to match.

You can have multiple groups of TOS settings for a media policy.

ToS Bit Manipulation Configuration

ORACLE

This section provides instructions for how to configure TOS bit manipulation on your Oracle®
Enterprise Session Border Controller.

To configure TOS bit manipulation:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
2. Type media-manager and press Enter.

ORACLE (confiqure) # media-manager
ORACLE (media-manager) #

3. Type media-policy and press Enter.

ORACLE (media-manager) # media-policy

If you are adding support for this feature to a pre-existing configuration, then you must
select (using the ACLI select command) the configuration you want to edit.

4. name—Create a reference name for this policy and press Enter.

5. Type tos-settings and press Enter.

ORACLE (media-policy)# tos-settings

# Note:

The media-policy, tos-settings parameter is not RTC supported and a reboot is
required for these updates to take affect.

6. media-type—Enter the media type that you want to use for this group of TOS settings. You
can enter any of the IANA-defined media types for this value: audio, example, image,
message, model, multipart, text, and video. This value is not case-sensitive and can be up
to 255 characters in length; it has no default.

ORACLE (tos-settings) # media-type message

7. media-sub-type—Enter the media sub-type you want to use for the media type. This value
can be any of the sub-types that IANA defines for a specific media type. This value is not
case-sensitive and can be up to 255 characters in length; it has no default.

ORACLE (tos-settings) # media-sub-type sip
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8. media-attributes—Enter the media attribute that will match in the SDP. This parameter is
a list, so you can enter more than one value. The values are case-sensitive and can be up
to 255 characters in length. This parameter has no default.

If you enter more than one media attribute value in the list, then you must enclose your
entry in quotation marks ().

ORACLE (tos-settings) # media-attributes sendonly sendrecv

9. tos-value—Enter the TOS value you want applied for matching traffic. This value is a
decimal or hexidecimal value. The valid range is:

e 0x00 to OxFF.
ORACLE (tos-settings) # tos-value 0xFO0

10. Save and activate your configuration.

PAI Header and FQDN Manipulation

You can configure the Enterprise SBC to manipulate the content of egress messages using
realm parameters instead of HMR. By setting these parameters, you cause the Enterprise SBC
to perform these manipulations on specific SIP methods that egress the realm.

Realm-based content manipulation that applies to surrogate agent operation includes:

e P-Asserted Identity (PAI) content
*  Fully Qualified Domain Name (FQDN) content

PAI Header Manipulation

ORACLE

You can configure the realm-config element with PAI manipulation behavior that applies to the
realm's egress traffic.

You set the P-Asserted-Identity parameter in conjunction with the P-Asserted-ldentity-For
parameter to insert PAI headers into that realm's egress traffic. You specify the methods that
you want to include by configuring the P-Asserted-ldentity-For parameter for any or all of the
following methods:

* INVITE

* ACK

* BYE

* REGISTER

You enable the behavior by configuring the P-Asserted-ldentity parameter with the PAI value
you want to insert. If you do not set both of these parameters, the Enterprise SBC does not
insert the headers. This manipulation deals with the selected headers for egress INVITE and
REGISTER flows, and does not interfere with PRACK INVITE flows.

If the originating message does not include any PAI headers, the Enterprise SBC inserts the
headers per configuration. If PAl headers are already present, inserted by an upstream device,
the Enterprise SBC:

* Adds any P-Asserted-ldentity parameter headers to the top of the header list.

* Replaces any existing sip:PAl headers with the sip:PAI headers you configure with the P-
Asserted-ldentity parameter.
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* Replaces any existing tel:PAl headers with the tel:PAl headers you configure with the P-
Asserted-ldentity parameter.

e The Enterprise SBC retains any existing tel:PAl headers or sip:PAl headers at the bottom
of the PAI list that are not replaced by P-Asserted-ldentity tel:PAI or sip:PAIl values, as
above.

Example configuration syntax includes:

ORACLE (realm-config)# P-Asserted-Identity sip:MyPai

ORACLE (realm-config) # P-Asserted-Identity-For (INVITE BYE)

Examples

Example 1—When you configure the P-Asserted-ldentity as a TEL URI and there is a tel URI
PAI header in the incoming message, the Enterprise SBC replaces the incoming TEL URI with
the PAI header configured in the P-Asserted-ldentity parameter in the egress messages
specified in the P-Asserted-ldentity-For parameter.

* Incoming PAI: tel:56789

e P-Asserted-Identity configured: tel:12345
* P-Asserted-ldentity-For: INVITE

e Output: Egress PAI: tel:12345

Example 2—When you configure the P-Asserted-ldentity parameter as a TEL URI and there
is a SIP URI in the incoming message, the Enterprise SBC inserts the SIP URI with the PAI
header configured in the p-asserted-identity parameter in the egress messages specified in
the P-Asserted-ldentity-For parameter.

e Incoming PAI headers: sip:123@oracle.com

e P-Asserted-Identity configured: tel:12345

e P-Asserted-Identity-For: INVITE

e Output Egress PAI: tel:12345 sip:123@oracle.com

FQDN Hostname Manipulation

ORACLE

Additional configuration allows you to modify the hostname used in Enterprise SBC response
headers.

Some deployments need you to specify a hosthame value in specific headers. You can
configure the Enterprise SBC to make these changes using two realm-config parameters. You
can configure the system to apply your hostname to the following SIP headers:

*  FROM

« TO

« CONTACT
*  RUI

You specify a desired hostname value by configuring in the fqdn-hosthame parameter with
the desired hostname. Furthermore, you specify the headers you want to change using the
fgdn-hostname-in-header parameter. If either of these parameters are empty, the Enterprise
SBC does not set this hostname in any headers.

3-25



Chapter 3
PAI Header and FQDN Manipulation

Example settings for these parameter include:

ORACLEORACLE (realm-config) # fgdn-hostname MyHostName

ORACLEORACLE (realm-config) # fgdn-hostname-in-header FROM, TO

Configure Manipulation Attributes on a Realm

ORACLE

In the Enterprise SBC ACLI, you can access manipulation parameters applicable to surrogate
agent operation using the path media-manager, realm-config.

To configure targeted manipulation parameter on the Enterprise SBC:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
2. Type media-manager and press Enter to access the media manager-related objects.

ORACLE (configure) # media-manager
ORACLE (media-manager) #

3. Type realm-config and press Enter.

ORACLE (media-manager) # realm-config
ORACLE (realm-config) #

4. Create or select the realm-config on which the softswitch resides.

5. P-Asserted-ldentity — Enter the string you want to use to set the identity within PAI
headers for traffic egressing this realm.

ORACLE (realm-config) # P-Asserted-Identity MyPAI

6. P-Asserted-ldentity-For — List the methods for which the Enterprise SBC includes a PAI
header using the PAI identity you set in this realm's p-asserted-identity parameter.
Separate multiple values with a comma.

* INVITE

* BYE

« ACK

* REGISTER

(realm-config) # P-Asserted-Identity-For (INVITE BYE)

7. fgdn-hostname — Enter the hostname you want to in include in the selected headers for
this realm's egress traffic.

ORACLE (realm-config)# fgdn-hostname MyHostName
8. fgdn-hostname-in-header — List the headers for which the Enterprise SBC inlcudes the

hostname that you configured in the fqdn-host-name parameter. Separate multiple values
with a comma.
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*  FROM

« TO

«  CONTACT
*  RURI

(realm-config) # fgdn-hostname-in-header FROM, TO

9. Type done to save changes to this realm-config.
10. Save and activate your configuration.

Configure the applicable local-policy. This configuration includes setting the auth-user-
lookup parameter in the applicable local-policy-attribute with the same value as the auth-
user-lookup above.

Steering Pools

Steering pools define sets of ports that are used for steering media flows through the Oracle®
Enterprise Session Border Controller. These selected ports are used to modify the SDP to
cause receiving session agents to direct their media toward this system. Media can be sent
along the best quality path using these addresses and ports instead of traversing the shortest
path or the BGP-4 path.

For example, when the Oracle® Enterprise Session Border Controller is communicating with a
SIP device in a specific realm defined by a steering pool, it uses the IP address and port
number from the steering pool’s range of ports to direct the media. The port the Oracle®
Enterprise Session Border Controller chooses to use is identified in the SDP part of the
message.

< Note:

The values entered in the steering pool are used when the system provides NAT,
PAT, and VLAN translation.

Configuration Overview

ORACLE

To plan steering pool ranges, take into account the total sessions available on the box,
determine how many ports these sessions will use per media stream, and assign that number
of ports to all of the steering pools on your Oracle® Enterprise Session Border Controller. For
example, if your Oracle® Enterprise Session Border Controller can accommodate 500
sessions and each session typically uses 2 ports, you would assign 1000 ports to each
steering pool. This strategy provides for a maximum number of ports for potential use, without
using extra resources on ports your Oracle® Enterprise Session Border Controller will never
use.

The following lists the steering pool parameters you must configure:
e |P address—IP address of the steering pool.

e start port—Port number that begins the range of ports available to the steering pool. You
must define this port to enable the system to perform media steering and NAT operations.

* end port—Port number that ends the range of ports available to the steering pool. You
must define this port to enable the system to perform media steering and NAT operations.
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* realm id—Identifies the steering pool’s realm. The steering pool is restricted to only the
flows that originate from this realm.

# Note:

The combination of entries for IP address, start port, and realm ID must be unique in
each steering pool. You cannot use the same values for multiple steering pools.

Each bidirectional media stream in a session uses two steering ports, one in each realm (with
the exception of audio/video calls that consume four ports). You can configure the start and
end port values to provide admission control. If all of the ports in all of the steering pools
defined for a given realm are in use, no additional flows/sessions can be established to/from
the realm of the steering pool.

# Note:

If your signaling interface and steering-pool use the same IP address over TCP, you
must ensure the steering-pool port range does not include the signaling interface's
port number. If it does, the system cannot properly process signaling traffic on that
interface.

Allocation Strategies for Steering Pools

ORACLE

You can configure the Enterprise SBC with three types of steering pools to allocate network
ports for specific types of network traffic. These pool types include audio/video, MSRP and
mixed media types. Establishing these pool types provides more efficient use of media ports.
The Enterprise SBC provides you with a means of monitoring port usage by type to
troubleshoot and refine these configurations.

By default, the Enterprise SBC does not allocate steering pool ports based on media type.
These default allocations can establish scenarios, including sequential allocation and port
release, wherein port usage is inefficient. By configuring or monitoring your realms for traffic
type use, you can plan for and adjust configuration based on expected port usage:

e Audio/Video sessions—Consume 4 ports, including two audio ports supporting the two
traffic directions and two additional ports for RTP and RTCP

MSRP sessions—Consume 2 ports supporting the two traffic directions

e Hairpin Audio sessions—Consume 8 ports, including four audio flows supporting the two
traffic directions, two for RTP, and two for RTCP

Per recommendation in RFC 3550, the Enterprise SBC allocates RTP and RTCP ports for
audio calls sequentially. This behavior can reduce the number of ports you have configured for
a steering-pool.

For example, if you have configured 100 ports on a realm and it receives 100 MSRP calls, the
Enterprise SBC allocates the 100 ports for the MSRP call flows. When the users terminate
these sessions, those terminations happen randomly, leaving multiple non-sequential ports
open.

If the users terminate 20 random sessions, the number of ports that become available are not
likely to support 5 A/V calls. This is because the Enterprise SBC may not be able to find open,
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sequential ports to support RTP and RTCP. This can cause calls to fail, with the system
reporting no ports available as the reason.

This feature provides you with a means of establishing multiple steering-pool objects for a
realm that use your configured allocation strategy as a means of determining pool affinity
based on traffic type. The Enterprise SBC recognizes the traffic type and chooses the
appropriate steering-pool based on port-allocation-strategy and current pool capacity:

*  mixed—(Default) Supports all types of sessions
* single—Recommended for MSRP sessions
* pair—Recommended for audio and video sessions

The Enterprise SBC tracks pool utilization and, assuming the port-allocation-strategy is
appropriate, allocates traffic preferred for an empty pool to use ports from a pool that is not
empty rather than reject the call. In addition, the system supports the use of steering pool ports
from a parent realm by flows in a child realm. This adds an additional option for establishing
allocation flexibility.

Consider a realm with three steering pools, including a mixed, a single and a pair. System
port allocation behavior would include:

e The Enterprise SBC directs MSRP sessions to the single pool. If the single pool runs out
of ports, the Enterprise SBC directs MSRP sessions to the mixed pool. If both of these
pools are exhausted, the Enterprise SBC drops new MSRP sessions and increments the
'no ports' counter.

e The Enterprise SBC directs audio sessions to the pair pool. If the pair runs out of ports,
the Enterprise SBC directs audio sessions to the mixed pool. If both of these pools are
exhausted, the Enterprise SBC drops new audio sessions and increments the 'no ports'
counter.

Notice that the Enterprise SBC restricts traffic types when using the single and pair allocation
strategies. The mixed pool, however, supports both traffic types.

To mitigate against the lack of consecutive ports described above, you could configure two
steering-pool objects for same realm, one set to pair and the other to single. This
configuration also restricts port utilization to specific pools by not including any steering-pool
set to mixed.

Ultimately, you evaluate and monitor your deployment's needs for pool allocation and configure
pools to suit those needs.

Configuration

You configure this functionality using the port-allocation-strategy parameter within steering-
pool elements. The default is mixed.

ORACLE (steering-pool) #port-allocation-strategy single

Important configuration detail includes:

* Do not overlap port ranges configured on the same interface regardless of allocation
strategy. The system throws a verify-config error identifying any overlapping steering-
pool port range configuration, but it does not prevent you from saving and activating the
configuration.
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* The port-allocation-strategy parameter is real time configurable, allowing you to change
an allocation strategy during operation. Established calls using this pool's strategy persist
until the users terminate them. Ensuing calls use your updated strategy.

* The Enterprise SBC selects ports from a child realm's pools when sessions start on that
child realm. If a child realm's ports are exhausted, the Enterprise SBC can allocate ports
from the parent realm as long as the strategy is appropriate.

Steering Pool Allocation Examples

ORACLE

When determining the best port allocation strategies for your deployment, consider the
examples in this section.

Basic Example

This example presents a realm with 3 steering-pool elements configured to the following
strategies:

*  SPl—mixed
e SP2—single
e SP3— pair

When MSRP calls arrive at this realm, the system allocates ports from SP2. If SP2 becomes
exhausted, the system allocates ports for new MSRP calls from SP1. If both SP2 and SP1
become exhausted, the system rejects MSRP calls to this realm.

Similarly, when audio calls arrive at this realm, the system allocates ports from SP3. If SP3
becomes exhausted, the system allocates ports for new audio calls from SP1. If both SP3 and
SP1 become exhausted, the system rejects audio calls to this realm.

Configuration Change Example

When a call is established with a steering pool port, configuration changes do not affect that
call. After a configuration change, however, the system uses that port's updated strategy for
ensuing allocations.

This example presents a realm with 3 steering-pool elements configured to the following
strategies:

e SPl1—mixed
e SP2—single
e SP3— mixed

< Note:

Port allocation to pools of the same type depends on the port range available. When
it begins allocating ports from a pool, the system chooses the lowest port available.
But calls terminate randomly, so the system picks the topmost port available in a pool
on ensuing calls, which may not be the lowest port number available.

When MSRP calls arrive at this realm, the system allocates ports from SP2. If SP2 becomes
exhausted, the system allocates ports for new MSRP calls from SP1 and SP3. If both SP1 and
SP3 become exhausted, the system rejects MSRP calls to this realm and increments the no
ports counter.
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Similarly, when audio calls arrive at this realm, the system allocates ports from SP1 and SP3. If
SP3 becomes exhausted, the system allocates ports for new audio calls from SP1. If both SP3
and SP1 become exhausted, the system rejects audio calls to this realm.

If you change the port-allocation-strategy of SP2 from single to pair, then perform the save-
config and activate config commands, the system begins to allocate audio calls to SP2. With
this new configuration, the system is able to assign audio calls to all three pools. If SP1, SP2
and SP3 become exhausted, the system rejects audio calls to this realm.

If MSRP calls arrive at this realm, the system allocates ports for these calls using SP1 and
SP3. If SP1 and SP3 become exhausted, the system rejects MSRP calls to this realm

Parent/Child Realm Allocation Example 1

Note that the following example presents a typical port utilization scenario. The difference here
is that the system is using the parent realm's ports. In this example, either the child realm has
no steering pools, or all of the child realm's applicable ports are in use.

Case 1—Assume the parent realm has 3 steering-pools:
*  SPl—mixed

e SP2—single

e SP3— pair

In this case, an MSRP call arriving at the child realm uses the parent realm's SP2. If SP2 runs
out of ports, the system tries to use SP1. Audio calls to the child realm use the parent realm's
SP3. If SP3 runs out of ports, the system again tries to use SP1.

Case 2—In this case, all of the parent realm pools are mixed. Here, both MSRP and audio
calls to the child realm can use SP1, SP2 and SP3.

Parent/Child Realm Allocation Example 2

Similar to Parent/Child Realm Allocation Example 1, the system here uses a child realm'’s
steering pool ports first, then begins to use the parent realm's ports when the child realm'’s
ports are in use. Utilization detail still uses the mixed, single, pair strategy rules.

e Case 1—Assume a child realm has:
—  SP4—mixed
—  SP5—mixed

If you have configured 200 ports, the system uses all of those ports before using parent
realm ports.

— Sub Case 1—Assume the parent realm has:
*  SPl—mixed
*  SP2—single
*  SP3—pair

The system receives MSRP calls to the child realm, which then uses SP2 in the parent
realm. If parent realm SP2 becomes exhausted, the system starts using SP1. Audio
calls to the child realm use the parent realm's SP3 and then SP1 when SP3 is
exhausted.

— Sub Case 2—Assume all of the parent realm's pool strategies are mixed. In this case,
all MSRP and audio calls to the child realm can use SP1, SP2 and SP3.
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e Case 2—In this case, assume the parent realm uses the same allocation for Case 1, Sub-

case 1 and the child realm has:

— SP4—mixed - 100 ports

— SP5—single - 80 ports

— SP6—pair - 60 ports

Consider the results when there are 180 MSRP calls to the child realm. The system
handles the first 80 using SP5 ports and the next 100 using SP4 ports. When MSRP call
number 181 arrives, the system uses the parents realm's SPs, not the child realm's SPs.

Similarly, when all 60 pair ports are used, the system uses any available mixed ports from
SP4, and then uses the parent realm SPs.

The following cases assume the child realm's ports are all used.

— Sub Case 1—Incoming MSRP calls to child realm use SP2, in the parent realm, for
port allocation. If SP2 ports are used, the system uses SP1. Audio calls to child realm
use SP3, in the parent realm, for port allocation. If SP3 ports are used, the system
uses SP1.

— Sub Case 2—If the parent realm's pools are all mixed, all calls to child realm can use
SP1, SP2 and SP3.

— Sub Case 3—If the parent realm's pools are all single, the system terminates all audio
calls to the child realm, and indicates that no ports are available.

— Sub Case 4—If the parent realm's pools are all pair, the system terminates all MSRP
calls to the child realm, and indicates that no ports are available.

Monitoring Port Allocation

ORACLE

You can troubleshoot your port allocation configuration and report on port usage, including the
number of audio, MSRP calls and ports assigned using following commands:

e show sipd

* show mbcd

* show mbcd realms

* show mbcd realms <identifier>

« show mbcd realms <identifier> detailed

You can see status on steering-pool ports using the show mbcd realm <identifier> detailed
command. On a per-realm basis, this command displays used and free ports for each steering
pool whether configured as mixed, single or pair. This command also displays the 'no ports'
counter. This command allows you to monitor port utilization on a realm and adjust your
allocation configuration based on your traffic.

ORACLE#show mbcd realm Realml72 detailed

-- Period -- -- Lifetime --
Active High Total Total PerMax High

Ports Used 0 0 0 0 0 0
Free Ports 0 0 0 0 0 0
No Ports Avail - - 0 0 0 -
Ingress Band OK  OK 0 0 0 OK
Egress Band OK  OK 0 0 0 OK
Ingr Pri Band OK  OK 0 0 0 OK
Egr Pri Band OK  OK 0 0 0 OK
BW Allocations 0 0 0 0 0 0
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Band Not Avail - - 0 0 0 -
Icmp Sent - - 0 0 0 -
Icmp Received - - 0 0 0 -

Total Bandwidth=0K

-- Period -- -- Lifetime --
Active High Total Total PerMax High

-— MIXED PORTS --

Ports Used 0 0 0 0 0 0
Free Ports 0 0 0 0 0 0
-- SINGLE PORTS --

Ports Used 0 0 0 0 0 0
Free Ports 0 0 0 0 0 0
-—- PAIRED PORTS --

Ports Used 0 0 0 0 0 0
Free Ports 0 0 0 0 0 0

Steering Pool Configuration

To configure a steering pool:

ORACLE

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal

Type media-manager and press Enter to access the system-level configuration elements.
ORACLE (configure) # media-manager

Type steering-pool and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (media-manager) # steering-pool
ORACLE (steering-pool) #

ip-address—Enter the target IP address of the steering pool in IP address format. For
example:

192.168.0.11

start-port—Enter the start port value that begins the range of ports available to this
steering pool. The default is 0. The valid range is:

e Minimum—1

¢ Maximum—65535
You must enter a valid port number or the steering pool will not function properly.

end-port—Enter the end port value that ends the range of ports available to this steering
pool. The default is 0. The valid range is:

e Minimum—1

*  Maximum—65535
You must enter a valid port number or the steering pool will not function properly.
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7. realm-id—Enter the realm ID to identify the steering pool’s realm, following the name

format. The value you enter here must correspond to the value you entered as the
identifier (name of the realm) when you configured the realm. For example:

peer-1

This steering pool is restricted to flows that originate from this realm.

8. network-interface —Enter the name of network interface this steering pool directs its
media toward. A valid value for this parameter must match a configured name parameter in
the network-interface configuration element. This parameter applies only to realms with
multiple interfaces.

9. port-allocation-strategy —Select the appropriate strategy for this steering pool based on
media type support in this realm. You can create multiple steering pools using different
strategies to support multiple media types, per your deployment. Settings include:

e mixed—(Default)
e pair—The system only allocates these ports for calls that require multiple ports
e single—The system only allocates these ports for calls that require a single port

The following example shows the configuration of a steering pool.

steering-pool

ip-address 192.168.0.11
start-port 20000

end-port 21000

realm-id peer-1
network-interface

port-allocation-strategy mixed
last-modified-date 2005-03-04 00:35:22

SDP Alternate Connectivity

ORACLE

The Oracle® Enterprise Session Border Controller can create an egress-side SDP offer
containing both IPv4 and IPv6 media addresses via a mechanism which allows multiple IP
addresses, of different address families (i.e., IPv4 & IPv6) in the same SDP offer. Our
implementation is based on the RFC draft "draft-boucadair-mmusic-altc-09".

Each realm on the Oracle® Enterprise Session Border Controller can be configured with an
alternate family realm on which to receive media in the alt family realm parameter in the realm
config. As deployed, one realm will be IPv4, and the alternate will be IPv6. The Oracle®
Enterprise Session Border Controller creates the outbound INVITE with IPv4 and IPv6
addresses to accept the media, each in an a=altc: line and each in its own realm. The IP
addresses inserted into the a=altc: line are from the egress realm’s and alt-realm-family
realm'’s steering pools. Observe in the image how the red lines indicate the complementary,
alternate realms.

You can configure the order in which the a=altc: lines appear in the SDP in the pref-address-
type parameter in the realm-config. This parameter can be set to

¢ |Pv4 - SDP contains the IPv4 address first
¢ |Pv6 - SDP contains the IPv6 address first

* NONE - SDP contains the native address family of the egress realm first
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In the 2000K to the INVITE, the callee chooses either the IPv6 or IPv4 address to use for the
call's media transport between itself and Oracle® Enterprise Session Border Controller. After
the Oracle® Enterprise Session Border Controller receives the 2000K, the chosen flow is
installed, and the unused socket is discarded.

For two realms from different address families to share the same phy-interface and vlan, you
use a .4 or .6 tag in the network-interface reference. When IPv4 and IPv6 realms share the
same network-interface and VLAN, you identify them by realm name and network-interface
configured as:

e IPv4 - <phy-interface>:<vlan>.4

e IPV6 - <phy-interface>:<vlan>.6

network-interface realm-config steering-pool
name:M00 name:realm-out-4 ip-address: 10.10.10.21
sub-port-id:100 network-interfaces:M00:100.4 network-interface:M00:100.4
ip-address:10.10.10.10 alt-family-realm: realm-out-6 realm-id: realm-out-4

I Pv4 Network

IPv6 Network _ _ .
network-interface realm-config steering-pool
name:M00 name:realm-out-6 ip-address: 2001:4860:4860::8889
sub-port-id:100 network-interfaces:M00:100.6 network-interface:M00:100.6
ip-address: 2001:4860:4860::8888 alt-family-realm: realm-out-4 realm-id: realm-out-6

If the INVITE's egress realm is IPv6, pref-address-type = NONE, the outbound SDP has these
a=altc: lines:

a=altc:1 IPv6 2001:4860:4860::8889 20001
a=altc:2 IPv4 10.10.10.21 20001

If the INVITE's egress realm is IPv6, pref-address-type = IPv4, the outbound SDP has these
a=altc: lines:

a=altc:1 IPv4 10.10.10.21 20001
a=altc:2 IPv6 2001:4860:4860::8889 20001

SDP Alternate connectivity supports B2B and hairpin call scenarios. SDP Alternate
connectivity also supports singleterm, B2B, and hairpin call scenarios.

When providing SDP alternate connectivity for SRTP traffic, in the security policy configuration
element, the network-interface parameter’s value must be configured with a .4 or .6 suffix to
indicate IPv4 or IPv6 network, respectively.

SDP Alternate Connectivity Configuration

ORACLE

To configure SDP alternate connectivity:

1. Access the realm-config configuration element.

ORACLE# configure terminal

ORACLE (configure) # media-manager
ORACLE (media-manager) # realm-config
ORACLE (realm-config) #
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2. Select the realm-config object to edit.

ORACLE (realm-config) # select
identifier:
1: realm0l left-left:0 0.0.0.0

selection: 1
ORACLE (realm-config) #

3. alt-realm-family — Enter the realm name of the alternate realm, from which to use an IP
address in the other address family. If this parameter is within an IPv4 realm configuration,
you will enter an IPv6 realm name.

4. pref-address-type — Set the order in which the a=altc: lines suggest preference. Valid
values are:

e none — address family type of egress realm signaling
e ipv4 — IPv4 realm/address first
e ipv6 — IPv6 realm/address first

5. Type done to save your configuration.

Multiple Interface Realms

ORACLE

The multi-interface realm feature lets you group multiple network interfaces to aggregate their
bandwidth for media flows. In effect, this feature lets you use the total throughput of the
available phy-interfaces on your Oracle® Enterprise Session Border Controller for a single
realm. Multi-interface realms are implemented by creating multiple steering pools, each on an
individual network interface, that all reference a single realm.

# Note:

Labels that read 'physical interface' in the diagrams below should be understood to
reference the phy-interface configuration element.

Of course, you can not to use this feature and configure your Oracle® Enterprise Session
Border Controller to create a standard one-realm to one-network interface configuration.

Without using multiple interface realms, the basic hierarchical configuration of the Oracle®
Enterprise Session Border Controller from the phy-interface through the media steering pool
looks like this:
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In this model, one (non-channelized) network interface exists on a phy-interface. One realm
exists on one network interface. One or more steering pools can exist on one realm. Within
each higher level configuration element exists a parameter that references a lower level

configuration element in the Oracle® Enterprise Session Border Controller’s logical network

model.

The multi-interface realm feature directs media traffic entering and exiting multiple network
interfaces in and out of a single realm. Since all the steering pools belong to the same realm,
their assigned network interfaces all feed into the same realm as well. The following diagram

shows the relationship in the new logical model:

steering pool

network-interface
4[ realm

steering pool

network-interface -

realm
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[ |lream e ——

| network-interface -

¥

r
network interface

physical-interface
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The advantage of using multi-interface realms is the ability to aggregate the bandwidth
available to multiple network interfaces for a larger-than-previously-available total bandwidth
for a realm. In the illustration below, three phy-interfaces each have X Kbps of bandwidth. The
total bandwidth available to the realm with multiple network interfaces is now 3X the
bandwidth. (In practical usage, interface-1 only contributes X - VoIP Signaling to the total
media bandwidth available into the realm.)

Realm Throughput:
3X Kbps

=/

interface-1 interface-2 interface-3
* Kbps X Kbps X Kbps

o

A Ay

Steering Pool Port Allocation

ORACLE

Every steering pool you create includes its own range of ports for media flows. The total
number of ports in all the steering pools that feed into one realm are available for calls in and
out of the realm.

Steering pool ports for a given realm are assigned to media flows sequentially. When the first
call enters the Oracle® Enterprise Session Border Controller after start-up, it is assigned the
first ports on the first steering pool that you configured. New calls are assigned to ports
sequentially in the first steering pool. When all ports from the first steering pool are exhausted,
the Oracle® Enterprise Session Border Controller uses ports from the next configured steering
pool. This continues until the last port on the last configured steering pool is used.

After the final port is used for the first time, the next port chosen is the one first returned as
empty from the full list of ports in all the steering pools. As media flows are terminated, the
ports they used are returned to the realm’s full steering pool. In this way, after initially
exhausting all ports, the realm takes new, returned, ports from the pool in a least last used
manner.

When a call enters the Oracle® Enterprise Session Border Controller, the signaling application
allocates a port from all of the eligible steering pools that will be used for the call. Once a port
is chosen, the Oracle® Enterprise Session Border Controller checks if the steering pool that
the port is from has a defined network interface. If it does, the call is set up on the
corresponding network interface. If a network interface is not defined for that steering pool, the
network interface defined for the realm is used.
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Network Interface Configuration

This section explains how to configure your Oracle® Enterprise Session Border Controller to
use multiple interface realms.

You must first configure multiple phy-interfaces and multiple network interfaces on your
Oracle® Enterprise Session Border Controller.

To configure the realm configuration for multi-interface realms.

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal

Type media-manager and press Enter to access the media-manager path.
ORACLE (configure) # media-manager

Type realm-config and press Enter. The system prompt changes.

ORACLE (media-manager) # realm-config
ORACLE (realm-config) #

From this point, you can configure a realm that will span multiple network interfaces.

network-interfaces—Enter the name of the network interface where the signaling traffic
for this realm will be received.

Creating Steering Pools for Multiple Interface Realms

ORACLE

To configure steering pools for multi-interface realms:

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal

Type media-manager and press Enter to access the media-manager path.
ORACLE (configure) # media-manager

Type steering-pool and press Enter. The system prompt changes.

ORACLE (media-manager) # steering-pool
ORACLE (steering-pool) #

From this point, you can configure steering pools which collectively bridge the multiple
network interfaces they are connected to.

ip-address—Enter the IP address of the first steering pool on the first network interface.

This IP address must correspond to an IP address within the subnet of a network interface
you have already configured.

This IP can not exist on a network interface other than the one you configure in the
network-interface parameter.
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5. start-port—Enter the beginning port number of the port range for this steering pool. The
default is 0. The valid range is:

e Minimum—oO0
e Maximum—65535

6. end-port—Enter the ending port number of the port range for this steering pool. The
default is 0. The valid range is:

e Minimum—oO0
e Maximum—65535

7. realm-id—Enter the name of the realm which this steering pool directs its media traffic
toward.

8. network-interface—Enter the name of the network interface you want this steering pool to
direct its media toward. This parameter will match a name parameter in the network-
interface configuration element. If you do not configure this parameter, you can only assign
a realm to a single network interface, as the behavior was in all Oracle® Enterprise
Session Border Controller Software releases pre- 2.1.

9. Create additional steering pools on this and on other network interfaces as needed.
Remember to type done when you are finished configuring each new steering pool.

Media over TCP

The Oracle® Enterprise Session Border Controller now supports RFC 4145 (TCP-Based
Media Transport in the SDP), also called TCP Bearer support. Media over TCP can be used to
support applications that use TCP for bearer path transport.

RFC 4145 adds two new attributes, setup and connection, to SDP messages. The setup
attribute indicates which end of the TCP connection should initiate the connection. The
connection attribute indicates whether an existing TCP connection should be used or if a new
TCP connection should be setup during re-negotiation. RFC 4145 follows the offer/answer
model specified in RFC3264. An example of the SDP offer message from the end point
192.0.2.2 as per RFC4145 is as given below:

m=image 54111 TCP t38
c=IN IP4 192.0.2.2
a=setup:passive
a=connection:new

This offer message indicates the availability of t38 fax session at port 54111 which runs over
TCP. Oracle® Enterprise Session Border Controller does not take an active part in the
application-layer communication between each endpoint.

The Oracle® Enterprise Session Border Controller provides the means to set up the end-to-
end TCP flow by creating the TCP/IP path based on the information learned in the SDP offer/
answer process.

TCP Bearer Conditions

The following conditions are applicable to the Oracle® Enterprise Session Border Controller’s
support of RFC 4145.

1. The Oracle® Enterprise Session Border Controller can not provide media-over-TCP for
HNT scenarios (endpoints behind a NAT).
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2. When media is released into the network, the TCP packets do not traverse the Oracle®
Enterprise Session Border Controller because nNo TCP bearer connection is created.

3. The Oracle® Enterprise Session Border Controller does not inspect the setup and
connection attributes in the SDP message since the TCP packets transparently pass
through the Oracle® Enterprise Session Border Controller. These SDP attributes are
forwarded to the other endpoint. It is the other endpoint's responsibility to act accordingly.

4. After the Oracle® Enterprise Session Border Controllerreceives a SYN packet, it acts as a
pure pass through for that TCP connection and ignores all further TCP handshake
messages including FIN and RST. The flow will only be torn down in the following
instances:

e The TCP initial guard timer, TCP subsequent guard timer, or the TCP flow time limit
timer expire for that flow.

The whole SIP session is torn down.

TCP Port Selection

When a call is first set up, the Oracle® Enterprise Session Border Controller inspects the SDP
message's m-line to see if any media will be transported via TCP. If the SDP message
indicates that some content will use TCP, the Oracle® Enterprise Session Border Controller
allocates a configured number of steering ports for the media-over-TCP traffic. These TCP
media ports are taken from the each realm’s steering pool.

Each endpoint can initiate up to four end-to-end TCP flows between itself and the other
endpoint. The Oracle® Enterprise Session Border Controller assigns one port to receive the
initial TCP packet (server port), and one to four ports assigned to send TCP traffic (client ports)
to the receiving side of the TCP flow. The number of TCP flows for each call is configured
globally.

In order to configure the Oracle® Enterprise Session Border Controller to facilitate and support
this process, you need to specify the number of ports per side of the call that can transport
discrete TCP flows. You can configure one to four ports/flows. For configuration purposes, the
Oracle® Enterprise Session Border Controller counts this number as inclusive of the server
port. Therefore if you want the Oracle® Enterprise Session Border Controller to provide a
maximum of one end-to-end TCP flow, you have to configure two TCP ports; one to receive,
and one to send. The receiving port (server) is reused to set up every flow, but the sending port
(client) is discrete per flow. For example: for 2 flows in each direction, set the configuration to 3
TCP ports per flow; for 3 flows in each direction, set the configuration to 4 TCP ports per flow,
etc.

The server port is used for initiating a new TCP connection. An endpoint sends the first packet
to a server port on the ingress interface. The packet is forwarded out of the Oracle® Enterprise
Session Border Controller through a client port on the egress interface toward an endpoint:
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TCP Connection 1 - Eastward Path

Net-Net SBC
S| f— [s]]
\
Ocd —[Tc
(¢ ] Lc
(c] Lc
[fcl] Lc]]
Ingress Egress
Interface Interface
s — server port

¢ — client port
@ — connection origin

18! TCP Connection — Initial Path

The endpoint responds back to the client port on the egress interface. This message traverses
the Oracle® Enterprise Session Border Controller and is forwarded out of the server port on
the ingress interface where the initial packet was sent. The remainder of the TCP flow uses the
server and client port pair as a tunnel through the Oracle® Enterprise Session Border
Controller:

TCP Connection 1 - Westward Path

MNet-Net SBC
S| e | s
-\_\_‘_‘—‘——y
(el I
el Llc]
(el Lc]
Lic] | Llcl
Ingress Egress
Interface Interface
s — server port
¢ — client port

®— connection origin 1" TCP Connection — Return Path

When the second TCP connection is set up in the same direction as in the first example, the
first packet is still received on the server port of the ingress interface. The next unused client
port is chosen for the packet to exit the Oracle® Enterprise Session Border Controller:
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Met-Net SBC

O O] O] [Of [t

s — server port
C — client port
®— connection origin

Ingress
Interfaca

Chapter 3
Media over TCP

FIHEIREIREIREE

Egress
Interface

1 TCP Connection Path
2" TCP Connection — Initial Path

The response takes the same path back to the caller. The remainder of the second TCP

connection uses this established path:

TCP Connection 2 - Westward Path

MNet-Net SBC

ol o o] o] v

s — server port
¢ — client port
®— connection origin

Ingress
Interface

Ol [af [a] [0] |0

Egress
Interface

1% TCP Connection Path
2" TCP Connection — Return Path

When the callee initiates a TCP connection, it must send its initial traffic to the server port on its
Oracle® Enterprise Session Border Controller ingress interface. The packet is forwarded out of
the first free client port on the egress side of this TCP connection toward the caller.
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TCP Connection 3 — Callee Initiates Connection

Met-Net SBC
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5- S?WET port 1 TCP Connection Path
¢ — client port 2" TCP Connection Path
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The caller’s response takes the same path back to the callee that initiated this TCP connection.
The remainder of the third TCP connection uses this established path.

TCP Connection 3 — Return Path: Caller to Callee

Net-Net SBC
S — st
— T
cl | -=.=_5_5?H| c \
cl] [0 | — —FE
el ] Llc]]
Lfc] | Llc]
Ingress Egress
Interface Interface
5 - S?FVE‘T port 1* TCP Connection Path
¢ — client port 2" TCP Connection Path

®— connection origin

The Oracle® Enterprise Session Border Controller can support a total of eight media-over-TCP
connections per call. A maximum of 4 connections are supported as initiated from each side of
the call.

SDP Offer Example

ORACLE

The following abbreviated call flow diagram sets up a media-over-TCP flow. Observe that the
caller listens for audio over TCP on 172.16.0.10:10000, as described in the SDP offer (1). The
Oracle® Enterprise Session Border Controller re-writes the m and c lines in the SDP offer to
reflect that it is listening for audio over TCP on its egress interface at 192.168.0.1:10000 (3).
The Oracle® Enterprise Session Border Controller then forwards the SIP invite to the callee.
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The SIP callee responds with an SDP answer in a 200 OK message. The callee indicates it is
listening for the audio over TCP media on 192.168.0.10:10001 (6). The Oracle® Enterprise
Session Border Controller re-writes the m and c lines in the SDP answer to reflect that it is
listening for audio over TCP on the call's ingress interface at 172.16.0.1:10001 (7). The
Oracle® Enterprise Session Border Controller then forwards the SIP invite to the caller.

— & ACK—————

——5 180 RINGING———————

———————T; 200 O

sDP
-alif= m=audio 10001 TCP
c=INIP4 172.16.0.1

r——————10: BYE—y

13 200 OK———— |

SIP Callee
192.168.0.100

3 INVITE—————

Met-Net SBC
SIP Caller S0 Ingress 5D Egress IF
172.16.0.100 IF172.16.0.1 192, 168.0.1
1 INVITE—————=
SDP
m=audia 10000 TCP
c=INIP4 172.16.0.100
r—2: 100 TRY|NG———
SDP

m=audic 10000 TCP .
c=IM P4 192.168.0.1

fg——4' 180 RINGING———

ol 200 0K

-

SDP
m=audio 10001 TCP
c=IM IP4 192 168.0.100

.

G ACK —————]
11 BYE———|
12: 200 OK

All interfaces involved with the end-to-end TCP flow have now established their listening IP
address and port pairs.

The Oracle® Enterprise Session Border Controller has three guard timers that ensure a TCP
media flow does not remain connected longer than configured. You can set each of these from

0 (disabled) to 999999999 in seconds.

e TCP initial guard timer — Sets the maximum time in seconds allowed to elapse between
the initial SYN packet and the next packet in this flow.

e TCP subsequent guard timer — Sets the maximum time in seconds allowed to elapse
between all subsequent sequential TCP packets.

e TCP flow time limit — Sets the maximum time that a single TCP flow can last. This does

not refer to the entire call.

TCP Port Configuration

ORACLE

To configure media over TCP:
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1. Access the media-manager-config configuration element.

ORACLE# configure terminal

ORACLE (configure) # media-manager
ORACLE (media-manager) # media-manager
ORACLE (media-manager-config) #

2. tcp-number-of-ports-per-flow—Enter the number of ports, inclusive of the server port, to
use for media over TCP. The total number of supported flows is this value minus one. The
default is 2. The valid range is:

e Minimum—2

*  Maximum—4
ORACLE (media-manager-config) # tcp-number-of-ports-per-flow 5

3. tcp-initial-guard-timer—Enter the maximum time in seconds allowed to elapse between
the initial SYN packet and the next packet in a media-over-TCP flow. The default is 300.
The valid range is:

e Minimum—oO0
«  Maximum—999999999

ORACLE (media-manager-config) # tcp-initial-guard-timer 300

4. tcp-subsq-guard-timer—Enter the maximum time in seconds allowed to elapse between
all subsequent sequential media-over-TPC packets. The default is 300.
e Minimum—O0

¢ Maximum—999999999
ORACLE (media-manager-config) # tcp-subsg-guard-timer 300

5. tcp-flow-time-limit—Enter the maximum time in seconds that a media-over-TCP flow can
last. The default is 86400. The valid range is:
e Minimum—O0
¢ Maximum—999999999

ORACLE (media-manager-config) # tcp-flow-time-limit 86400

Transparent BFCP Support over UDP and TCP

ORACLE

Binary Floor Control Protocol (BFCP) is a protocol for controlling the access to the media
resources in a conference, such as conference and media session setup, conference policy
manipulation, and media control (as defined in RFC 4582).

The Oracle® Enterprise Session Border Controller now supports BFCP for interworking
between Polycom video devices and Siemens Enterprise Communications (SEN) endpoints.
When a SIP INVITE request containing a Session Description Protocol (SDP) from a Polycom
device is sent to a SEN device, the Oracle® Enterprise Session Border Controller passes the
INVITE request between the two devices regardless of the transfer protocol being used by the
devices (UDP or TCP). It also passes the INVITE whether or not it is accepted or rejected by
the destination device. The transfer protocol changes between UDP and TCP during the dialog
between both endpoints on either side of the Oracle® Enterprise Session Border Controller.
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# Note:

If both endpoints on either side of the Oracle® Enterprise Session Border Controller
support BFCP, the BFCP is answered with the first SDP offer/answer cycle.

The following illustrates the call flow between a Polycom device and a SEN device when an
INVITE is sent from the Polycom device.

Polycom Device SEN Device

INVITE/UDP/BFCP
(1] INVITE/UDP/BFCP
200 OK / Port 0
o 200 OK / Port 0 (3]
INVITE/TCP/BFCP
(5] INVITE/TCP/BFCP o
200 OK / Port 0
o 200 OK / Port 0 ' o
o INVITE/UDF/BFCP
INVITE/UDF/BFCP o
200 OK / Port 0
® 200 0K / Port 0 (1)

The following list describes the call flow process.

1.

Polycom device initiates a call to the SEN device by sending a SIP INVITE to the SD with
SDP, using UDP and BFCP.

SD forwards the SIP INVITE to the SEN device.

SEN device does not support BFCP, and therefore, rejects the INVITE and sends a 200 Ok
with port '0' from the SEN side to the SD.

SD forwards the 200 Ok response to the Polycom device.

Polycom device looks at port ‘0’ and changes the media transport type from UDP to TCP. It
then sends a re-INVITE to the SD.

SD forwards the re-INVITE to the SEN device.

SEN device does not support BFCP, and therefore, rejects the re-INVITE, and sends a 200
Ok with port ‘0’ from the SEN side to the SD.
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SD forwards the 200 Ok response to the Polycom device.

Polycom device looks at port ‘0’ and changes the media transport type from TCP to UDP. It
then sends a re-INVITE to the SD.

SD forwards the re-INVITE to the SEN device.

SEN device does not support BFCP, and therefore, rejects the re-INVITE, and sends a 200
Ok with port ‘0’ from the SEN side to the SD.

SD forwards the 200 Ok response to the Polycom device.

Process repeats Steps 5 through 12 until the call is accepted by the SEN device.

Restricted Media Latching

The restricted media latching feature lets the Oracle® Enterprise Session Border Controller
latch only to media from a known source |IP address, in order to learn and latch the dynamic
UDP port number. The restricting IP address’s origin can be either the SDP information or the
SIP message’s Layer 3 (L3) IP address, depending on the configuration.

About Latching

Latching is when the Oracle® Enterprise Session Border Controller listens for the first RTP
packet from any source address/port for the destination address/port of the Oracle® Enterprise
Session Border Controller. The destination address/port is allocated dynamically and sent in
the SDP. After it receives a RTP packet for that allocated destination address/port, the Oracle®
Enterprise Session Border Controller only allows subsequent RTP packets from that same
source address/port for that particular Oracle® Enterprise Session Border Controller
destination address/port. Latching does not imply that the latched source address/port is used
for the destination of the reverse direction RTP packet flow (it does not imply the Oracle®
Enterprise Session Border Controller will perform symmetric RTP).

Restricted Latching

The Oracle® Enterprise Session Border Controller restricts latching of RTP/RTCP media for all
calls within a realm. It latches to media based on one of the following:

SDP: the IP address and address range based on the received SDP c= connect address
line in the offer and answer.

Layer 3: the IP address and address range based on the received L3 IP address of the
offer or answer. This option is for access registered HNT endpoints. If the L3 IP address is
locally known and cached by the Oracle® Enterprise Session Border Controller as the
public SIP contact address, that information could be used instead of waiting for a
response. The Oracle® Enterprise Session Border Controller might use the L3 IP address
restriction method for all calls regardless of whether the endpoint is behind a NAT or not,
for the same realms.

Symmetric Latching

ORACLE

A mode where a device’s source address/ports for the RTP/RTCP it sends to the Oracle®
Enterprise Session Border Controller (Enterprise SBC) that are latched, are then used for the
destination of RTP/RTCP sent to the device.

After allocating the media session in SIP, the Enterprise SBC sets the restriction mode and the
restriction mask for the calling side as well as for the called side. It sets the source address
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and address prefix bits in the flow. It also parses and loads the source flow address into the
MIBOCO messages. After receiving the calling SDP, the Enterprise SBC sets the source
address (address and address prefix) in the appropriate flow (the flow going from calling side
to the called side). After receiving the SDP from the called side, the Enterprise SBC sets the
source address in the flow going from the called side to the calling side.

The Enterprise SBC uses either the address provided in the SDP or the layer 3 signaling
address for latching. You also configure the Enterprise SBC to enable latching so that when it
receives the source flow address, it sets the address and prefix in the NAT flow. When the NAT
entry is installed, all the values are set correctly. In addition, sipd sends the information for both
the incoming and outgoing flows. After receiving SDP from the called side sipd, the Enterprise
SBC sends information for both flows to the MBCD so that the correct NAT entries are
installed.

Enabling restricted latching may make the Enterprise SBC wait for a SIP/SDP response before
latching, if the answerer is in a restricted latching realm. This is necessary because the
Enterprise SBC does not usually know what to restrict latching to until the media endpoint is
reached. The only exception could be when the endpoint’s contact/IP is cached.

Relationship to Symmetric Latching

Example 1

ORACLE

The current forced HNT symmetric latching feature lets the Oracle® Enterprise Session Border
Controller assume devices are behind NATs, regardless of their signaled IP/SIP/SDP layer
addresses. The Oracle® Enterprise Session Border Controller latches on any received RTP
destined for the specific IP address/port of the Oracle® Enterprise Session Border Controller
for the call, and uses the latched source address/port for the reverse flow destination
information.

If both restricted latching and symmetric latching are enabled, the Oracle® Enterprise Session
Border Controller only latches if the source matches the restriction, and the reverse flow will
only go to the address/port latched to, and thus the reverse flow will only go to an address of
the same restriction.

e Symmetric latching is enabled.
If symmetric latching is enabled, the Oracle® Enterprise Session Border Controller sends
the media in the opposite direction to the same IP and port, after it latches to the source
address of the media packet.

e Symmetric latching is disabled.
If symmetric latching is disabled, the Oracle® Enterprise Session Border Controller only
latches the incoming source. The destination of the media in the reverse direction is
controlled by the SDP address.

A typical example is when the Oracle® Enterprise Session Border Controller performs HNT
and non-HNT registration access for endpoints. Possibly the SDP might not be correct,
specifically if the device is behind a NAT. Therefore the Oracle® Enterprise Session Border
Controller needs to learn the address for which to restrict the media latching, based on the L3
IP address. If the endpoint is not behind a NAT, then the SDP could be used instead if
preferred. However, one can make some assumptions that access-type cases will require
registration caching, and the cached fixed contact (the public FW address) could be used
instead of waiting for any SDP response.
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Another example is when a VolIP service is provided using symmetric-latching. A B2BUA/proxy
sits between HNT endpoints and the Oracle® Enterprise Session Border Controller, and calls
do not appear to be behind NATs from the Oracle® Enterprise Session Border Controller’s
perspective. The Oracle® Enterprise Session Border Controller’'s primary role, other than
securing softswitches and media gateways, is to provide symmetric latching so that HNT
media will work from the endpoints.

To ensure the Oracle® Enterprise Session Border Controller’'s latching mechanism is restricted
to the media from the endpoints when the SIP Via and Contact headers are the B2BUA/proxy
addresses and not the endpoints’, the endpoint’s real (public) IP address in the SDP of the
offer/answer is used. The B2BUA/proxy corrects the c= line of SDP to that of the endpoints’
public FW address.

The Oracle® Enterprise Session Border Controller would then restrict the latching to the
address in the SDP of the offer from the access realm (for inbound calls) or the SDP answer
(for outbound calls).

Restricted Latching using Address and Port

ORACLE

You can configure the system to latch all media flows within a realm to both the externally
provided address and port when you set the restricted-latching mode to sdp-ip-port. When
configured to this setting, the system latches to media based on the IP Address received in the
SDP c= connect address line, and the port in the mline in the offer and answer. This differs
from standard latching in that the port is left unassigned by the Enterprise SBC. This feature
allows the Enterprise SBC to better support multiple RTP streams from different ports using the
same IP address, such as within forking scenarios.

When configuring latching to sdp-ip-port, the Enterprise SBC supports:

e Latching to IP and port within early media scenarios and call establishment phases

e Re-latching when an SDP update received in a 200 OK is different than the one received in
a provisional response

e Re-latching to media based on IP and port within reINVITE/UPDATE scenarios, when the
media is updated after call establishment including:

— Updating the latching after the 200 OK when the media is updated by reINVITE/
UPDATE scenarios

— Updating the latching within call transfer scenarios involving forking.

e Maintaining latching established during early media stages when the 200 OK does not
include SDP

e Maintaining latching established by the most recent provisional response when the 200 OK
does not include SDP

# Note:

If you downgrade to a version that does not support this feature, the system changes
the restricted-latching setting to none. Upgrades and downgrades to system with
feature compatibility retain your setting.
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Related Configuration

If you have enabled rtcp-mux in conjunction with this feature, the system installs un-collapsed
flows for RTP and RTCP that include IP and port in both the east and west realms. This is true
if you have enabled rtcp-mux and this feature on one or both of these realms. In these cases,
the system installs these uncollapsed flows on both realms and supports only the following two
port assignments for RTCP:

e RTP port
e RTPport+1

The table below presents the way the Enterprise SBC assigns and handles RTCP differently,
based on restricted-latching configuration and RTCP input.

restricted- RTCP sent from RTCP from UAC  RTCP from UAC  RTCP from UAC
latching UAC mline (RTP) mline port (RTP) mline port+l mline port+1 (odd
Configurations even port to to Enterprise SBC (UAC odd port) to port) Enterprise
Enterprise SBC RTP+1 port (odd Enterprise SBC SBC RTP+1 port
RTP port (even port) RTP port (even (odd port)
port) port)
UAC realm— sdp  RTCP is forwarded RTCP is forwarded RTCP is forwarded RTCP is forwarded
UAS realm— to RTP port of the  to RTP+1 port to RTP even port of to RTP+1 port
disabled UAS via Enterprise towards UAS from UAS from egress  towards UAS from
SBC egress even  egress odd even Enterprise Enterprise SBC

Media is sent from

UAC port (RTP+1) port of SBC port odd port (RTP+1)

Enterprise SBC
UAC realm— sdp- RTCP is forwarded RTCP is forwarded RTCP is forwarded RTCP is forwarded

ip-port to RTP port of UAS to RTP+1 port to RTP even port of to RTP+1 port
UAS realm— via Enterprise SBC towards UAS from UAS from egress  towards UAS from
disabled egress even port  egress odd even Enterprise Enterprise SBC

(RTP+1) port of SBC port odd port (RTP+1)

Collapsed flows Enterprise SBC

installed

In addition, when you enable this feature the Enterprise SBC installs fully qualified NAT flows.
This effectively disables latching on the IP and port within RTP media. As a result, you should
not enable this feature in conjunction with features that require explicit RTP packet based
latching. For example, this feature effectively overrides dynamic-latching.

Reporting on the Feature

For UAC to UAS call when the feature is enabled on both the realms, the show nat in-tabular
command displays the NAT flow similar to the output below. Note the assigment of port 0 in the
first output below, In this case, restricted-latching is set to sdp.

ORACLE# show nat in-tabular

Index Prot Intf:Vlan Src IP:Port Dst IP:Port

2 udp I=0/0:300 192.168.204.100:0 192.168.204.124:10000
0=0/0:100 172.16.204.124:10000 172.16.204.100:11000

3 udp I=0/0:100 172.16.204.100:0 172.16.204.124:10000

0=0/0:300 192.168.204.124:10000 192.168.204.100:10000
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Note the assigment of port 10000 instead of O in the second outut below, In this case,
restricted-latching is set to sdp-ip-port.

ORACLE# show nat in-tabular

Index Prot Intf:Vlan Src IP:Port Dst IP:Port

2 udp I=0/0:300 192.168.204.100:10000 192.168.204.124:10000
0=0/0:100 172.16.204.124:10000 172.16.204.100:11000

3 udp I=0/0:100 172.16.204.100:11000 172.16.204.124:10000

0=0/0:300 192.168.204.124:10000 192.168.204.100:10000

The Enterprise SBC installs these fully qualified flows on offer-answer completion, before it
receives the RTP.

Call Flows Supporting Restricted Latching to Address and Port

ORACLE

A key problem resolved by latching on IP and port is the handling of multiple streams created
by a single external device, such as an Enhanced Communications Network Application Server
(ECN AS) forking an INVITE. Without this feature, the system implements restricted latching
such that the latching is dependent on the external device, which may adversely impact which
RTP stream (or streams) get played back to the caller.

Parallel Ringing before Answer

Consider a scenario wherein an ECN AS uses parallel forking to route a call via the Enterprise
SBC to several users. The ECN AS hides the multiple early dialogs from the Enterprise SBC
and forwards only one of them. There are, however, multiple RTP streams created from the
Media Gateway (MGW) towards the Enterprise SBC, one for each branch. The best way to
setup such a call would result in the caller receiving only the RTP in the 18x SDP response
from the ECN AS.

When you configure restricted-latching to sdp-ip-port, the Enterprise SBC can also handle
SDP changes, including RTP target and source. If the initial SDP becomes invalid within this
forking scenario, the ECN AS would update the Enterprise SBC with subsequent SDP. This
update could come in an UPDATE with SDP or a new 18x with SDP, depending on the
environment's support for 100rel/PRACK. The Enterprise SBC would handle these changes,
including changing the callee.

When you set restricted-latching to sdp, the system successfully blocks RTP streams from
different addresses. But if there are multiple RTP streams coming from different ports on a
single IP address, the system admits all of these. This can result in the calling party hearing a
mixed early media stream. When set to sdp-ip-port, however, the Enterprise SBC latches
based on the IP and port in the SDP from the ECN AS, thereby limiting the audible RTP to a
single flow.

# Note:

The AS updates the SDP only if a called party was selected during the answer phase
other than the called party that was selected during alerting phase. Therefore, it is
important that the Enterprise SBC performs latching and re-latching based on IP
address and port from the SDP. This way, the AS is also aware of which called party
media stream is active.
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# Note:

If the final 200 OK for the INVITE does not contain SDP, the Enterprise SBC stays
latched to the most recent IP/port received in a 18x during the early media stage.

In the call flow below, you have configured restricted-latching to sdp-ip-port on the UAS
realm. The called stations could be behind the Media Gateway (MGW) interfacing the PSTN/
PLMN) or multiple IP’s, and served by a Media Gateway Controller (MGC).

UAC SBC ECN/UAS MGC MGW

INVITE SDP_A— .
INVITE SOP_A » // Call is forked

] INVITE SDP_A, Legl——»
INVITE SDP_A, Leg2—p]

SBC latchesto the —

INVITE SDP_A, Leg3——»

RTP stream from

IP/port in the SDP

of 18x. RTP_2 will - ~18x SDP_1, Legl:

be forwarded gl ———18<SDP_2, Leg2
afl—18x SDP_3, Leg3

[l——18x S0P _2, Leg2

@l ———15x SDP 2, Leg

RTP_1
RTE

-t
=

YV

- RTP_2

|-——2000K 5DP_2, Leg2

|<——2000K SDP_2, Leg2

[~l——2000K SDP_2, Leg2

- RTP_2 - dk ATP_: 4k

ACK ACK »

Parallel Ringing and Re-Latching before Answer Based on an UPDATE

If an UPDATE comes from the ECN before the call is answered, the Enterprise SBC is able to
re-latch to a new RTP stream, as shown below. In the call flow, the Enterprise SBC latches to
SDP_2, forwarding only that RTP. The MGC, however, issues a 18x requesting SDP_3 before
the call is answered. Upon receiving this UPDATE, the Enterprise SBC re-latches to SDP_3.
Subsequently, the call is answered and RTP_3 media proceeds without issue.
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UAC SBC ECN/UAS MGC MGW

INVITE SDP_A———3»] _
INVITE SDP_A » p Call is forked

/

) INVITE SDP_A, Legl——
SBC latchesto RTP INVITE SDP_#, Leg2 >
INVITE SDP_A, Leg3——p

stream from IR/
port in the SDP of

/| 18x. RTP_2 will be l}———18¢SDP_1, Legl
/| forwarded la}——— 184 SDP_2, Leg2

4‘—' 18x SDP_2, LegZ

e ——18x SDP_2, Leg2

- RTP_1

|-t RTP M
-t RTP_2

teil}———13x SDP_3, Leg 3———r
e UPDATE: «}——UFDATE 5DP_3, Leg 3—
200 Of >
200 Ok >
A SBC relatches to RTP stream from IF/port in the SDP of UPDATE

/

= M RTP_3 k
=k RTP_:

- ———2000K, Leg3

|-—2000K, Leg3———
l}———2000K, Leg3

-t RTP_: -y M RTP_: T

Latching during Answer

At the end of the signaling, the ECN AS sends a 200 OK that often has the SDP that the
Enterprise SBC must forward to the calling party. Without enhanced restricted latching, the
Enterprise SBC latches to the first RTP stream that arrives after the 200 OK. This RTP stream
may not be the same RTP stream identified in the SDP of the 200 OK, resulting in silence at
the caller.

When you set restricted-latching to sdp, the Enterprise SBC admits any RTP stream from the
IP in the SDP. When you set restricted-latching to sdp-ip-port, the Enterprise SBC controls
the latching using both IP and port received in the 200 OK SDP. This setting ensures that the
correct RTP stream gets forwarded.

# Note:

Note: If the SDP is not updated after the early media stages, the 200 OK may not
include any SDP. Therefore, it is important that the AS knows the media stream onto
which the Enterprise SBC has latched. This requires enhanced restricted latching.

In the call flow below, you have configured restricted-latching to sdp-ip-port on the UAS
realm. The called stations could be behind the Media Gateway (MGW) interfacing the PSTN/
PLMN) or multiple IP’s, and served by a Media Gateway Controller (MGC).
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UAC SBC ECN/UAS MGC MGW

INVITE SDP_A————3»] .
INVITE SDP_ > / Call is forked

INVITE SDP_A, Legl——
INVITE SDP_A, Leg2—»
INVITE SDP_A, Leg3——

SBC latchesto the
RTP stream from
IP/port in the SDP
of 18x. RTP_2 will
be forwarded

- —18:SDP_1, Leg1
l]—18xSDP_2, Leg2
l——18<SDP 3, Leg3

.,

R

P

|——18x SDP_2, Leg2

e —18x SDP_2, Leg2

- RTP_1 i\
|t RTP, M
-t RTP_; M
- RTP_2
t=al}——2000K S5DP_3, Leg3
——2000K SDP_3, Leg3
/«I SBC relatchesto RTP stream from 1P/ port in the SDP of 200 OK
-
Bl 2000K:
- RTP_3 -} 4k RTP_: X

-ACK

Y

Latching after 200 OK in Case of reINVITE/UPDATE

Applicable scenarios include media re-negotiation after the call is answered are supported.
These scenarios may happen when the ECN AS uses parallel forking to redirect or transfer the
call after answer.

When you set restricted-latching to sdp, the Enterprise SBC admits streams from the same
IP, which could be multiple streams if multiple endpoints are behind the gateway.
Subsequently, the Enterprise SBC forwards all RTP streams it receives from, in this case, an
MGW.

Depending on the calling party’s client, the calling party would hear either a mix of ringback
tones, silence, or a single ringback tone. When you set restricted-latching to sdp-ip-port, the
Enterprise SBC latches the media based on the IP and port in the reINVITE/UPDATE received
after the call has been established. This results in the Enterprise SBC forwarding only the RTP
stream identified in the SDP from ECN AS to the calling party.

In the call flow below, you have configured restricted-latching to sdp-ip-port on the UAS
realm. The called stations could be behind the Media Gateway (MGW) interfacing the PSTN/
PLMN) or multiple IP’s, and served by a Media Gateway Controller (MGC).
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UAC SBC ECN/UAS MGC MGW
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Restricted Latching Configuration

To configure restricted latching:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
2. Type media-manager and press Enter to access the media-level configuration elements.

ORACLE (configure) # media-manager
ORACLE (media-manager) #

3. Type realm-config and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (media-manager) # realm-config
ORACLE (realm-config) #
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Select the realm where you want to apply this feature.

ORACLE (realm-config) # select
identifier:

1: Acme Realm <none>

2: H323REALM <none>
selection:1

ORACLE (realm-confiqg) #

o O
oo
oo
oo

restricted-latching— Enter the restricted latching mode. The default is none. The valid
values are:

* none—No restricted-latching used
e sdp—Use the address provided in the SDP for latching
e peer-ip—Use the layer 3 signaling address for latching

e sdp-ip-port—Latch to media based on the IP Address received in the SDP c= connect
address line, and the port in the mline in the offer and answer.

restriction-mask— Enter the number of address bits you want used for the source latched
address. This field will be used only if the restricted-latching is used. The default is 32.
When this value is used, the complete IP address is matched for IPv4 addresses. The valid
range is:

¢ Minimum—1

e Maximum—128

Media Release Across SIP Network Interfaces

This feature lets the Oracle® Enterprise Session Border Controller release media between two
SIP peers, between two realms on two network interfaces of the same Oracle® Enterprise
Session Border Controller. Use this feature when you want the Oracle® Enterprise Session
Border Controller to release media for specific call flows, regardless of the attached media
topology.

Media Release Configuration

To configure media release across network interfaces:

ORACLE

1.

In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
Type media-manager and press Enter to access the media-level configuration elements.

ORACLE (configure) # media-manager
ORACLE (media-manager) #

Type realm-config and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (media-manager) # realm-config
ORACLE (realm-config) #
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Select the realm where you want to apply this feature.

ORACLE (realm-config) # select
identifier:

1: Acme Realm <none>

2: H323REALM <none>
selection:1

ORACLE (realm-confiqg) #

o O
oo
oo
oo

mm-in-system—Set this parameter to enabled to manage/latch/steer media in the
Oracle® Enterprise Session Border Controller. Set this parameter to disabled to release
media in the Oracle® Enterprise Session Border Controller.

< Note:

Setting this parameter to disabled will cause the Oracle® Enterprise Session
Border Controller to NOT steer media through the system (no media flowing
through this Oracle® Enterprise Session Border Controller).

The default is enabled. The valid values are:

e enabled | disabled

Media Release Behind the Same IP Address

The media management behind the same IP feature lets the Oracle® Enterprise Session
Border Controller release media when two endpoints are behind the same IP address, in the
same realm. Using this feature prevents the media for intra-site calls from going through the
Oracle® Enterprise Session Border Controller. You can use this feature for both hosted NAT
traversal (HNT) and non-HNT clients. It works with NATed endpoints and for non-NATed ones
that are behind the same IP.

Additional Media Management Options

Additional media management options include:

Media directed between sources and destinations within this realm on this specific Oracle®
Enterprise Session Border Controller. Media travels through the Oracle® Enterprise
Session Border Controller rather than straight between the endpoints.

Media directed through the Oracle® Enterprise Session Border Controller between
endpoints that are in different realms, but share the same subnet.

For SIP only, media released between multiple Oracle® Enterprise Session Border
Controllers.

To enable SIP distributed media release, you must set the appropriate parameter in the
realm configuration. You must also set the SIP options parameter to media-release with
the appropriate header name and header parameter information. This option defines how
the Oracle® Enterprise Session Border Controller encodes IPv4 address and port
information for media streams described by, for example, SDP.

Configuring Media Release Behind the Same IP Address

You need to configure both the mme-in-realm and mm-same-ip parameters for the realm:

ORACLE
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If the mm-in-realm parameter is disabled, the mm-same-ip parameter is ignored.

If the mm-in-realm parameter is enabled and the mm-same-ip parameter is disabled,
media will be managed in the realm but released if the two endpoints are behind the same
IP address.

To configure media management:

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal

Type media-manager and press Enter to access the media-related configurations.
ORACLE (configure) # media-manager

Type realm and press Enter. The system prompt changes to let you know that you can
begin configuring individual parameters.

ORACLE (media-manager) # realm-config
ORACLE (realm-config) #

From this point, you can configure realm parameters. To view all realm configuration
parameters, enter a ? at the system prompt.

mm-in-realm—Enable if you plan to use mm-same-ip. If this parameter is disabled, the
mm-same-ip parameter is ignored. If you set this to enabled and mm-same-ip to
disabled, media is managed in the realm but released if the two endpoints are behind the
same |IP address. The default is disabled. The valid values are:

e enabled | disabled

mm-same-ip—Enable if you want media to go through this Oracle® Enterprise Session
Border Controller, if mm-in-realm is enabled. When disabled, the media will not go
through the Oracle® Enterprise Session Border Controller for endpoint that are behind the
same IP. The default is enabled. The valid values are:

e enabled | disabled

Bandwidth CAC for Media Release

The bandwidth CAC for media release feature adds per-realm configuration that determines
whether or not to include inter-realm calls in bandwidth calculations. When you use this
feature, the Oracle® Enterprise Session Border Controller’'s behavior is to count and subtract
bandwidth from the used bandwidth for a realm when a call within a single site has its media
released. When you do not enable this feature (and the Oracle® Enterprise Session Border
Controller’s previous behavior), the Oracle® Enterprise Session Border Controller does not
subtract the amount of bandwidth.

ORACLE

In other words:

When you enable this feature, an inter-realm media-released call will decrement the
maximum bandwidth allowed in that realm with the bandwidth used for that call.

When you disable this feature (default behavior), and inter-realm media-released call will
not decrement the maximum bandwidth allowed for that call.
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Bandwidth CAC Configuration

To enable bandwidth CAC for media release:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
2. Type media-manager and press Enter.

ORACLE (confiqure) # media-manager
ORACLE (media-manager) #

3. Type realm-config and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (media-manager) # realm-config
ORACLE (realm-confiqg) #

4. Select the realm where you want to want to add this feature.
ORACLE (realm-config) # select

5. bw-cac-non-mm—Enable this parameter to turn on bandwidth CAC for media release.
The default is disabled. The valid values are:
* enabled | disabled

6. Save and activate your configuration.

Media Release between Endpoints with the Same IP Address

You can configure your Oracle® Enterprise Session Border Controller to release media
between two endpoints even when one of them:

» Is directly addressable at the same IP address as a NAT device, but is not behind a NAT
device

* Is at the same IP address of a NAT device the other endpoint is behind

You enable this feature on a per-realm basis by setting an option in the realm configuration.

When this option is not set, theOracle® Enterprise Session Border Controller will (when
configured to do so) release media between two endpoints sharing one NAT IP address in the
same realm or network.

Media Release Configuration

ORACLE

In order for this feature to work properly, the following conditions apply for the realm
configuration:

e Either the mm-in-realm or the mm-in-network parameter must be disabled; you can have
one of these enabled as long as the other is not. The new option will apply to the
parameter that is disabled.

e If either the mm-in-realm or mm-in-network parameter is enabled, then the mm-same-ip
parameter must be disabled.
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To enable media release between endpoints with the same IP address:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

2. Type media-manager and press Enter.

ORACLE (confiqure) # media-manager
ORACLE (media-manager) #

3. Type realm-config and press Enter.

ORACLE (media-manager) # realm-config

If you are adding support for this feature to a pre-existing realm, then you must select
(using the ACLI select command) the realm that you want to edit.

4. options—Set the options parameter by typing options, a Space, the option name
release-media-at-same-nat with a plus sign in front of it, and then press Enter.

ORACLE (realm-config) # options +release-media-at-same-nat

If you type the option without the plus sign, you will overwrite any previously
configured options. In order to append the new options to the realm configuration’s
options list, you must prepend the new option with a plus sign as shown in the
previous example.

5. Save and activate your configuration.

Media Release Behind the Same NAT IP Address

You can now configure your Oracle® Enterprise Session Border Controller to release media
between endpoints sharing the same NAT IP address, even if one endpoint is at—but not
behind—the same NAT. This feature expands on the Oracle® Enterprise Session Border
Controller'S pre-existing ability to release media between calling and called parties behind the
same IP address/NAT device in the same realm or network.

Media Release Configuration

For this feature to work properly, your realm configuration should either have the mm-in-realm
or mm-in-network parameter set to disabled, unless the mm-same-ip parameter is set to
disabled. If the mm-same-ip parameter is enabled, then mm-in-realm or mm-in-network can
both be enabled.

To set the option that enables media release behind the same IP address:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #
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2. Type media-manager and press Enter.

ORACLE (configure) # media-manager
ORACLE (media-manager) #

3. Type realm-config and press Enter.

ORACLE (media-manager) # realm-config
ORACLE (realm-config) #

If you are adding support for this feature to a pre-existing realm, then you must select
(using the ACLI select command) the realm that you want to edit.

4. options—Set the options parameter by typing options, a Space, the option name
release-media-at-same-nat with a plus sign in front of it, and then press Enter.

ORACLE (realm-config) # options +release-media-at-same-nat

If you type the option without the plus sign, you will overwrite any previously
configured options. In order to append the new options to the realm configuration’s
options list, you must prepend the new option with a plus sign as shown in the
previous example.

5. Save and activate your configuration.

Codec Reordering

ORACLE

Certain carriers deploy voice services where their peering partners do not use the carriers’
preferred codecs. The Oracle® Enterprise Session Border Controller can now reorder the
codecs so that the preferred one is selected first.

Take the example of a carrier that deploys a voice service using G.729 rather than G.711. If
that carrier has a peering partner providing call origination for the VolP customers with G.711
used as the preferred codec, there can be issues with codec selection.

The Oracle® Enterprise Session Border Controller resolves this issue by offering its codec
reordering feature. Enabled for realms and session agents, this feature gives the Oracle®
Enterprise Session Border Controller the ability to reorder the default codec in an SDP offer to
the preferred codec before it forwards the offer to the target endpoint. When you enable this
feature, you increase the probability that the target endpoint will choose the preferred codec for
its SDP answer, thereby avoiding use of the undesired codec.

You enable codec reordering feature by setting the preferred-codec=X (where X is the
preferred codec) option in the realm and session agent configurations. You set it in the realm
from which the Oracle® Enterprise Session Border Controller receives SDP offers (in requests
or responses), and for which the media format list needs to be reordered by the Oracle®
Enterprise Session Border Controller prior to being forwarded. To configure additional codec
ordering support for cases when a response or request with an SDP offer is from a session
agent, you can set this option in the session agent configuration.

If you enable the option, the Oracle® Enterprise Session Border Controller examines each
SDP media description before if forwards an SDP offer. And if necessary, it performs
reordering of the media format list to designate that the preferred codec as the default.

The Oracle® Enterprise Session Border Controller determines preferred codecs in the
following ways:
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» If the response or request with an SDP offer is from a session agent, the Oracle®
Enterprise Session Border Controller determines the preferred codec by referring to the
session agent configuration. You set the preferred codec for a session agent by configuring
it with the preferred-codec=X option.

« If the response or request with an SDP offer is not from a session agent or is from a
session agent that does not have the preferred-codec=X option configured, the Oracle®
Enterprise Session Border Controller determines the preferred codec by referring to the
preferred-codec=X option in the realm.

* If the Oracle® Enterprise Session Border Controller cannot determine a preferred codec, it
does not perform codec reordering.

The way that the Oracle® Enterprise Session Border Controller performs codec reordering is to
search for the preferred codec in the SDP offer’'s media description (m=) line, and designate it
as the default codec (if it is not the default already). After it marks the preferred codec as the
default, the Oracle® Enterprise Session Border Controller does not perform any operation on
the remaining codecs in the media format list.

# Note:

that the Oracle® Enterprise Session Border Controller performs codec reordering on
the media format list only. If the rtpmap attribute of the preferred codec is present, the
Oracle® Enterprise Session Border Controller does not reorder it.

Preferred Codec Precedence

When you configure preferred codecs in session agents or realms, be aware that the codec
you set for a session agent takes precedence over one you set for a realm. This means that if
you set preferred codecs in both configurations, the one you set for the session agent will be
used.

In the case where the Oracle® Enterprise Session Border Controller does not find the session
agent’s preferred codec in the SDP offer's media format list, then it does not perform codec
reordering even if the media format list contains the realm’s preferred codec.

Codec Reordering Configuration

ORACLE

When you configure codec ordering, the codec you set in either the session agent or realm
configuration must match the name of a media profile configuration. If your configuration does
not use media profiles, then the name of the preferred codec that you set must be one of the
following:

« PCMU

« (G726-32
« G723

« PCMA

- G722

« (G728

« G729
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# Note:

If you configure this feature for a session agent, you must configure it for the
associated realm as well. Otherwise, the feature will not work correctly.

Setting a Preferred Codec for a Realm

To set a preferred codec for a realm configuration:

These instructions assume that you want to add this feature to a realm that has already been
configured.

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
2. Type media-manager and press Enter.

ORACLE (configure) # media-manager
ORACLE (media-manager) #

3. Type realm-config and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (media-manager) # realm-config
ORACLE (realm-confiqg) #

4. Select the realm where you want to apply this feature.

ORACLE (realm-config) # select

identifier:
1: public mediaZ:0 0.0.0.0
2: private medial:0 0.0.0.0

selection:1
ORACLE (realm-config) #

5. options—Set the options parameter by typing options, a Space, the option name
preceded by a plus sign (+) (preferred-codec=X), and then press Enter. X is the codec
that you want to set as the preferred codec.

ORACLE (realm-config) # options +preferred-codec=PCMU

If you type options preferred-codec=X, you will overwrite any previously configured
options. In order to append the new option to the realm-config’s options list, you
must prepend the new option with a plus sign as shown in the previous example.

6. Save and activate your configuration.

Setting a Preferred Codec for a Session Agent

To set a preferred codec for a session agent configuration:

These instructions assume that you want to add this feature to a session agent that has
already been configured.
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1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
2. Type session-router and press Enter.

ORACLE (configure) # session-router
ORACLE (session-router) #

3. Type session-agent and press Enter. The system prompt changes to let you know that
you can begin configuring individual parameters.

ORACLE (session-router) # session-agent
ORACLE (session-agent) #

4. Select the session agent where you want to apply this feature.

ORACLE (session-agent) # select

<hostname>:

1: acmepacket.com realm= ip=

2: sessionAgent?2 realm=tester ip=172.30.1.150
selection:

selection:1
ORACLE (session-agent) #

5. options—Set the options parameter by typing options, a Space, the option name
preceded by a plus sign (+) (preferred-codec=X), and then press Enter. X is the codec
that you want to set as the preferred codec.

ORACLE (session-agent) # options +preferred-codec=PCMU

If you type options preferred-codec=X, you will overwrite any previously configured
options. In order to append the new option to the session agent’s options list, you
must prepend the new option with a plus signh as shown in the previous example.

6. Save and activate your configuration.

Media Profiles Per Realm

ORACLE

For different codecs and media types, you can set up customized media profiles that serve the
following purposes:

e Police media values
» Define media bandwidth policies
e Support H.323 slow-start to fast-start interworking

You can use media policies globally for the Oracle® Enterprise Session Border Controller, or—
starting with Release C6.1.0—you can configure them for application on a per-realm basis. For
a realm, you can configure a list of media profiles you want applied. The Oracle® Enterprise
Session Border Controllermatches the value you set for the match-media-profiles parameter,
and then applies those media profiles to the realm itself and to all of its child realms (but not to
its parent realms).
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# Note:

This feature has no impact on the ways the Oracle® Enterprise Session Border
Controller uses media profiles non-realm applications such as: H.323 interfaces, SIP
interfaces, IWF, session agents, codec policies, and policy attributes.

Call Admission Control and Policing

The Oracle® Enterprise Session Border Controller supports call admission control (CAC)
based on realm, and it applies the limits on either ingress or egress bandwidth counters. If a
calls exceeds bandwidth on either the ingress or egress side, the Oracle® Enterprise Session
Border Controller rejects the call. You can also use per-user CAC, which limits the maximum
bandwidth from the east and west flows for both the TO and FROM users.

When you apply media profiles to a realm, the Oracle® Enterprise Session Border Controller
applies bandwidth policing from the flow’s ingress realm media profile. In the diagram below,
the Oracle® Enterprise Session Border Controller policies traffic for Realm A based Realm A's
policing values, and the same is true for Realm B.

Realm A Realm B

SDP: PCMU SDP: PCMU

Profile bandwidth: 50 Profile bandwidth: 200
Ingress bandwidth used: 50 Ingress bandwldth used; 200
Egress bandwidth used: 50 Egress bandwidth used: 200

-

In BW: 50 Out BW: 200
W5t Flow:

Out BW: 50 In BW: 200

Media Profile Configuration

This section shows you how to configure multiple media profiles per realm, and it explains how
to use wildcarding.

To reference a media profile in this list, you need to enter its name and subname values in the
following format <name>::<subname>. Releases C6.1.0 and later accept the subname so you
can configure multiple media profile for the same codec; the codec name customarily serves
and the name value for a media profile configuration.

About Wildcarding

ORACLE

You can wildcard both portions (name and subname) of this value:

*  When you wildcard the name portion of the value, you can provide a specific subname that
the Oracle® Enterprise Session Border Controller uses to find matching media profiles.

*  When you wildcard the subname portion of the value, you can provide a specific name that
the Oracle® Enterprise Session Border Controller uses to find matching media profiles.
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You can also enter the name value on its own, or wildcard the entire value. Leaving the
subname value empty is also significant in that it allows the realm to use all media profile that
have no specified subname. However, you cannot leave the name portion of the value
unspecified (as all media profiles are required to have names).

Consider the examples in the following table:

Syntax Example Value Description

<name> PCMU Matches any and all media profiles with the name value

configured as PCMU. This entry has the same meaning
as a value with this syntax: <name>::*.

<name>:: PCMU:: Matches a media profile with the name with the name

value configured as PCMU with an empty subname
parameter.

<name>::<subname> PCMU::64k Matches a media profiles with the name with the name

value configured as PCMU with the subname parameter
set to 64k.

* Matches anything, but does not have to be a defined
media profile.

*x Matches any and all media profiles, but requires the
presence of media profile configurations.

::<subname> *::64k Matches all media profiles with this subname. You might

have a group of media profiles with different names, but
the same subname value.

*i Matches any media profiles with an empty subname
parameter.

Invalid
uF Invalid

The Oracle® Enterprise Session Border Controller performs matching for wildcarded match-
media-profiles values last. Specific entries are applies first and take precedence. When the
Oracle® Enterprise Session Border Controller must decide between media profiles matches, it
selects the first match.

To use media profiles for a realm:

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

Type media-manager and press Enter.

ORACLE (configure) # media-manager
ORACLE (media-manager) #

Type realm-config and press Enter. If you are adding this feature to a pre-existing realm
configuration, you will need to select and edit your realm.

ORACLE (media-manager) # realm-config
ORACLE (realm-config) #

match-media-profiles—In the form <name>::<subname>, enter the media profiles you
would like applied to this realm. These values correspond to the name and subname
parameters in the media profile configuration. You can wildcard either of these portions of
the value, or you can leave the <subname> portion empty.
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This parameter has no default.

5. Save and activate your configuration.

Multiple Media Profiles

You can use the media profiles configuration to set up:

e One media profile for a particular SIP SDP encoding (such as G729), where the hame of
the profile identifies it uniquely. This behavior is your only option in Oracle® Enterprise
Session Border Controller release prior to Release C6.1.0.

e Multiple media profiles for the same SIP SDP encoding. Available in Release C6.1.0 and
forward, you can create multiple media profiles for the same encoding. To do so, you add a
subname to the configuration, thereby identifying it uniquely using two pieces of
information rather than one.

The sections below provide two descriptions of deployments where using multiple profiles for
the same codec would solve codec and packetization problems for service providers.

Use Case 1

Service Provider 1 peers with various carriers, each of which uses different packetization rates
for the same codec. For example, their Peer 1 uses 10 milliseconds G.711 whereas their Peer
2 uses 30 milliseconds for the same codec. The difference in rates produces a difference in
bandwidth consumption—resulting in a difference in SLA agreements and in Oracle®
Enterprise Session Border Controller call admission control (CAC) and bandwidth policing.
Service Provider 1 uses the Oracle® Enterprise Session Border Controller’s media profile
configuration parameters to determine CAC (req-bandwidth) and bandwidth policing (avg-
rate-limit). Because this service provider’s peers either do not use the SDP p-time attribute or
use it inconsistently, it is difficult to account for bandwidth use. And so it is likewise difficult to
set up meaningful media profiles.

The best solution for this service provider—given its traffic engineering and desire for the
cleanest routing and provisioning structures possible—is to define multiple media profiles for
the same codec.

Use Case 2

Service Provider 2 supports H.263 video, for which the Oracle® Enterprise Session Border
Controller offers a pre-provisioned media profile with a set bandwidth value. And yet, H.263 is
not a codec that has a single bandwidth value. Instead, H.263 can have different bandwidth
values that correspond to various screen resolution and quality. While it is true that the
Oracle® Enterprise Session Border Controllercan learn the requisite bandwidth value from
SDP, not all SDP carries the bandwidth value nor do system operators always trust the values
communicated.

Configuring multiple media profiles for the same codec (here, H.263) helps considerably with
this problem—and moves closer to complete solution. Service Provider 2 can configure H.263
media profiles capable of handling the different bandwidth values that might appear.

Multiple Media Profiles Configuration

Configuring the subname parameter in the media profiles configuration allows you to create
multiple media profiles with the same name.

To configure the subname parameter for a media profile:

ORACLE 268



Chapter 3
SIP Disable Media Inactivity Timer for Calls Placed on Hold

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

2. Type session-router and press Enter.

ORACLE (configure) # session-router
ORACLE (session-router) #

3. Type media-profile and press Enter. If you are adding this feature to a pre-existing media
profile configuration, you will need to select and edit your media profile.

ORACLE (session-router) # media-profile
ORACLE (media-profile) #

4. subname—Enter the subname value for this media profile. Information such as the rate or
bandwidth value make convenient subname values. For example, you might set the hame
of the media profile as PCMU and the subname as 64k.

This parameter is not require and has no default.

5. Save and activate your configuration.

SIP Disable Media Inactivity Timer for Calls Placed on Hold

Hardware-based media flow guard timers detect when a call has lost media while it is being
relayed through the Oracle® Enterprise Session Border Controller. In response, the system
tears down the call.

You can configure disable-guard-timer-sendonly to disable media inactivity timers for calls
placed on hold. The Oracle® Enterprise Session Border Controller disableds initial and
subsequent guard timers for media when the SIP or IWF call is put on hold with a 0.0.0.0
address in:

¢ The c=connection line
¢ An a=inactive attribute
* An a=sendonly attribute

It should be noted that disabling the media inactivity timers will also disable the guard timers
for calls which are not necessarily on hold, but simply are one-way audio applications.

Media Inactivity Timer Configuration

ORACLE

To disable the media inactivity timer for calls placed on hold:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

2. Type media-manager and press Enter.

ORACLE (configure) # media-manager
ORACLE (media-manager) #
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3. Type media-manager-config and press Enter.

ORACLE (media-manager) # media-manager-config
ORACLE (media-manager-config) #

4. options—Set the options parameter by typing options, a Space, the option-name
disable-guard-timer-sendonly with a plus sign in front of it, and then press Enter.

ORACLE (media-manager-config) # options +disable-guard-timer-sendonly

If you type the option without the plus sign, you will overwrite any previously configured
options. In order to append the new options to the SIP interface configuration’s options list,
you must prepend the new option with a plus sign as shown in the previous example.

5. Save and activate your configuration.

Media Manager Configuration for Virtual Machines

ORACLE

The Enterprise SBC provides you with a means of tuning the media manager for VM
deployments.

As the Enterprise SBC can classify traffic for use in DoS policing, bandwidth may be reserved
for certain traffic types. Reserved bandwidth is expressed as a percentage of maximum
available system bandwidth. The system's maximum bandwidth is determined by the hardware
configuration and the number of available signaling cores. The maximum system bandwidth is
defined as the speed of ingress traffic sent to the host, measured in packets per second (PPS).
It is reported in the show platform limits command, referring to the "Maximum Signaling rate".

The following configuration options are available in the media-manager-config. These options
are used to configure reserved bandwidth for application signaling, and ARP, and untrusted
traffic.

* max-sighaling-packets—Set the maximum overall bandwidth available for the host path
in packets per second, which includes signaling messages from trusted and untrusted
sources. The maximum value for each platform is used as the default value for that
platform.

— The maximum depends on the platform, as follows:
*  Acme Packet 1100 platform: the maximum is 10,000
*  Acme Packet 3900 platform: the maximum is 40,000
*  Acme Packet 3950/4900 platform: the maximum is 110,000
*  COTs and VM platforms: the maximum is system dependent

* min-untrusted-sighaling—The minimum percentage of maximum system bandwidth
available for untrusted traffic. The rest of the bandwidth is available for trusted resources,
but can also be used for untrusted sources per max-untrusted-signaling. Default: 30.
Range: 1-100.

*  max-untrusted-signaling—The percentage of the maximum signaling packets you want
to make available for messages coming from untrusted sources. This is a floating
highwater mark and is only available when not in use by trusted sources. Default: 100.
Range:1-100.

* tolerance-window—The size of the window, in seconds, used to measure host access
limits for measuring the invalid message rate and maximum message rate for the realm
configuration. Default: 30. Range: 0-4294967295.
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° max-arp-rate—The maximum percentage or max-signaling-packets available for ARP
traffic. Default: 30. Range: 1-100.

The user can also set controls on untrusted traffic from either realm or static ACL configuration
using the untrusted-signal-threshold parameter.
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SIP Signaling Services

About the Oracle® Enterprise Session Border Controller and SIP

This section describes the Oracle® Enterprise Session Border Controller’s support of SIP. It
provides the basic information you need to understand before you configure the Oracle®
Enterprise Session Border Controller for SIP signaling.

Types of SIP Devices

There are four types of SIP devices:

SIP user agent (UA) is an endpoint in SIP end-to-end communication. A UA is a user agent
client (UAC) when it initiates a request and waits to receive a response. A UA is a user
agent server (UAS) when it receives a request and generates a response. A given UA will
be a UAC or a UAS depending on whether it is initiating the request or receiving the
request.

A SIP proxy (or proxy server) is an intermediary entity that acts as both a server and a
client for the purpose of making requests on behalf of other clients. A proxy server’s
primary role is routing. Its job is to ensure that a request is sent to another entity closer to
the targeted user. A proxy interprets, and if necessary, rewrites specific parts of a request
message before forwarding it.

A SIP redirect server is a UAS that generates redirect responses to requests it receives,
directing the client to contact an alternate set of targets. Unlike a proxy which forwards the
request to the alternate set of targets, the redirect response tells the UAC to directly
contact the alternate targets.

A SIP registrar is a server that accepts REGISTER requests and places the information it
receives in those requests into the location service for the domain it handles. Proxies and
redirect servers can use the information from the location service to determine the location
of the targeted user.

A redirect server and a registrar are each a special type of UA because they act as the
UAS for the requests they process.

Basic Service Models

The Oracle® Enterprise Session Border Controller operates as a back-to-back user agent

(B2BUA) within the following two basic service models:

About B2BUA

ORACLE

peering

hosted IP services

A B2BUA is a logical entity that receives a request and processes it as a user agent server

(UAS). In order to determine how the request should be answered, it acts as a user agent
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client (UAC) and generates requests. It maintains dialog state and must participate in all
requests sent on the dialogs it has established.

SIP B2BUA Peering

The Oracle® Enterprise Session Border Controller operates as a SIP B2BUA. It terminates SIP
sessions and re-originates them as new sessions as they are routed through the Oracle®
Enterprise Session Border Controller. For each session, it establishes NAPT translations and
re-writes SDP to allow all session related media to be routed through the Oracle® Enterprise
Session Border Controller. It generates new call IDs and modifies SIP headers to prevent any
protected SIP addresses and route information from being transmitted to external peers. The
Oracle® Enterprise Session Border Controller supports multiple SIP interfaces that are
associated with a set of media ports, thus appearing as multiple virtual SIP gateways.

Incoming packet to B2BUA

INVITE sip:callea & thara.com SIP2.0
Via: SIP2.0UDP 5.6,78:5060

Via: SWP/2.0/UDP 1.2.3.4:5080

From: sip:caller@ have.com

To: sip:callee & there.com

Call-ID: xyrry @hara.com

Contact: srp:caller@ hare.com

Net-Net Domain B
w
A-BosS2 a A

5678 9.10.11.12 12.14.15.16
Here.com i There.com
1234 Domain A 17.18.19.20

Outgoing packet from B2BUA
INVITE sip:cailee &@thare.com SIP/2.0
Via: SIP2.0/UDP 9.10.11.12:5060
From: sipicaller@® hare.com

To: sip:calles &thara.com

Call-ID: 1234567890%8,10.11.12
Contact: sip:.caller®9.10.11.12

B2BUA Hosted IP Services

The Oracle® Enterprise Session Border Controller acts as an outbound proxy for SIP
endpoints and performs the operations required to allow UAs behind NATSs to initiate and
terminate SIP sessions (Hosted NAT Traversal).

The Oracle® Enterprise Session Border Controller caches registration requests from SIP
endpoints and forwards them to the appropriate softswitch or registrar in its backbone network.
All subsequent signaling between the endpoint and the backbone network is through the
Oracle® Enterprise Session Border Controller. Also, all calling features such as caller ID, call
waiting, three-way calling, and call transfer are all supported transparently through the Oracle®
Enterprise Session Border Controller.
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Incoming packet to B2BUA

INVITE sip:callee @ thare.com SIF2.0
Via: SIP2.0/UDP 5.6,7.8:5060

Via: SIP2.0/UDP 1.2.3.4:5080

From: sip:caller@ hare.com

To: sip:callee@thera.com

Call-lD: xyzzy @ here.com

Contact: sip:caller @ hera.com

T Backbone Network A
- 2 g SEC
- - —————h—g - - — -

9.10.11.12 12.14.15.16

Access Network There.com
Here.com

1234 Quigoing packet from B2BUA 17.18.19.20
INVITE sip:callee @ thare.com SIF2.0
Via: SIP2.0UDP §.10.11.12:5060
From: sip:caller @hera.com
To: sip:callee @ thera.com
Call-iD: 1234567890&9.10.11.12
Contact: sip:caller@9,10.11.12

SIP B2BUA and L3 L5 NAT

For each SIP session, the Oracle® Enterprise Session Border Controller establishes NAPT
translations and re-writes SDP to route all session related media through the Oracle®
Enterprise Session Border Controller. These actions make the Oracle® Enterprise Session
Border Controller look like a SIP gateway. Also, the Oracle® Enterprise Session Border
Controller support of multiple SIP interfaces associated with different network interfaces makes
it appear as multiple virtual SIP gateways.

This functionality enables the Oracle® Enterprise Session Border Controller to deliver VolP
services to multiple end users, across a VPN backbone.

About SIP Interfaces

The SIP interface defines the transport addresses (IP address and port) upon which the
Oracle® Enterprise Session Border Controller receives and sends SIP messages. You can
define a SIP interface for each network or realm to which the Oracle® Enterprise Session
Border Controller is connected. SIP interfaces support both UDP and TCP transport, as well as
multiple SIP ports (transport addresses). The SIP interface’s SIP NAT function lets Hosted NAT
Traversal (HNT) be used in any realm.

SIP INVITE Message Processing

When the session agent element on the softswitch side of the message flow (ingress session
agent) has the gateway contact parameter configured as an option, the Oracle® Enterprise
Session Border Controller looks for the URI parameter (as defined by the gateway contact
parameter) in the Request-URI and decodes the gateway address.
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The following example shows a SIP INVITE message from a softswitch to a Oracle®
Enterprise Session Border Controller.

INVITE sip:05030205555@ss-side-ext-address;gateway=encoded-gw-address
From: "Anonymous"<sip:anonymous@anonymous.invalid>;tag=xxxx
To: <sip:05030205555@ss-side-ext-address;user=phone>

The following example shows a SIP INVITE message from a Oracle® Enterprise Session
Border Controller to a gateway.

INVITE sip:05030205555@gw-ip-address SIP/2.0
From: "Anonymous"<sip:anonymous@anonymous.invalid>;tag=SDxxxx-XXXX
To: <sip:05030205555@ hostpart;user=phone>

The Oracle® Enterprise Session Border Controller converts the hostpart in the To header
except in the following scenarios:

* when the original hostpart value received is an Fully Qualified Domain Name (FQDN)

* when the Oracle® Enterprise Session Border Controller is configured not to NAT the To
headers.

Oracle recommends configuring the Oracle® Enterprise Session Border Controller to NAT the
To headers to ensure the security of protected addresses. Otherwise, the outgoing hostpart is
set to the SIP NAT's external proxy address for the SIP NAT'’s external realm.

Configuring the Oracle® Enterprise Session Border Controller for
SIP Signaling

ORACLE

This section contains a diagram of a B2BUA peering environment that illustrates the Oracle®
Enterprise Session Border Controller components you need to configure.
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Home Realm

Overview

This section explains how to configure a home realm. The home realm applies only to a SIP
configuration. It represents the internal default realm or network for the Oracle® Enterprise
Session Border Controller and is where the Oracle® Enterprise Session Border Controller’s
SIP proxy is located.

You primarily use a home realm when using the SIP NAT function to connect multiple realms/
networks to the Oracle® Enterprise Session Border Controller. You define the home realm
defined as either public or private for the purposes of using the SIP NAT function. If the home
realm is public, all external realms are considered private. If the home realm is private, all
external networks are considered public. Usually the home realm is public.

Messages are encoded (for example, the topology is hidden) when they pass from a private to
a public realm. Messages are decoded when the pass from a public realm to a private realm.

These external realms/networks might have overlapping address spaces. Because SIP
messages contain IP addresses, but no layer 2 identification (such as a VLAN tag), the SIP
proxy must use a single global address space to prevent confusing duplicate IP addresses in
SIP URIs from different realms.

SIP NAT Function

ORACLE

The SIP NAT function converts external addresses in SIP URIs to an internal home realm
address. Usually the external address is encoded into a cookie that is added to the userinfo
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portion of the URI and the external address is replaced with a home realm address unique to
the SIP NAT (the SIP NAT home address).

URIs are encoded when they pass from a private realm to a public realm. When an encoded
URI passes back to the realm where it originated, it is decoded (the original userinfo and host
address are restored). The encoding/decoding process prevents the confusion of duplicate
addresses from overlapping private addresses. It can also be used to hide the private address
when a SIP message is traversing a public network. Hiding the address occurs when it is a
private address; or when the owner of the private network does not want the IP addresses of
their equipment exposed on a public network or on other private networks to which the
Oracle® Enterprise Session Border Controller connects.

Home Realm’s Purpose

A home realm is required because the home address for SIP NATs is used to create a unique
encoding of SIP NAT cookies. You can define the home realm as a network internal to the
Oracle® Enterprise Session Border Controller, which eliminates the need for an actual home
network connected to the Oracle® Enterprise Session Border Controller. You can define this
virtual home network if the supply of IP addresses is limited (because each SIP NAT requires a
unigue home address), or if all networks to which the Oracle® Enterprise Session Border
Controller is connected must be private to hide addresses.

For example, you can define a public home realm using the loopback network (127.0.0.0) and
using the home realm address prefix (for example, 127.0.0.0/8) for encoding addresses that do
not match (all addresses outside 127.0.0.0/8) in SIP NAT cookies. The SIP NAT address prefix
field can be used to accomplish this while keeping the ability to define an address prefix for the
ream for ingress realm determination and admission control. By defining the SIP NAT address
prefix as 0.0.0.0, the home realm address prefix is used to encode addresses that do not
match.

Home Realm Configuration

ORACLE

To configure the home realm:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal

2. Type session-router and press Enter to access the system-level configuration elements.
ORACLE (configure) # session-router

3. Type sip-config and press Enter. The system prompt changes.

ORACLE (session-router) # sip-config
ORACLE (sip-confiqg) #

From this point, you can configure SIP configuration parameters. To view all sip-config
parameters, enter a ? at the system prompt.

4. home-realm-id—Enter the name of the realm you want to use for the realm ID. For
example, acme.

The name of the realm must correspond to the identifier value you entered when you
configured the realm.
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5. egress-realm-id—Optional. Enter the egress realm ID to define the default route for SIP
requests addressed to destinations outside the home realm’s address prefix.

If you enter a value for this optional field, it must correspond to the identifier value you
entered when you configured the realm.

# Note:

You should leave this parameter blank for access/backbone applications. When
left blank, the realm specified in the home-realm-id parameter is used by default.

6. nat-mode—Indicate the SIP NAT mode. The default is none. The valid values are:

SIP Interfaces

public—Indicates the subnet defined in the addr-prefix-id field of the home realm is
public and the subnet defined in the addr-prefix-id field of all external realms identified
in the SIP NAT are private networks. IPv4 addresses are encoded in SIP messages
received from the external realm defined by the SIP NAT. The IPv4 addresses are
decoded in messages that are sent to the realm.

private—Indicates the subnet defined in the addr-prefix-id field of the home realm is
private and the subnet defined in the addr-prefix-id field of all external realms identified
in the SIP NAT are public networks. IPv4 addresses are encoded in SIP messages
sent to the external realm defined by the SIP NAT and decoded in messages received

from the realm.

none—No SIP NAT function is necessary.

The following example shows the SIP home realm configured for a peering network.

sip-config
state
operation-mode

dialog-transparency
home-realm-id
egress-realm-id
nat-mode
registrar-domain
registrar-host
registrar-port
init-timer
max-timer
trans-expire
invite-expire
inactive-dynamic-conn
red-sip-port
red-max-trans
red-sync-start-time
red-sync-comp-time
last-modified-date

disabled

enabled
dialog

acme

Public

0

500
4000
32
180
32
1988
10000
5000
1000
2005-03-19 12:41:28

This section explains how to configure a SIP interface. The SIP interface defines the transport
addresses (IP address and port) upon which theOracle® Enterprise Session Border Controller
receives and sends SIP messages.

ORACLE
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The SIP interface defines the signaling interface. You can define a SIP interface for each
network or realm to which the Oracle® Enterprise Session Border Controller is connected. SIP
interfaces support both UDP and TCP transport, as well as multiple SIP ports (transport
addresses). The SIP interface also lets Hosted NAT Traversal (HNT) be used in any realm.

The SIP interface configuration process involves configuring the following features:
e address and transport protocols (SIP ports)

e redirect action

e proxy mode

e trust mode

About SIP Ports

A SIP port defines the transport address and protocol the Oracle® Enterprise Session Border
Controller will use for a SIP interface for the realm. A SIP interface will have one or more SIP
ports to define the IP address and port upon which the Oracle® Enterprise Session Border
Controller will send and receive messages. For TCP, it defines the address and port upon
which the Oracle® Enterprise Session Border Controller will listen for inbound TCP
connections for a specific realm.

You need to define at least one SIP port, on which the SIP proxy will listen for connections. If
using both UDP and TCP, you must configure more than one port. For example, if a call is sent
to the Oracle® Enterprise Session Border Controller using TCP, which it needs to send out as
UDP, two SIP ports are needed.

Preferred SIP Port

When a SIP interface contains multiple SIP ports of the same transport protocol, a preferred
SIP port for each transport protocol is selected for outgoing requests when the specific SIP
port cannot be determined. When forwarding a request that matched a cached registration
entry (HNT or normal registration caching), the SIP port upon which the original REGISTER
message arrived is used. Otherwise, the preferred SIP port for the selected transport protocol
is used. When selecting the preferred SIP port, the default SIP port of 5060 will be selected
over other non-default ports.

For SIP interfaces using the SIP NAT function, the preferred SIP port address and port will take
precedence over the external address of the SIP NAT when they do not match. If both TCP
and UDP SIP ports are defined, the address and port of the preferred UDP port is used.

Proxy Mode

ORACLE

The Oracle® Enterprise Session Border Controller's proxy mode determines whether it
forwards requests received on the SIP interface to target(s) selected from local policy; or sends
a send a redirect response to the previous hop. Sending the redirect response causes the
previous hop to contact the targets directly.

If the source of the request matches a session agent with a proxy mode already defined, that
mode overrides the proxy mode defined in the SIP interface.

You can configure the proxy mode to use the Record-Route option. Requests for stateless and
transaction operation modes are forwarded with a Record-Route header that has the Oracle®
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Enterprise Session Border Controller's addresses added. As a result, all subsequent requests
are routed through the Oracle® Enterprise Session Border Controller.

Redirect Action

The redirect action is the action the SIP proxy takes when it receives a SIP Redirect (3xx)
response on the SIP interface. If the target of the request is a session agent with redirect
action defined, its redirect action overrides the SIP interface’s.

You can set the Oracle® Enterprise Session Border Controllerto perform a global redirect
action in response to Redirect messages. Or you can retain the default behavior where the
Oracle® Enterprise Session Border Controller sends SIP Redirect responses back to the
previous hop (proxy back to the UAC) when the UAS is not a session agent.

The default behavior of the Oracle® Enterprise Session Border Controller is to recurse on SIP
Redirect responses received from the user agent server (UAS) and send a new request to the
Contact headers contained in the SIP Redirect response.

Instead of this default behavior, the Oracle® Enterprise Session Border Controller can proxy
the SIP Redirect response back to the user agent client (UAC) using the value in the session
agent’s redirect action field (when the UAS is a session agent). If there are too many UASes to
define as individual session agents or if the UASs are HNT endpoints, and SIP Redirect
responses need to be proxied for UASs that are not session agents; you can set the default
behavior at the SIP Interface level.

SIP maddr Resolution

ORACLE

Release S-C6.2.0 provides enhanced resolution of addresses found in SIP contact headers, or
in the maddr (multicast address) parameter of SIP 3xx REDIRECT messages. Previous
releases resolved these addresses as either a host address or as a session agent name. With
Release 6.2.0 these addresses can also be resolved as session agent group (SAG) names.

Support for SAG-based resolution is provide by a new sip-config parameter, sag-lookup-on-
redirect. By default, SAG lookup is disabled, providing compatibility with prior releases.

The following sample SIP REDIRECT and ACLI configuration fragment illustrate enhanced
processing.

Status-Line: SIP/2.0 302 Moved

Message Header

Via: SIP/2.0/UDP
192.168.200.224:5060;branch=2z9hG4bKa0£fs40009090sc800780.1
From: <sip:1111@192.168.1.222:6000>;tag=1

To: sut <sip:2223@192.168.1.224:5060>;tag=11

Call-ID: 1-28515@192.168.1.222

CSeq: 1 INVITE

Contact: <sip:1111@192.168.1.223;maddr=test.acmepacket.com>
Privacy: user;id;critical;session

P-Preferred-Identity: sipp <sip:sipp@192.168.200.222:5060>
P-Asserted-Identity: abc.com

Subject: abc

Proxy-Require: privacy,prack,abc

Content-Length: 0

session-group

group-name test.acmepacket.com
description
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state enabled
app-protocol SIP
strategy Hunt
dest

192.168.200.222
192.168.200.223

In this case, when the Oracle® Enterprise Session Border Controller receives the 302, it
resolves the information from maddr to a SAG name. In the above example, it will resolve to
the configured SAG — test.acmepacket.com. The destinations configured in SAG
test.acmepacket.com will be used to route the call.

SAG-based address resolution is based on the following set of processing rules.

1. When the Contact URI does not have an maddr parameter, and the hostname is not an IP
Address, the Oracle® Enterprise Session Border Controller will look for a SAG matching
the hostname.

2. When the Contact URI has an maddr parameter that contains an IP address, the Oracle®
Enterprise Session Border Controller will not look for a SAG; it will use the IP Address as
the target/next-hop.

3. When the Contact URI has an maddr parameter that contains a non-IP-address value, the
Oracle® Enterprise Session Border Controller will look for a SAG matching the maddr
parameter value.

The above logic can be turned on by enabling sag-lookup-on-redirect in the sip-config
object as shown below.

SIP maddr Resolution Configuration

Trust Mode

ORACLE

To configure the Oracle® Enterprise Session Border Controller to perform SAG-based maddr
resolution:

1. From superuser mode, use the following command sequence to access sip-config
configuration mode. While in this mode, you configure SAG-based address resolution.

ORACLE# configure terminal

ORACLE (configure) # session-router
ORACLE (session-router) # sip-config
ORACLE (sip-config) #

2. Use the sag-lookup-on-redirect parameter to enable SAG-based maddr resolution.

3. Use done, exit, and verify-config to complete SAG-based address resolution.

The Oracle® Enterprise Session Border Controller supports the Calling Identity privacy
requirements based on RFC 3323 and RFC 3325. The trust mode in the SIP interface
determines whether the source and destination of a request is a trusted entity. With the
implementation of this feature, the Oracle® Enterprise Session Border Controller can
understand and support the privacy headers and provide the capability for anonymous packets

The Oracle® Enterprise Session Border Controller, which acts as a boundary device between
the trusted platform and the untrusted Internet, understands the following headers:
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e Privacy Header
e P-Asserted-ldentity Header
e P-Preferred-ldentity Header

Depending on the value of these headers and the mode in which the Oracle® Enterprise
Session Border Controller is being operated (B2BUA or the proxy), the appropriate actions are
performed.

About the Process

ORACLE

On receiving a message, the Oracle® Enterprise Session Border Controller checks whether
the message source is trusted or not. It checks the SIP interface’s trust mode value and, if the
source is a session agent, the session agent’s trust me value. Depending on these values, the
Oracle® Enterprise Session Border Controller decides whether the request’s or response’s
source is trusted. If it receives message from a trusted source and the message contains the
P-Asserted-ldentity header field, the Oracle® Enterprise Session Border Controller passes this
message to the outgoing side. The outgoing side then decides what needs to be done with this
reguest or response.

If the request or the response is received from an untrusted source, the Privacy header value
is id (privacy is requested), and the P-Asserted-ldentity header field is included, the Oracle®
Enterprise Session Border Controller strips the Privacy and the P-Asserted-ldentity headers
and passes the request or the response to the outgoing side.

If the request or the response contains the P-Preferred-ldentity header and the message
source is untrusted, the Oracle® Enterprise Session Border Controller strips the P-Preferred-
Identity header from the request or the response and passes the message to the outgoing
side.

If the source is trusted or privacy is not requested (the value of the Privacy Header is not id)
and the request or the response contains the P-Preferred-ldentity header, the Oracle®
Enterprise Session Border Controller performs the following actions:

« inserts the P-Asserted-Identity header field with the value taken from the P-Preferred-
Identity header field

e deletes the P-Preferred-ldentity header value

e passes this request or the response to the Outgoing side for the appropriate action,
depending on the whether the destination is trusted or not

After the Oracle® Enterprise Session Border Controller passes the request or the response to
the outgoing side, it checks whether the destination is trusted by checking the SIP interface’s
trust mode value and the session agent’s trust me value (if the destination is configured as
session agent).

e The destination is trusted
The Oracle® Enterprise Session Border Controller does nothing with the request or the
response and passes it to the destination. If the P_Asserted_ldentity headers are present,
they are passed to the session agent (if the destination is configured as session agent).

e The destination is untrusted
The Oracle® Enterprise Session Border Controller looks at the value of the Privacy header.
If set to id, the Oracle® Enterprise Session Border Controller removes all the P-Asserted-
Identity headers (if present). It strips the Proxy-Require header if it is set to privacy. The
Oracle® Enterprise Session Border Controller also sets the From field of SIP header to
Anonymous and strips the Privacy header.
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If the Privacy header is set to none, the Oracle® Enterprise Session Border Controller
does not remove the P-Asserted-ldentity header fields.

If there is no Privacy header field, the SD will not remove the P-Asserted-Identity headers.

To implement this feature, you need to configure the session agent’s trust me parameter to
enabled (if the message source is a session agent) and the SIP interface’s trust mode to the
appropriate value.

Call Duration Counters

ORACLE

The Oracle® Enterprise Session Border Controller maintains aggregate call duration in
seconds for the current period, lifetime total and the lifetime-period-maximum. These counters
are maintained for each session agent, realm, SIP Interface, and globally across the system.
The call duration counter can count up to a 32 bit value, after which time it rolls over.

The call duration counters are displayed in the following show commands:
e show sipd agents

e show sipd realms

e show sipd interface

e show sipd status

Call Duration Calculation

Call duration is calculated as the time between (t1) when the Enterprise SBC receives the
2000K for the INVITE from terminating endpoint, and (t2) the time when Enterprise SBC
receives the final 2000K for the BYE message from terminating endpoint, regardless of
whether media is released. If the set-disconnect-time-on-bye parameter is enabled in the
sip-config, then the call termination time (t2') is when the Enterprise SBC receives the BYE
message originally from the endpoint ending the call.

Figure 4-1 Call Duration Calculation Example - Ladder Diagram
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Table 4-1 Call Duration Calculation Example - Results

Element Inbound Duration (sec) Outbound Duration (sec)
Session Agent: SA-1 2-t1 0

Session Agent: SA-2 0 t2-t1

Realm: InRealm 2-t1 0

Ream: OutRealm 0 t2-11

Interface: 1.1.1.1 2-t1 0

Interface: 2.2.2.2 0 t2 -1

The global system call duration for the previous example is t2' - t1 seconds if the set-
disconnect-time-on-bye parameter is enabled.

Configurable Timers and Counters

SIP timers and counters can be set in the global SIP configuration, and two can be specific for
individual SIP interfaces.

You can set the expiration times for SIP messages, and you can set a counter that restricts the
number of contacts that the Oracle® Enterprise Session Border Controller tries when it
receives a REDIRECT. These are similar to two parameters in the global SIP configuration,
trans-expire and invite-expire. You can also set a parameter that defines how many contacts/
routes the Oracle® Enterprise Session Border Controller will attempt on redirect.

Timer to Tear Down Long Duration Calls

ORACLE

The Oracle® Enterprise Session Border Controller currently provides the “flow-time-limit” timer
to terminate long duration calls. However, this timer is reset whenever the Oracle® Enterprise
Session Border Controller receives a Re-INVITE or UPDATE message, even when it is
provided for the session timer. This feature adds a non-resettable timer that, when enabled and
upon expiration, tears down long duration calls.

When the “flow-time-limit” timer for terminating long media flow expires, the Oracle® Enterprise
Session Border Controller sends a SIP BYE or H323 Release Complete message to tear down
the long call. However, this timer is reset whenever the SBC receives a Re-INVITE or UPDATE
message. In most call scenarios, long duration calls are terminated with the expiration of this
timer, but there are some cases where a call can stay connected for a longer duration. For
example, if a user connects to an IVR service and does not hang up the phone receiver
properly, there is no way for the network provider to free up the IVR resources if the user
devices send session updating requests. To prevent this situation, this feature adds a new
timer session-max-life-limit, which starts when the call or session is established and does not
reset for any session update, keep-alive or SBC switchover. On expiry, the call is torn down if
it's in established state.

The new timer session-max-life-limit can be provisioned in the following configuration
elements, in order of precedence from highest to lowest: session-agent, realm-config, sip-
interface, and sip-config. Its range of values is {0-2073600} seconds with an additional
special case value of “Unlimited”, which is treated as the highest possible value. The default
value is 0 (no timer).

Difference between 0 and Unlimited

No timer is created when session-max-life-limit is configured to either the value O or
“Unlimited”, so no timeout can occur. The difference between the two values is how they are
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handled when determining which value of session-max-life-limit to use when there are
several specified within the various configuration elements. When a session is created the
timer examines both the ingress side and the egress side and, in cases where both sides have
a configured value for session-max-life-limit, uses the side with the lower (stricter) value. On
each side, the SBC reviews the configuration elements relevant to the session and uses the
value of session-max-life-limit from the configuration element with the highest precedence
(session-agent, then realm-config, then sip-interface, and lastlysip-config). When the value
is set to 0, the configuration element is ignored and the next configuration element in the
precedence chain is looked at. A value between 1 and 2073600 (24 days) or the value
“Unlimited” is treated as a valid configured value. In this case the SBC will not move onto the
next element in the precedence chain and the value is used in the final comparison between
the egress and ingress values. The value “Unlimited” is viewed as the highest possible value,
and therefore is considered greater than any other value it is compared against. The value 0 is
skipped over and completely ignored.

For example, on the ingress side the value of session-max-life-limit in realm-config is set to
86400 and the value of session-max-life-limit in session-agent is set to "Unlimited". The
session-agent value has a higher precedence than the realm-config value so, therefore, the
value “Unlimited” is used for the ingress side. On the egress side the value of session-max-
life-limit in realm-config is set to 43200 and the value of session-max-life-limit in session-
agent is set to 0 (no timer), so the value of session-max-life-limit in realm-config is used.
When compared against the ingress side the value 43200 is less than “Unlimited”; therefore,
the value set for the timer is 43200.

Timer to Tear Down Long Duration Calls Configuration

ORACLE

Use the following procedure to configure, in the session-agent, realm-config, sip-interface,
and sip-config configuration elements, a non-resettable timer that, when enabled and upon
expiration, tears down long duration calls.

Although the timer occurs in four separate configuration elements, for brevity only the
procedure for configuring realm-config is shown as the general procedure does not vary for
the other configuration elements.

For the realm-config configuration element:

1. Access the realm-config configuration element.

ORACLE# configure terminal

ORACLE (configure) # media-manager
ORACLE (media-manager) # realm-config
ORACLE (realm-config) #

2. Select the realm-config object to edit.

ORACLE (realm-config) # select
identifier:
1: realm0l left-left:0 0.0.0.0

selection: 1
ORACLE (realm-config) #

3. session-max-life-limit — Enter the maximum interval in seconds before the SBC must
terminate long duration calls. The value supercedes the value of session-max-life-limit in
the sip-interface and sip-config configuration elements and is itself superceded by the
value of session-max-life-limit in the session-agent configuration element. The default
value is 0 (off/ignored).
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4. Type done to save your configuration.

SIP Interface Configuration

ORACLE

To configure a SIP interface:

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal

Type session-router and press Enter to access the system-level configuration elements.
ORACLE (configure) # session-router

Type sip-interface and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (session-router) # sip-interface
ORACLE (sip-interface) #

From this point, you can configure SIP interface parameters. To view all sip-interface
parameters, enter a ? at the system prompt.

state—Enable or disable the SIP interface. The default is enabled. The valid values are:

e enabled | disabled

# Note:

Oracle does not recommend disabling and re-enabling a sip-interface
operating with TCP ports. Depending on conditions and circumstances, you
may not be able to re-enable this sip-interface without rebooting the system.
If you need to disable, then re-enable a sip-interface, ensure that:

— There are no ESTABLISHED in-bound sockets

— The access-control-trust-level of the realm must not be configured to low
or medium

realm-id—Enter the name of the realm to which the SIP interface is connected.
sip-ports—Access the sip-ports subelement.
carriers—Enter the list of carriers related to the SIP interface.

Entries in this field can be from 1 to 24 characters in length and can consist of any
alphabetical character (Aa-Zz), numerical character (0-9), or punctuation mark (! "$ % ~ & *
O)+-=<>?2"|{}[1@/\"~,._:;)orany combination of alphabetical characters,
numerical characters, or punctuation marks. For example, both 1-0288 and acme_carrier
are valid carrier field formats

proxy-mode—Enter an option for the proxy mode parameter. Valid values are:
*  Proxy—Forward all SIP requests to selected targets.

* Redirect—Send a SIP 3xx redirect response with the selected target(s) in the Contact
header.

4-15



ORACLE

10.

11.

12.

13.

Chapter 4
SIP Interfaces

* Record-Route—Forward requests to selected target(s) and insert a Record-Route
header with the Enterprise SBC’s address. For stateless and transaction mode only.

redirect-action—Enter the value for the redirect action. Valid values are:
*  Proxy—Send the SIP request back to the previous hop.
* Recurse—Recurses on the Contacts in the response.

The designated proxy action will apply to SIP 3xx responses received from non-
session agents and to 3xx responses received from session agents without configured
SIP Redirect message actions (for example, session agents without values for the
redirect action field).

* Recurse-305-only—Recurses on the Contacts only in a 305 response.

contact-mode—Set the Contact header routing mode, which determines how the contact
address from a private network is formatted.

For example, whether a maddr parameter equal to the Oracle® Enterprise Session Border
Controller's SIP proxy needs to be added to a URI present in a Contact header.

The default is none. The valid values are:

* none—The address portion of the header becomes the public address of that private
realm.

* maddr—The address portion of the header will be set to the IP address of the Oracle®
Enterprise Session Border Controller's B2BUA.

» strict—The contents of the Request-URI is destroyed when a Record-Route header is
present.

* loose—The Record-Route header is included in a Request, which means the
destination of the request is separated from the set of proxies that need to be visited
along the way.

nat-traversal—Define the type of HNT enabled for SIP. The default is none. Valid values
are:

« none—HNT function is disabled for SIP.

* rport—SIP HNT function only applies to endpoints that include the rport parameter in
the Via header. HNT applies when the sent-by of the topmost VIA matches the
Contact-URI host address, both of which must be different from the received Layer 3
address.

» always—SIP HNT applies to requests when the sent-by of the topmost VIA matches
the Contact-URI host address, both of which must be different from the received Layer
3 address. (Even when the rport parameter is not present.)

nat-interval—Set the expiration time in seconds for the Oracle® Enterprise Session
Border Controller’'s cached registration entry for an HNT endpoint. The default is 30. The
valid range is:

e Minimum—oO0
e Maximum—4294967295

Oracle recommends setting the NAT interval to one-third of the NAT binding lifetime. A
NAT binding lifetime is the network connection inactivity timeout. The value is
configured (or hardwired) in the NAT device (firewall). This timer is used to cause the
UA to send REGISTER messages frequently enough to retain the port binding in the
NAT. Retaining the binding lets inbound requests to be sent through the NAT.

tcp-nat-interval—Set the registration cache expiration time in seconds to use for
endpoints behind a NAT device that register using TCP. On upgrade, the Oracle®
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Enterprise Session Border Controller assigns this parameter the same value as the
existing NAT interval. The default is 90. The valid range is:

Minimum—-O0
Maximum—999999999

The Oracle® Enterprise Session Border Controller uses the value you set for the TCP
NAT interval as the expiration value passed back in SIP REGISTER (200 OK)
responses to endpoints behind a NAT that register over TCP. The NAT interval value
with which you are familiar from previous releases is used for endpoints behind a NAT
that register over UDP. Requiring endpoints that register over TCP to send refresh
requests as frequently as those registering over UDP puts unnecessary load on the
Oracle® Enterprise Session Border Controller. By adding a separate configuration for
the TCP NAT interval, the load is reduced.

For upgrade and backward compatibility with Oracle® Enterprise Session Border
Controller releases prior to Release 4.1, when the tcpNatinterval is not present in the
XML for a SIP interface configuration, the value of the NAT interval (natinterval) is
used for the TCP NAT interval as well.

registration-caching—Enable for use with all UAs, not just those that are behind NATs.
The default is disabled. The valid values are:

enabled | disabled

If enabled, the Oracle® Enterprise Session Border Controller caches the Contact
header in the UA's REGISTER request when it is addressed to one of the following:

Oracle® Enterprise Session Border Controller
registrar domain value
registrar host value

The Oracle® Enterprise Session Border Controller then generates a Contact header
with the Oracle® Enterprise Session Border Controller’'s address as the host part of the
URI and sends the REGISTER to the destination defined by the registrar host value.

Whether or not SIP HNT functionality is enabled affects the value of the user part of
the URI sent in the Contact header:

HNT enabled: the Oracle® Enterprise Session Border Controller takes the user part of
the URI in the From header of the request and appends a cookie to make the user
unique. A cookie is information that the server stores on the client side of a client-
server communication so that the information can be used in the future.

HNT disabled: the user part of the Contact header is taken from the URI in the From
header and no cookie is appended. This is the default behavior of the Oracle®
Enterprise Session Border Controller.

When the registrar receives a request that matches the address-of-record (the To
header in the REGISTER message), it sends the matching request to the Oracle®
Enterprise Session Border Controller, which is the Contact address. Then, the Oracle®
Enterprise Session Border Controller forwards the request to the Contact-URI it
cached from the original REGISTER message.

min-reg-expire—Set the time in seconds for the SIP interface. The value you enter here
sets the minimum registration expiration time in seconds for HNT registration caching. The
default is 300. The valid range is:

Minimum—oO0

Maximum—999999999
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This value defines the minimum expiration value the Oracle® Enterprise Session
Border Controller places in each REGISTER message it sends to the real registrar. In
HNT, the Oracle® Enterprise Session Border Controller caches the registration after
receiving a response from the real registrar and sets the expiration time to the NAT
interval value.

Some UAs might change the registration expiration value they use in subsequent
requests to the value specified in this field. This change causes the Oracle® Enterprise
Session Border Controller to send frequent registrations on to the real registrar.

registration-interval—Set the Oracle® Enterprise Session Border Controller’s cached
registration entry interval for a non-HNT endpoint. Enter the expiration time in seconds that
you want the Oracle® Enterprise Session Border Controller to use in the REGISTER
response message sent back to the UA. The UA then refreshes its registration by sending
another REGISTER message before that time expires. The default is 3600. The valid
range is:

e Minimum—oO0

A registration interval of zero causes the Oracle® Enterprise Session Border Controller
to pass back the expiration time set by and returned in the registration response from
the registrar.

e Maximum—999999999

If the expiration time you set is less than the expiration time set by and returned from
the real registrar, the Oracle® Enterprise Session Border Controller responds to the
refresh request directly rather than forwarding it to the registrar.

Although the registration interval applies to non-HNT registration cache entries, and
the loosely related NAT interval applies to HNT registration cache entries, you can use
the two in combination. Using a combination of the two means you can implement
HNT and non-HNT architectures on the same Oracle® Enterprise Session Border
Controller. You can then define a longer interval time in the registration interval field to
reduce the network traffic and load caused by excess REGISTER messages because
there is no NAT binding to maintain.

route-to-registrar—Enable routing to the registrar to send all requests that match a
cached registration to the destination defined for the registrar host; used when the
Request-URI matches the registrar host value or the registrar domain value, not the
Oracle® Enterprise Session Border Controller's address. Because the registrar host is the
real registrar, it should send the requests back to the Oracle® Enterprise Session Border
Controller with the Oracle® Enterprise Session Border Controller's address in the Request-
URI. The default is disabled. The valid values are:

e enabled | disabled

For example, you should enable routing to the registrar if your network uses a N
Oracle® Enterprise Session Border Controller and needs requests to go through its
service proxy, which is defined in the registrar host field.

teluri-scheme—Enable to convert SIP URIs to tel (resources identified by telephone
numbers) URIs.

If enabled, the requests generated on this SIP interface by the Oracle® Enterprise Session
Border Controller will have a tel URI scheme instead of the SIP URI scheme. Only the
Request, From, and To URIs are changed to the tel scheme. After the dialog is
established, the URIs are not changed. The default is disabled. The valid values are:

e enabled | disabled

uri-fgqdn-domain—Change the host part of the URIs to the FQDN value set here. If set to
enabled, and used with an FQDN domain/host, the requests generated by the Oracle®
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Enterprise Session Border Controller on this SIP interface will have the host part of the URI
set to this FQDN value. Only the Request, To, and From URIs are changed. After the
dialog is established, the URIs are not changed.

trust-mode—Set the trust mode for the SIP interface, which is checked by the Oracle®
Enterprise Session Border Controller when it receives a message to determine whether the
message source is trusted. The default is all. Available options are:

« all—Trust all SIP elements (sources and destinations) in the realm(s), except
untrusted session agents. Untrusted session agents are those that have the trust-me
parameter set to disabled.

e agents-only—Trust only trusted session agents. Trusted session agents are those
that have the trust-me parameter set to enabled.

« realm-prefix—Trust only trusted session agents, and source and destination IP
addresses that match the IP interface’s realm (or subrealm) address prefix. Only
realms with non-zero address prefixes are considered.

* registered—Trust only trusted session agents and registered endpoints. Registered
endpoints are those with an entry in the Oracle® Enterprise Session Border
Controller’s registration cache.

* none—Trust nothing.
Session agents must have one or more of the following:
e global realm
e same realm as the SIP interface
e realm that is a subrealm of the SIP interface’s realm

trans-expire—Set the TTL expiration timer in seconds for SIP transactions. This timer
controls the following timers specified in RFC 3261

e Timer B—SIP INVITE transaction timeout

e Timer F—non-INVITE transaction timeout

e Timer H—Wait time for ACK receipt

e Timer TEE—Used to transmit final responses before receiving an ACK

The default is 0. If you leave this parameter set to the default, then the Oracle®
Enterprise Session Border Controller uses the timer value from the global SIP
configuration. The valid range is:

e Minimum—oO0
e Maximum—999999999

invite-expire—Set the TTL expiration timer in seconds for a SIP client/server transaction
after receiving a provisional response.

You set this timer for the client and the sever by configuring it on the SIP interface
corresponding to the core or access side.

The default is 0. If you leave this parameter set to the default, then the Oracle® Enterprise
Session Border Controller uses the timer value from the global SIP configuration. The valid
range is:

e Minimum—oO0
e Maximum—999999999

max-redirect-contacts—Set the maximum number of contacts or routes for the Oracle®
Enterprise Session Border Controller to attempt in when it receives a SIP Redirect (3xx
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Response). The default is 0. If you leave this parameter set to the default, then the
Oracle® Enterprise Session Border Controllerwill exercise no restrictions on the number of
contacts or routes. The valid range is:

e Minimum—oO0
e Maximum—10

response-map—Enter the name of the SIP response map configuration that you want to
apply to this SIP interfaces for outgoing responses. This parameter is blank by default.

local-response-map—Enter the name of the SIP response map configuration that you
want to apply to this SIP interfaces for locally-generated SIP responses. This parameter is
blank by default.

options—Optional.

Configuring SIP Ports

ORACLE

To configure SIP ports:

1.

From sip-interface, type sip-ports and press Enter. The system prompt changes to let you
know that you can begin configuring individual parameters.

ORACLE (sip-interface)# sip-ports
ORACLE (sip-port) #

address—Enter the IP address of the host associated with the sip-port entry on which to
listen. For example:

192.168.11.101

port—Enter the port number you want to use for this sip-port. The default is 5060. The
valid range is:

e Minimum—1

¢ Maximum—65535

transport-protocol—Indicate the transport protocol you want to associate with the SIP
port. The default is UDP. The valid values are:

*  TCP—Provides a reliable stream delivery and virtual connection service to applications
through the use of sequenced acknowledgment with the retransmission of packets
when necessary.

UDP—Provides a simple message service for transaction-oriented services. Each
UDP header carries both a source port identifier and destination port identifier, allowing
high-level protocols to target specific applications and services among hosts.

* TLS—See the Security chapter for more information about configuring TLS.

SCTP—Provides a reliable, in-sequence transport of messages with congestion
control. SCTP also supports multihoming and redundant paths to increase resilience
and reliability.

allow-anonymous—Define the allow anonymous criteria for accepting and processing a
SIP request from another SIP element.

The anonymous connection mode criteria includes admission control based on whether an
endpoint has successfully registered. Requests from an existing SIP dialog are always
accepted and processed. The default is all.
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The following table lists the available options.
e all—All requests from any SIP element are allowed.

* agents-only—Only requests from configured session agents are allowed. The session
agent must fit one of the following criteria:

— Have a global realm.
— Have the same realm as the SIP interface

— Be a sub-realm of the SIP interface’s realm.
When an agent that is not configured on the system sends an INVITE to a SIP
interface, the Oracle® Enterprise Session Border Controller:

— Refuses the connection in the case of TCP.
— Responds with a 403 Forbidden in the case of UDP.

* realm-prefix—The source IP address of the request must fall within the realm’s
address prefix or a SIP interface sub-realm. A sub-realm is a realm that falls within a
realm-group tree. The sub-realm is a child (or grandchild, and so on) of the SIP
interface realm.

Only realms with non-zero address prefixes are considered. Requests from session
agents (as described in the agents-only option) are also allowed.

* registered—Only requests from user agents that have an entry in the registration
cache (regular or HNT) are allowed; with the exception of a REGISTER request. A
REGISTER request is allowed from any user agent.

The registration cache entry is only added if the REGISTER is successful. Requests
from configured session agents (as described in the agents-only option) are also
allowed.

« register-prefix—Only requests from user agents that have an entry in the Registration
Cache (regular or HNT) are allowed; with the exception of a REGISTER request. A
REGISTER request is allowed only when the source IP address of the request falls
within the realm address-prefix or a SIP interface sub-realm. Only realms with non-
zero address prefixes are considered.

The Registration Cache entry is only added if the REGISTER is successful. Requests
from configured session agents (as described in the agents-only option) are also
allowed.

Diversion Info and History-Info Header Mapping

ORACLE

History-Info and Diversion are two headers commonly used in SIP signaling to convey
information related to call transfer and call diversion. The Oracle® Enterprise Session Border
Controller (Enterprise SBC) supports mapping and interworking between networks that support
the History-Info versus the Diversion header. You implement this interworking on the Enterprise
SBC using the diversion-info-mapping-mode parameter on egress sip-interface
configuration elements. This interworking, and the subsequent header behaviors, comply with
RFC 7544. When configured, the Enterprise SBC monitors signaling for the presence of
History-info headers that comply with RFC 7044 and Diversion headers that comply with RFC
5806 to trigger the interworking. The Enterprise SBC also provides support for RFC 8119, with
respect to the cause URI parameter.

The History-Info header is the standard solution adopted by the Internet Engineering Task
Force (IETF) for storing re-targeting information. The non-standard Diversion header is also
used in many existing network implementations. Individual networks typically use one or the
other. As both headers address call forwarding needs but have different syntaxes, having both
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present in a signaling request can cause diverting information to be misinterpreted, thereby
making an interworking solution necessary. In addition to using different syntaxes, these
methods also use different reason codes for the diversions, different security flags, and list
events using opposite chronology. The diversion header lists the last diversion first; the History-
Info header lists the first diversion first.

The Enterprise SBC applies the configuration at the egress interface. You can configure the
following header interworking modes:

* Diversion to History-Info
e History-info to Diversion

e A combination of Diversion to History-Info interworking and a forced insertion of the
History-info header if the INVITE contains neither

When interworking from a History-Info header to a Diversion header, the Enterprise SBC
initializes the new Diversion header with the value of the History-Info header.

History-Info and Diversion Header Interworking Operations

ORACLE

The Oracle® Enterprise Session Border Controller (Enterprise SBC) performs this interworking
on the information provided in the initial INVITE. History-Info and Diversion header entries may
arrive in any order and can be mixed. The Enterprise SBC supports interworking for
interleaved entries and mixed input. History-Info has a much broader scope than Diversion
header (not limited to call forwarding) so not all information can be interworked. The Enterprise
SBC manages History-Info headers with or without cause parameter per RFC 7544.

At a high level, the Enterprise SBC performs the following tasks:

e When interworking History-Info to Diversion headers:

— Supports the mp parameters in History-Info received and generated to the hi-targeted-
to-URI to change the user. Examples include forwarding to a different call center
technician.

— If received in the INVITE, the Enterprise SBC stores the rc and np parameters:

*  rc—Changes Request-URI, while the target user does not. Examples include
forwarding to a user's voice mail.

*  np—No change in the Request-URI. Examples include a proxy forwarding a
request to a next-hop proxy when you are using loose routing.

— Interworks the History-Info 380 cause parameter to the Diversion header
(cause=unknown), as described below.

e When interworking Diversion headers to History-Info:
— Creates placeholder History-Info headers when the Diversion counter is greater than 1.
— Converts TEL-URIs to SIP-URIs.
— Forwards History-Info not related to call forwarding without change.

For both directions:

*  Preserves unknown elements of History-Info and Diversion headers, such as display
name, parameters, and enclosed headers adhering to the HI or DIV syntax. Specifically:

— If there are any unknown parameters/elements present in the URI part (in between "<"
and ">") of HI/Diversion headers, the Enterprise SBC preserves those values in the
converted entries.
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If there is any extra/unknown supplementary information outside the URI of an HI
entry, the Enterprise SBC maps that HI entry, including the EXTRA info.

If there is any extra/unknown supplementary information outside the URI of the
Diversion entry, the Enterprise SBC maps that Diversion entry, but ignores the EXTRA
information.

* Based on sip-config configuration, makes the Diversion and History-Info headers
anonymous if the egress peer is untrusted.

# Note:

If there is any information outside of the HI/DIV header syntax, the Enterprise SBC
treats that information as unknown or supplementary information.

You configure the Enterprise SBC for this interworking support at the egress interface. The
applicable parameter, diversion-info-mapping-mode, assumes traffic egressing the interface
supports either History-Info or Diversion. There are three modes of operation:

e History-Info to Diversion Header Interworking (hist2div)

If Diversion headers are already present, the Enterprise SBC considers them when
building the egress request.

The Enterprise SBC adds the unknown elements of History-Info headers to the
generated Diversion headers (display-name, SIP parameters, SIP headers). See the
specific functions presented above.

The Enterprise SBC optionally converts History-Info with a "380" cause to a Diversion
header (cause=unknown). By default, it forwards the History-Info cause=380
transparently.

Existing Diversion headers received in the input appear at the end of the Diversion list.

Converted History-Info entry with cause = 380, shall be at the top of newly created div
headers. The Enterprise SBC adds other HI entries with different cause (other than
380) per the conversion.

The Enterprise SBC retains HI entries if they don't have a cause parameter, and if that
entry is not a target entry to any diverting entry.

When configured, the Enterprise SBC inserts the cause 380 History-Info as the
topmost Diversion header, because it assumes the applicable events happened before
the call forwarding History-Info.

*  When converting hist2div, the Enterprise SBC removes the last History-Info with a
cause parameter if used to build a diversion header.

*  If this cause parameter is 380 and option hist380todiv (hist-to-div-for-cause-380) is
not present, then this History-Info header is not taken into account to build a
Diversion because it is not recognized as a call forward. This results in the
Enterprise SBC keeping the last History-Info header.

*  If this cause parameter is 380 and option hist380todiv (hist-to-div-for-cause-380) is
present, then this History-Info header is taken into account to build a Diversion
because it is recognized as a call forward. In that case, the History-Info header
removes the last History-Info header.

« Diversion Header to History-Info Interworking (div2hist)

ORACLE

The Enterprise SBC generates the mp-param parameter for History-Info headers.
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— If the Enterprise SBC is adding converted History-Info headers to existing History-Info
headers it manages both index and mp-param continuation.

— The Enterprise SBC integrates any existing History-Info headers to the top of the list in
the resulting request.

— The Enterprise SBC adds the unknown R-URI elements of Diversion headers to the
generated History-Info headers (display-name, SIP parameters, SIP headers). If there
is any other extra info that cannot be mapped to History-Info header, the Enterprise
SBC ignores it.

— If a Diversion header contains a TEL-URI, the Enterprise SBC converts it into a SIP-
URI and inserts it into the resulting History-Info header.

— Tel-URI with additional parameters to SIP-URI. If a Diversion header contains a TEL-
URI, the Enterprise SBC converts it into a SIP-URI and inserts it into the resulting
History-Info header along with any additional Tel-URI parameters.

— The Enterprise SBC adds newly converted History-Info headers to the existing History-
Info headers. If the last old/existing HI entry has cause 380, the Enterprise SBC
removes the mp-param from the first HI entry in the list of converted HI entries that it is
going to add.

— All Diversion headers are always converted to HI headers because information in
diversion headers can always be converted.

* Forced Mode (force)
— This mode is similar to div2hist, but invokes additional actions by the Enterprise SBC.

— If History-Info headers are already present, the Enterprise SBC adds new History-Info
header(s) to the existing set.

— The Enterprise SBC retargeting feature adds a History-Info entry as well as the
expected Index and mp to an outgoing INVITE when certain conditions are met:

*  When force mode is set on the realm from which the 3xx or ENUM response
came.

*  When the Enterprise SBC gets a redirect response (3xx) or an ENUM response.
*  When this response also contains the new URI and cause-param.
*  When it receives a cause parameter in a SIP redirect reply.

— The Enterprise SBC extracts parameters for creating a History-Info header from the
Contact header of the incoming SIP redirect reply. This Contact header must contain
the URI and cause. The Enterprise SBC copies all this information for use in the
History-Info it generates.

— Adds History-Info headers to a SIP INVITE if it has been re-targeted.

— For repeated re-targeting the Enterprise SBC keeps adding History-Info headers to
each INVITE it sends out.

— The Enterprise SBC extracts information from a received Contact header from
incoming re-direct replies. For this feature Enterprise SBC only uses the URI and
cause.

— The Enterprise SBC ignores a hi-target-param if it is received as the Contact of a 3xx
or via an ENUM response. The Enterprise SBC can not rely on that information.

The Enterprise SBC retains any added History-Info entry it adds to an outgoing retargeting
request for ensuing retargeting requests.
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History-Info to Diversion Header Interworking

ORACLE

When configured for this interworking, the Enterprise SBC performs the following steps for all
History-Info headers except the last in the incoming initial INVITE:

1. Create a new diversion header.

2. If there is a subsequent HI header, extract the cause parameter, map it to the
corresponding reason parameter, and add this reason parameter to the interworked
Diversion header, using the following conversion table.

History-Info Cause Diversion Reason

404 Unknown (default value)
302 unconditional

486 user-busy

408 no-answer

480 deflection

487 deflection

503 unavailable

3. Ifan Hl entry includes a cause that is not in the list of valid causes, per RFC 7544, use the
default value Unknown for the reason parameter.

4. If the History-Info header contains a privacy parameter, add a Privacy parameter to the
Diversion header, using the following conversion table.

History-Info Privacy Diversion Privacy
history full
Field absent or none Off (default value)

5. If there is no privacy parameter, use the default value Off in the Diversion header.
6. Add a counter parameter with the value 1.
7. Delete the History-Info header.

The diagram below provides an example flow and the header text used for this example.
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Network Supports
History-info

UE #1

INVITE

History-Info: <sip:diverting userl@xyz.com?privacy=history>;index=1
History-Info: <sip:diverting user2@xyz.com;cause=302?privacy=none>;index=1.1
History-Info: <sip:last diverting target@xyz.com;cause=486>;index=1.1.1

INVITE

Diversion: <sip:diverting_user2@xyz.com>; reason=user-busy;counter=1;privacy=off
Diversion: <sip:diverting userl@xyz.com>;reason=unconditional;counter=1;privacy=full

Network Supports
Diversion

Chapter 4

Diversion Info and History-Info Header Mapping

OC-SBC

UE #2

INVITE—

PINVIT{—»

Diversion to History-Info Header Interworking

ORACLE

When configured for this interworking, the Enterprise SBC takes the following steps for all
Diversion headers in the incoming initial INVITE:

1.
2.

Create a new History-Info header.

Add the index header parameter.

Set the value for the first header to 1. Append .1 to the value of the last_index_value for
the subsequent headers.

If the Diversion header contains a privacy parameter, add the Privacy header parameter to

the History-Info header using the following conversion table.

Diversion Privacy

History-Info Privacy

full
name
uri
off

history

history
history

none

If the previous Diversion header contains a reason parameter, add the cause header
parameter to the History-Info header using the following conversion table. The Enterprise

SBC does not add a cause parameter to the first History-info entry.

Diversion Reason

History-Info Cause

unknown
unconditional
user-busy
no-answer
deflection
unavailable
time-of-day
do-not-disturb

404 (default value)

302
486
408
480
404
404
404
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Diversion Reason History-Info Cause
follow-me 404
out-of-service 404
away 404

6. If the presented reason parameter is not in the table above, set the parameter to the
default value of 404.

7. Remove the diversion header from the outgoing INVITE.

The diagram below provides an example flow and the header text used for this example.

Network Supports Network Supports
History-info Diversion

UE #1 OC-SBC UE #2

<7INVIT€—‘

INVITE sip:last diverting user@xyz.com

Diversion: <sip:diverting_ user3@xyz.com>; reason=unconditional;counter=1;privacy=off
Diversion: <sip:diverting user2@xyz.com>; reason=user-busy;counter=1;privacy=full
Diversion: <sip:diverting userl@xyz.com>;reason=no-answer;counter=1;privacy=off

FINVIT{—{
INVITE

History-Info: <sip:diverting userl@xyz.com?privacy=none>;index=1

History-Info: <sip:diverting user2@xyz.com;cause=408?privacy=history>;index=1.1
History-Info: <sip:diverting user3@xyz.com;cause=486?privacy=none>;index=1.1.1
History-Info: <sip:last diverting user@xyz.com;cause=302>;index=1.1.1.1

Mapping the History-Info Cause Parameter

You can configure Enterprise SBC to map the History-Info's cause 380 parameter to the
Diversion header's reason=unknown parameter. You can configure the applicable parameter,
hist-to-div-for-cause-380, in both the sip-config and sip-interface, with the egress sip-
interface setting taking precedence. This parameter only applies when you set the applicable
sip-interface interworking mode to hist2div. The verify-config command informs you if there is
a hist-to-div-for-cause-380 without a corresponding hist2div.

By default, the hist-to-div-for-cause-380 parameter is disabled, which causes the Enterprise
SBC to transparently forward the Hisory-Info entry with cause 380. Enabling the parameter
makes the Enterprise SBC interwork the parameter, allowing it to be understood by devices
that support Diversion headers.

When using hist-to-div-for-cause-380 for 380 cause mapping, the Enterprise SBC places
those headers at the top of the Diversion header list. This is true regardless of how many
History-Info entries are present.

Anonymization of History and Diversion Information

ORACLE

The Enterprise SBC supports anonymization of entries for both History-Info and Diversion,
independent of the interworking function. You configure this function separately from the
interworking function. The Enterprise SBC applies anonymization rules as long as the
circumstances meet all anonymization criteria. This anonymization configuration is global. For
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untrusted peers, the Enterprise SBC changes input header addresses to the anonymous SIP
URI syntax sip:anonymous@anonymous.invalid.

This feature uses functionality independent of the IWF to confirm whether or not the remote
target is trusted. The Enterprise SBC checks the session-agent trust mode. If the session-
agent reports "trust-me", then assuming nothing else conflicts, the system trusts the agent.

This functionality also refers to the IWF state.

If IWF is configured, the Enterprise SBC performs anonymization on the output generated after
conversion per RFC 7544.

If IWF is not configured:

* Remote peer trusted - The Enterprise SBC does not anonymize the History-Info header or
Diversion header. The Privacy header field values in incoming History-Info or Diversion
header of INVITE shall be used likewise in outgoing header.

* Remote peer untrusted - The Enterprise SBC checks sip-config, anonymize-history-for-
untrusted setting, introduced by this feature, to determine whether it should anonymize
the entries in History-Info or Diversion headers with Privacy fields set to full/history. If
anonymize-history-for-untrusted is configured, the Enterprise SBC anonymizes the input
received in the initial INVITE.

The Enterprise SBC uses the following steps when it is sending messages to untrusted peer.

1. Based on the mode set, do the conversion between headers.

2. If mode is not set, check for History-Info and Diversion headers entries in outgoing
message.

3. For the entries where privacy value is other than "none" in History-Info and "off" in
Diversion, anonymize the entries if anonymize-history-for-untrusted is set.

4. For HI entries with a privacy value other than "none", and for diversion entries that have a
privacy value other than "off", the Enterprise SBC does not anonymize entries if is not set.

5. In case the entries have Privacy settings as "none" in History-Info or "off" in Diversion, do
not anonymize the entries even if anonymize-history-for-untrusted is set.

If a privacy header is present in INVITE with value as "history" or "header" or "full" and the
outgoing INVITE is going to untrusted remote side, then all the History-Info and Diversion
entries shall be anonymized as per above section, given anonymize-history-for-untrusted is
set.

The Enterprise SBC anonymizes all History-Info and Diversion entries regardless of the value
of the privacy header of each History-Info or Diversion entry. If a privacy header with above
values appears in incoming INVITE, every History-Info and Diversion entry will be anonymized.

Diversion and History-Info Headers Interworking Configuration

ORACLE

You can configure Oracle® Enterprise Session Border Controllers to map call transfer and call
diversion information between Diversion and History-Info headers.

To configure interworking between the Diversion and History-Info headers:
1. Access the sip-interface configuration element.

ORACLE# configure terminal

ORACLE (configure) # session-router

ORACLE (session-router)# sip-interface
ORACLE (sip-interface) #
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Select the sip-interface object to edit.

ORACLE (sip-interface)# select
<RealmID>:
1: realm01 172.172.30.31:5060

selection: 1
ORACLE (sip-interface) #

diversion-info-mapping-mode— Configure this parameter to specify how the Diversion
and History-Info headers map to and work with each other on the interface. The default
value is nhone.

< div2hist — any Diversion headers in the initial INVITEs going out of this sip-interface
will be converted to History-Info headers before sending

« force — behavior is the same as div2hist when a Diversion header is present in the
incoming INVITE. If there are no Diversion headers, a History-Info header for the
current URI is added in the outgoing INVITE.

e hist2div — any History-Info headers in the initial INVITEs going out of this sip-
interface will be converted to Diversion headers before sending

¢ none — no conversion applied (default)

4. Type done to save your configuration.

History-Info Cause 380 Parameter Interworking Configuration

You can configure Oracle® Enterprise Session Border Controllers to map the History-Info
cause 380 parameter information to Diversion headers.

ORACLE

To configure cause parameter interworking on a sip-interface:

1.

Access the sip-interface configuration element.

ORACLE# configure terminal

ORACLE (configure) # session-router
ORACLE (session-router)# sip-interface
ORACLE (sip-interface) #

Select the sip-interface object to edit.

ORACLE (sip-interface)# select
<RealmID>:
1: realm01 172.172.30.31:5060

selection: 1
ORACLE (sip-interface) #

hist-to-div-for-cause-380— Configure this parameter to specify whether or not the system
should perform cause parameter interworking. The default value is disabled.

« enabled—Perform cause parameter interworking.

« disabled—Do not perform cause parameter interworking.

« inherit—Use the setting specified in the sip-config.

Type done to save your configuration.
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Anonymize History Configuration

You can configure Oracle® Enterprise Session Border Controllers to ‘anonymize' History-Info
and Diversion headers.

You configure History-Info and Diversion header anonymization globally at the sip-config.
1. Access the sip-config configuration element.

ORACLE# configure terminal

ORACLE (configure) # session-router

ORACLE (session-router)# sip-config
ORACLE (sip-config) #

2. anonymize-history-for-untrusted— Configure this parameter to specify whether or not
the system should anonymize parameter interworking. The default value is disabled.
* enabled—Anonymize history interworking.
» disabled—Do not anonymize history interworking.

3. Type done to save your configuration.

Digest Authentication with SIP

ORACLE

Digest authentication for Session Initiation Protocol (SIP) is a type of security feature on the
Enterprise SBC that provides a minimum level of security for basic Transport Control Protocol
(TCP) and User Datagram Protocol (UDP) connections. Digest authentication verifies that both
parties on a connection (host and endpoint client) know a shared secret (a password). This
verification can be done without sending the password in the clear.

Digest authentication is disabled by default on the Enterprise SBC. When digest authentication
is enabled, the Enterprise SBC (host) responds to authentication challenges from SIP trunking
Service Providers (endpoint client). The Enterprise SBC performs authentication for each IP-
PBX initiating the call. However, the authentication challenge process takes place between the
host and the client only since the IP-PBX cannot handle authentication challenges. The
following illustration shows the digest authentication process.
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The digest authentication scheme is based on a simple challenge-response paradigm. A valid
response contains a checksum of the “username” and password. In this way, the password is
never sent in the clear.

By default, the Enterprise SBC uses cached credentials for all requests within the same dialog,
once the authentication session is established with a 2000K from the authenticating SIP
element. If the in-dialog-methods attribute contains a value, it specifies the requests that have
challenge-responses inserted within a dialog.

In digest authentication with SIP, the following can happen:

* More than one authenticating SIP element (IP-PBX) may be the destination of requests.

* More than one authentication challenge can occur in a SIP message. This can occur when
there are additional authenticating SIP elements behind the first authenticating SIP
element.

* The Enterprise SBC distinguishes whether the IP-PBX is capable of handling the
challenge. If Digest Authentication is disabled (no auth-attributes configured) on the
Session Agent, the challenge is passed back to the IP-PBX.
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# Note:

If there are multiple challenges in the request, and if the Enterprise SBC has only
some of the cached credentials configured, the Enterprise SBC adds challenge-
responses for the requests it can handle, and does not pass the challenge back
to the IP-PBX.

Challenge-Responses in Requests not in the Dialog

A digest authentication session starts from the client response to a
www-authenticate/proxy-authenticate challenge and lasts until the client receives another
challenge in the protection space defined by the auth-realm. Credentials are not cached across
dialogs; however, if a User Agent (UA) is configured with the auth-realm of its outbound proxy,
when one exists, the UA may cache credentials for that auth-realm across dialogs.

< Note:

Existing Oracle® Enterprise Session Border Controller behavior with surrogate-
agents is that they cache credentials from REGISTER for INVITE sessions only if the
Oracle® Enterprise Session Border Controller is considered a UA sending to its
outbound proxy.

Configuring Digest Authentication

ORACLE

In the Oracle® Enterprise Session Border Controller ACLI, you can access the Digest
Authentication object at the path session-router, session-agent, auth-attribute. If enabled,
the Digest Authentication process uses the attributes and values listed in this table.

# Note:

If enabling Digest Authentication, all attributes listed below are required except for the
in-dialog-methods attribute which is optional.

The following table lists the digest authentication object

ORACLE (auth-attribute) # show
auth-attribute

auth-realm realm01

username user

paSSWOrd K’k kkkkkk
in-dialog-methods ACK INVITE SUBSCRIBE

To configure digest authentication on the Oracle® Enterprise Session Border Controller:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
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Type session-router and press Enter to access the session router-related objects.

ORACLE (configure) # session-router
ORACLE (session-router) #

Type session-agent and press Enter to access the session agent-related attributes.

ORACLE (session-router)# session-agent
ORACLE (session-agent) #

Type auth-attribute and press Enter to access the digest authentication-related attributes.

ORACLE (session-agent)# auth-attribute
ORACLE (auth-attribute) #

auth-realm — Enter the name (realm ID) of the host realm initiating the authentication
challenge. This value defines the protected space in which the digest authentication is
performed. Valid value is an alpha-numeric character string. Default is blank.

ORACLE (auth-attribute) # auth-realm realmO1l

username — Enter the username of the client. Valid value is an alpha-numeric character
string. Default is blank.

ORACLE (auth-attribute) # username user

password — Enter the password associated with the username of the client. This is
required for all LOGIN attempts. Password displays while typing but is saved in clear-text
(i.e., ****)_Valid value is an alpha-numeric character string. Default is blank.

ORACLE (auth-attribute) # password ******x*

in-dialog-methods — Enter the in-dialog request method(s) that digest authentication uses
from the cached credentials. Specify request methods in a list form separated by a space
enclosed in parentheses. Valid values are:

INVITE | BYE | ACK | CANCEL | OPTIONS | SUBSCRIBE | PRACK | NOTIFY | UPDATE |
REFER

ORACLE (auth-attribute)# in-dialog-methods (ack invite subscribe)

# Note:

The methods not in this list are still resubmitted if a 401/407 response is received
by the Oracle® Enterprise Session Border Controller.

If you do not specify any in-dialog-method value(s), digest authentication does not add
challenge-responses to in-dialog requests within a dialog.

This attribute setting applies to in-dialog requests only.
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Additional Notes

The following are additional notes that describe the digest authentication process:

e The Oracle® Enterprise Session Border Controller always challenges the first LOGIN
request, and initial authentication begins with that request. The recalculated authorization
key — the credentials — are then included in every subsequent request.

e If the Oracle® Enterprise Session Border Controller does not receive any communication
from the client within the expiration period, the Oracle® Enterprise Session Border
Controller logs the client out and tears down the transport connection. Faced with interface
loss, the Oracle® Enterprise Session Border Controller default behavior is to flush all
warrant information from the target database. This response necessitates that the client
first login/re-register with the Oracle® Enterprise Session Border Controller, and then
repopulate the empty database using a series of ADD requests. This behavior ensures that
client and Oracle® Enterprise Session Border Controller target databases are
synchronized.

Alternatively, when faced with interface loss, the Oracle® Enterprise Session Border
Controller can retain all warrant information within the target database. This response
necessitates only that the client first login/re-register with the Oracle® Enterprise Session
Border Controller. After successful registration the client should, but is not required to, use
a series of GET, ADD, and DELETE requests to ensure that the Oracle® Enterprise
Session Border Controller and client target databases are synchronized.

e The Oracle® Enterprise Session Border Controller ignores the Authentication-Info header
that comes in the 2000K response after digest authentication is complete. The Oracle®
Enterprise Session Border Controller receives a 401/407 response from the client.
However, some surrogate-agents may process the Authentication-Info header in a single
challenge.

Digest Authentication and High Availability

The Oracle® Enterprise Session Border Controller supports digest authentication in high
availability (HA) environments. The session-agent configuration, which includes the digest
authentication parameters on the primary Oracle® Enterprise Session Border Controller, are
replicated on the HA Oracle® Enterprise Session Border Controller. However, cached
credentials on the primary device are not replicated on the HA device.

Surrogate Agents and the Enterprise SBC

ORACLE

In the case where a surrogate-agent is configured for the IP-PBX, you do not have to configure
digest authentication attributes in the session-agent object for the same IP-PBX. The
surrogate-agent authentication configuration takes precedence over the session-agent
authentication configuration and so it is ignored.

The following illustration shows an example of a surrogate-agent with a session-agent in the
network.
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Surrogate Registration

Registration

ORACLE

The Oracle® Enterprise Session Border Controller surrogate registration feature lets the
Oracle® Enterprise Session Border Controller explicitly register on behalf of a Internet Protocol
Private Branch Exchange (IP-PBX). After you configure a surrogate agent, the Oracle®
Enterprise Session Border Controller periodically generates a REGISTER request and
authenticates itself using a locally configured username and password, with the Oracle®
Enterprise Session Border Controller as the contact address. Surrogate registration also
manages the routing of class from the IP-PBX to the core and from the core to the IP-PBX.

The Oracle® Enterprise Session Border Controller uses the configuration information of the
surrogate agent that corresponds to a specific IP-PBX. After the surrogate agents are loaded,
the Oracle® Enterprise Session Border Controller starts sending the REGISTER requests on
their behalf. (You can configure how many requests are sent.)

The SIP surrogate agent supports the ability to cache authorization or proxy-authorization
header values from a REGISTER 401, 407, and 200 OK messages and reuse it in subsequent
requests, such as in an INVITE. This allows the Oracle Communications Session Delivery
Manager to support authorization of subsequent requests in cases such as, when a customer
PBX doesn't support registration and authentication. It also supports the generation of
authorization/proxy-authorization header if subsequent requests get challenged with a 401/407
response.

If the Oracle® Enterprise Session Border Controller receives 401 or 407 responses to
REGISTER, requests, it will use the Message Digest algorithm 5 (MD5) digest authentication
to generate the authentication information. You need to specify the password. The Oracle®
Enterprise Session Border Controller also supports authentication challenge responses with
the quality of protection code set to auth (qop=auth), by supporting the client nonce (cnonce)
and nonce count parameters.

The Oracle® Enterprise Session Border Controller creates a registration cache entry for each
of the AoRs for which it is sending the REGISTER requests. When the Oracle® Enterprise
Session Border Controller receives the associated URIs, it checks whether the customer host
parameter is configured. If it is configured, the Oracle® Enterprise Session Border Controller
changes the host in the received Associated-URI to the customer host. If it is not configured,
the Oracle® Enterprise Session Border Controller does not change the Associated-URI. It
makes the registration cache entries that correspond to each of the Associated-URIs. The
From header in the INVITE for calls coming from the IP-PBX should have one of the
Associated-URIs (URI for a specific phone). If the Oracle® Enterprise Session Border
Controller receives a Service-Route in the 200 (OK) response, it stores that as well.

The Oracle® Enterprise Session Border Controller uses the expire value configured for the
REGISTER requests. When it receives a different expire value in the 200 OK response to the
registration, it stores the value and continues sending the REGISTER requests once half the
expiry time has elapsed.

REGISTER requests are routed to the registrar based on the configuration. The Oracle®
Enterprise Session Border Controller can use the local policy, registrar host and the SIP
configuration’s registrar port for routing.

If the Oracle® Enterprise Session Border Controller is generating more than one register on
behalf of the IP-PBX, the user part of the AoR is incremented by 1 and the register contact-
user parameter will also be incremented by 1. For example, if you configure the register-user
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parameter as caller, the Oracle® Enterprise Session Border Controller uses caller, callerl,
caller2 and so on as the AoR user.

Authenticating Registrations

ORACLE

There are two ways to configure the Enterprise SBC to authenticate a registration using a
surrogate agent. These include defining authentication criteria within a realm configuration and
within the surrogate agent itself. Surrogate agent authentication, for both register requests and
for call methods, are applications of digest authentication.

The first method uses surrogate-agent and realm-config configuration. This method is
considered more robust, supporting multi-tenant, diverse IP-IPXs, and intra-realm registration
support. The second method refers to the surrogate-agent configuration alone, applying to
simpler deployments that, for example, do not request registration from a registrar outside of
the IP-PBX's realm. The first method takes precedence, if configured, and also works when
registrars and IP-IPXs reside on the same realm. The second method is considered a legacy
configuration maintained for Enterprise SBC deployments that have been using it. These
methods are considered exclusive and the Enterprise SBC throws a configuration verification
error when it finds you have set up both methods on a surrogate agent.

When confronted with an authentication challenge to a surrogate agent's registration request,
the Enterprise SBC:

1. Checks whether you have configured the auth-user-lookup attribute in the surrogate-
agent. If so, the Enterprise SBC :

a. Searches for a realm-config that contains an auth-attribute object with an auth-user-
lookup value that is the same as the auth-user-lookup value in the surrogate-agent.
An example auth-user-lookup setting is shown below.

ORACLE (surrogate-agent) # auth-user-lookup TargetRealmAuthUser
b. If found, the Enterprise SBC issues a response to the challenge using the username
and password values in the auth-attribute presented within the realm-config.
c. If not found, the registration fails.
2. If the auth-user-lookup is empty, the Enterprise SBC:

a. Refers to the auth-user and password parameters in the surrogate configuration.

b. If found, Issues a response to the challenge using those auth-user and password
values.

c. If not found, the registration fails.

The Enterprise SBC also has multiple means of routing the response to the correct registrar.
The Enterprise SBC follows this process to route the registration as well as the challenge
response. To route to the correct registrar, the Enterprise SBC:

1. Checks to see if you have configured the proxy-name parameter in the surrogate-agent.
This proxy-name setting must match the name parameter in a session-agent you have
configured for the registrar. An example proxy-name setting is shown below.

ORACLE (surrogate-agent) # proxy-name MyProxyName
If you have configured this parameter correctly, the Enterprise SBC routes to that proxy.

2. If you not have configured the proxy-name parameter, the Enterprise SBC routes the
REGISTER using the registrar-host and registrar-port parameters in the sip-config.
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3. If the system cannot route using the sip-config, the Enterprise SBC attempts to route the
response to the next-hop in a matching local-policy attribute.

4. |If there is no match in any local-policy, the Enterprise SBC replies to the source that the
registration has failed.
Register received
by the SBC

authUserLookup
in surrogate
Agent?

[y
m
B
o

(= =]

Send Registration
Request

Setting the un-register Parameter

Additional applicable surrogate-agent configuration allows you to enable the un-register
parameter. Enabling this parameter causes the Enterprise SBC to send the all REGISTER
requests generated from this surrogate agent with Expires: 0 to the REGISTRAR, and remove
all associated entries from the Enterprise SBC registration-cache upon each registration.

ORACLE (surrogate-agent) # un-register enabled

Surrogate Agent Authentication Across Realms

ORACLE

The Enterprise SBC uses an authentication attribute element in realms to support surrogate
agent authentication requests initiated from other realms. This is a multi-instance element that
supports the authentication of non-REGISTER traffic to surrogate agents with different
authentication detail. The key for these lookups is the combination of the authentication realm
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and the authentication user lookup configurations. If you do not configure authentication
attribute element in the realm, the Enterprise SBC handles surrogate agent authentication
using the authentication table setup on the IP-PBX session agent, which supports this traffic in
a single realm only.

This feature resolves two key surrogate agent authentication issues:

* In a multi-tenanted environment, there might be multiple IP-PBX systems or realms trying
to use the same surrogate agent function. Therefore, there is a need to authenticate traffic
to surrogate agents by the Enterprise SBC on the SIP Trunk Realm with no association or
relation to the IP-PBX system or realm.

* In addition, some SIP Trunk providers send 401/407 challenges to all outbound calls. The
Enterprise SBC utilizes the authentication table setup on the session-agent for username/
password to response to the 401/407 challenge. However, if the auth-realm value is the
same for all customers, then the Enterprise SBC cannot provide the correct username/
password in response to the 401/407 challenge. When this feature is not set up, the
Enterprise SBC always uses the first entry on the auth-attributes in the session agent's
table for all outbound calls.

You configure the Enterprise SBC to populate the authentication headers using your
configuration from either the softswitch's surrogate agent or realm during a 401/407
authentication challenge. The Enterprise SBC uses these tables to look up the authentication
realm and obtain the username and password. The Enterprise SBC uses the username and
password to authenticate the request.

< Note:

The device initiating the authentication challenge to the surrogate agent does not
need to be a softswitch.

The Enterprise SBC chooses the table based on your configuration:

* If you have configured the auth-user-lookup parameter in the local-policy attribute, then
the Enterprise SBC builds the authentication headers from the realm-config configuration.

* If the auth-user-lookup parameter in the local-policy attribute is empty, then the
Enterprise SBC builds the authentication headers from the IP-PBX session-agent
configuration.

The Enterprise SBC uses the following objects to perform this feature's function:

* Alocal-policy that forwards traffic to the target softswitch, which may or may not reside in
a different realm from the source traffic. Further configuration supports intra-realm
surrogate agent authentication.

* The policy-attributes within that local-policy that includes the target auth-user-lookup
value and the target realm of the surrogate agent.

* An auth-attributes sub-element in the target realm-config. This sub-element includes:

— The realm of the surrogate agent. This is the host realm initiating the authentication
challenge. This value defines the protected space in which the digest authentication is
performed.

— An auth-user-lookup value that matches the auth-user-lookup in the local-policy.

— The username and password that provide access to the target surrogate agent.
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Cross Realm Surrogate Agent Authentication Operation

After configuration, the Enterprise SBC authenticates applicable cross-realm surrogate agent
authentication, allowing registration and call traffic.

When the Enterprise SBC receives traffic that triggers your local-policy, it uses the policy's
auth-user-lookup value in combination with the target realm of the local-policy to prepare for
authentication.

The key used for these lookups is a combination of the authentication realm and the user
lookup. Typical behavior during operation includes:

« If the auth-user-lookup in the policy-attribute is empty, the Enterprise SBC gets the
configured password for authorization from the softswitch session-agent configuration.

* If the auth-user-lookup in the policy-attribute is not empty, the Enterprise SBC selects
the AuthAttributes (username/password) for the matching auth-user-lookup in the realm-
config.

< If the auth-user-lookup in policy-attribute is not empty, but there is no corresponding
entry in realm-config, then the call fails as unauthorized. Additionally, the Enterprise SBC
displays a warning during verify-config.

When operating with the auth-user-lookup from the local-policy attributes, the Enterprise
SBC uses the returned value of username and password for authenticating the request.
During the processing of the INVITE request, a reference to the selected local policy route is
stored along with the route.

Additional Notes on Operation
The following are additional notes that describe the digest authentication process:

e The Enterprise SBC always challenges the first LOGIN request, and initial authentication
begins with that request. The selected authorization key — the credentials — are then
included in every subsequent request.

e If the Enterprise SBC does not receive any communication from the client within the
expiration period, the Enterprise SBC logs the client out and tears down the transport
connection. Faced with interface loss, the Enterprise SBC default behavior is to flush all
warrant information from the target database. This response necessitates that the client
first login/re-register with the Enterprise SBC, and then repopulate the empty database
using a series of ADD requests. This behavior ensures that client and Enterprise SBC
target databases are synchronized.

Alternatively, when faced with interface loss, the Enterprise SBC can retain all warrant
information within the target database. This response necessitates only that the client first
login/re-register with the Enterprise SBC. After successful registration the client should, but
is not required to, use a series of GET, ADD, and DELETE requests to ensure that the
Enterprise SBC and client target databases are synchronized.

e The Enterprise SBC ignores the Authentication-Info header that comes in the 2000K
response after digest authentication is complete. The Enterprise SBC receives a 401/407
response from the client. However, some surrogate-agents may process the
Authentication-Info header in a single challenge.

Routing Calls from an IP-PBX

When it receives a call from an IP-PBX configured as a surrogate agent, the Enterprise SBC
attempts to route, and if challenged, perform authentication on behalf of the IP-PBX to
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authorize the call. It does this by validating the request with your configuration. After routing the
call to its destination, the callee may challenge the call, in which case the Enterprise SBC has
an opportunity to authenticate the call. If the Enterprise SBC cannot authenticate the call, it
leaves authentication procedures to other devices, such as the IP-PBX itself.

The process of routing a call from an IP-PBX using a Surrogate Agent fits within the overall
routing process, as shown in the following diagram. While determining a route, the Enterprise
SBC also determines whether the call may be authenticated using the Enterprise SBC as a
surrogate. The call may be routed by multiple processes, each of which can include a
surrogate-agent match and specifying that the Enterprise SBC can trust the caller.

To route the call, the Enterprise SBC looks for a service route. After finding the corresponding
registration Service-Route entry, the Enterprise SBC uses the Service-Route for this endpoint
to route the call, if it exists.

If no Service-Route exists, but the route-to-registrar parameter is enabled on the sip-
interface, the Enterprise SBC tries to route the call to the registrar. If route-to-registrar is
disabled, the Enterprise SBC refers to local-policy for routing.

At this point, the Enterprise SBC routes the call, and is prepared if it needs to respond to an
authentication challenge.
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Having received a challenge, the Enterprise SBC matches the challenge with source and SIP
information presented by the caller and stored by the Enterprise SBC. This matching process
is explained below. If the match is successful, the Enterprise SBC authenticates the call on
behalf of the IP-PBX. After authentication succeeds, media between the caller and callee may
proceed.
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# Note:

You can configure the surrogate-agent to override the sip-interface, route-to-
register setting. If the surrogate agent’s route-to-registrar parameter is set to
disable, it takes precedence over the sip-interface setting. In this case, the
Enterprise SBC does not try to route the call to the registrar.

Matching an INVITE to a Surrogate Agent

ORACLE

You can configure the Enterprise SBC to perform authentication for an end station sending an
INVITE through its surrogate agent in two ways. These methods match information in your
surrogate-agent, and in some cases session-agent configurations, with source information in
the request. The Enterprise SBC uses this function for requests needing authentication, except
REGISTERSs. This processing is not relevant to calls sent to a surrogate-agent.

Assuming configuration, to confirm and authenticate requests originating from a surrogate
agent, the Enterprise SBC matches:

1. Information in the FROM header in the request to a registered user, and then your
register-user and register-host configuration in your surrogate-agent. These matches
confirm the surrogate-agent from which the request came. If these do not match, the
Enterprise SBC does not continue with authentication.

# Note:

The FROM header should contain the user portion of one of the Associated-URIs
that it received from the registrar in the 200 (OK) responses to REGISTER
requests. It should also have a hostname.

# Note:

Should the register-host match fail, the Enterprise SBC tries to match the host
portion with your customer-host configuration.

2. IP source addressing to the source-ip-prefix parameter within the surrogate-agent
element. This confirms that the Enterprise SBC can perform the authentication. If you have
configured this parameter and there is no match, the Enterprise SBC does not authenticate
the request.

3. Ifthere is no source-ip-prefix configuration, the Enterprise SBC tries to match the
customer-next-hop configuration in the surrogate-agent with the source of the incoming
request. This can also confirm that the Enterprise SBC can perform the authentication.

To perform this step, the Enterprise SBC compares the source IP of the request with the
customer-next-hop parameter. You can configure the customer-next-hop parameter with a
session-agent name, a session-agent-group or any IP address. That value must match:

e The hosthame Session Agent, or the group-name of the Session Agent Group.
e If configured with an IP address, your value must match the source IP of the request.

The source-ip-prefix configuration provides the Enterprise SBC with the flexibility to perform
the authentication against specific IP addresses, multiple prefixes and/or IP ranges. The
customer-next-hop configuration allows for only a single entry, attempting to match to a single
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address, a hosthame configuration on a corresponding session-agent or the group name of
the SAG to which the session agent belongs.

# Note:

If source-ip-prefix is not configured and the customer-next-hop matches a
session-agent-group, the Enterprise SBC uses that group to choose a specific
session-agent.

Process Detail

The steps below present Enterprise SBC behavior when it receives a request from a
surrogate-agent that needs authentication, other than a REGISTER. The steps use an
INVITE as an example. To support these calls the Enterprise SBC:

1.

Determines if there is a surrogate-agent match by ensuring the FROM matches the
register-user and the register-host or customer-host in the surrogate-agent agent
configuration.

# Note:

If there is no match with the register-host, the Enterprise SBC attempts to match
the applicable host portion with the customer-host configuration.

* If not, the Enterprise SBC attempts to use other configuration to proceed with the call,
such as local policy. If those processes do not find a route, the Enterprise SBC sends
the caller with a 480 - No routes found message.

« If so, the Enterprise SBC attempts to verify the source of the INVITE to determine
whether or not it can perform the authentication on behalf of the IP-PBX.

To determine if it should perform the authentication, the Enterprise SBC checks whether
the surrogate-agent has a source-ip-prefix configuration:

» If so, the Enterprise SBC matches the source IP address with any of your source-ip-
prefix settings in the surrogate-agent.

— If there is a match, the Enterprise SBC considers the INVITE as originated from a
trusted source and it can perform authentication on behalf of the surrogate-agent.

— If it does not match, the Enterprise SBC does not perform authentication on behalf
of the surrogate-agent, and forwards a 401 with challenge towards the IP-PBX.

If you have not configured the source-ip-prefix, the Enterprise SBC can next refer to your
customer-next-hop configuration and check for a match. to the surrogate-agent. Detalil
on matching criteria is above.

» If there is a match, the Enterprise SBC considers the INVITE as originated from a
trusted source and performs authentication on behalf of surrogate-agent.

< If it does not match, the Enterprise SBC does not perform authentication on behalf of
surrogate-agent, and forwards 401 with challenge towards the endpoint.

If there is a match, the Enterprise SBC generates an INVITE with authentication
parameters and sends it to the REGISTRAR to confirm the authentication.

If the authentication is successful, the Enterprise SBC sends a 200 OK to the IP-PBX, and
routes the call to the callee.
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6. If the authentication fails, the Enterprise SBC sends a 401 with challenge to the IP-PBX.

7. At this point, the endpoint may or may not attempt to authenticate itself directly with the
REGISTRAR.

e If not, the call does not proceed.

« If so, and the authentication is successful, media may proceed between the caller and
callee.

* If so, and the authentication fails, the REGISTRAR replies to the IP-PBX directly with
(an authentication failed message), and the call does not proceed.

Configuration Detail on Verifying Source IP

You configure the source-ip-prefix and the customer-next-hop parameters on the applicable
surrogate-agent. The source-ip-prefix accepts any number of IP addresses and IP address
prefixes in the format <ip>/<subnet>. If you set multiple values, separate them with a space
and enclose them with parenthesis (). Addressing can be IPv4, IPv6 or a combination of both.
The Enterprise SBC performs individual match checks in the same order as your configuration.

For example, to configure the agent to trust IPs 192.168.1.0, 172.16.10.10 and 172.168.x.X,
you can configure the parameter as follows.

ORACLE (surrogate-agent) #source-ip-prefix (192.168.1.0 172.168.0.0/16
172.16.10.10)

In contrast, the customer-next-hop parameter accepts a single entry as an IP address,
FQDN, Session Agent name, or Session Agent Group name.

ORACLE (surrogate-agent) #customer-next-hop 192.168.1.0

The Enterprise SBC prevents you from configuring parameters using an incorrect format.

Related Configuration
Note the following configurations and their impact on this authentication process.

e This feature fully supports HA deployments.

Call Flow Examples

ORACLE

The call flows in this topic demonstrate how the Enterprise SBC identifies the surrogate-agent
for an incoming call for the purpose of authentication. Your surrogate-agent, session-agent,
and sip-interface configuration are key to processing these calls.

Call Flow 1

This first call flow depicts the Enterprise SBC successfully handling the end station
authentication. In this case, the Enterprise SBC identifies the surrogate-agent by matching
the FROM header with the register-user and register-host parameters in the surrogate-
agent configuration.

surrogate-agent:
register-host: oracle.com
register-user: 123
source-ip-prefix: 192.168.0.0/16
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Next, the Enterprise SBC matches the source IP of the INVITE request with the source-ip-
prefix parameter in the surrogate-agent configuration to determine if it should perform
surrogate authentication. Note the source IP address, 192.168.1.1 falls in the range of the
setting, 192.168.0.0/16.

IP-PEX \ ‘ Registrar/ |
192.168.1.1 OCSBC Proxy

INVITE
From: 123@oracle.com

—

INVITE: »

Fll———a01 with challenge————

INVITE with digest auth————

L 00 OK

Lo} 00 OK

The Enterprise SBC does not reference the customer-next-hop parameter because you have
configured the source-ip-prefix with some value.

Call Flow 2

This next call flow depicts the Enterprise SBC not handling an end station authentication. In
this case, the source-ip-prefix, configured to 172.16.0.0/16, does not match the source IP
address.

surrogate-agent:
register-host: oracle.com
register-user: 123
source-ip-prefix: 172.16.0.0/16

IP-PEX \ ‘ Registrar/ |
192.168.1.1 OCSBC Proxy

INVITE
From: 123@oracle.com

—

INVITE: »

Fll———a01 with challenge————
rll——401 with challenge————

Again, the Enterprise SBC does not reference the customer-next-hop parameter.

Call Flow 3

Consider this next case, wherein the source-ip-prefix is not configured. But the relevant
configuration, shown below, includes a customer-next-hop configuration that provides a
match.

surrogate-agent:
register-host: oracle.com
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register-user: 123

customer-next-hop: SAl

source-ip-prefix: <empty>
session-agent:

hostname: SAl

ip-address: 192.168.1.1

IP-PBX Registrar/
192.168.1.1 OCSBC \ ‘ Proxy \

INVITE
From:123@oracle.com

|

INVITE:

rll—————401 with challenge—]

INVITE with digest guth=———

- 00 OK

- 00 OK

Call Flow 4

Consider this next case, wherein the surrogate-agent configuration fails to identify the source
correctly. Because the register-host and register-user values do not match either the FROM

presented in the INVITE, the Enterprise SBC does not have a means of forwarding the INVITE,
so it replies with '480 - No Routes Found' message.

surrogate-agent:
register-host: acmepacket.com
register-user: 486
customer-next-hop: <any value>
source-ip-prefix: <any value>

IP-PBX

Registrar/

OCSBC

192.168.1.1

Proxy

INVITE
— —

From: 123@oracle.com

lag—— 480 NoRoutes Found— - —

Separate from the surrogate agent feature, the Enterprise SBC could use a local-policy or
other routing configuration, to route this call.
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Surrogate Agent Refresh on Invalidate

Surrogate agent registrations normally only re-register when nearing their expiration time.
When a registrar fails, the surrogate agent will wait until the expiration time to refresh the
registration with an in-service registrar.

You can configure your Oracle® Enterprise Session Border Controller to immediately refresh
the surrogate agent registrar with an in-service registrar by enabling the existing parameter
invalidate-registrations.

Invalidate Registrations

An existing feature called invalidate-registrations located in the session agent keeps track of
when surrogate agents go out of service. When REGISTER messages are received,

registration entries that had out-of-service session agents since the last REGISTER will always
allow the message through to the registrar (as opposed to responding directly from the cache).

The invalidate-registrations parameter in session agent configuration enables the Oracle®
Enterprise Session Border Controller to detect failed Registrar session agents.

If invalidate-registrations is enabled for the session agent, a response from a surrogate
REGISTER that contains a service-route header that corresponds to a session-agent is
installed to the registration cache entry.

The surrogate-agents are scanned. Surrogate agents with registration entries matching the
out-of-service registrar have their timer reset to initiate a refresh. For an immediate refresh, the
registration entry will only be considered when the service-route session agent goes out-of-
service. The service-route session agent takes precedence and any previous registrar session
agent w ill not be considered for an immediate refresh of the surrogate-agent registration.

Performance Impact

In cases with a large number of surrogate-agent registrations, there may be an impact to CPU
usage when a session-agent goes out-of-service. All of the surrogate-agent registrations are
scanned at that time. Refresh registrations are then sent out on timers.

Media Inactivity Timer Configuration

ORACLE

To disable the media inactivity timer for calls placed on hold:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

2. Type session-router and press Enter.

ORACLE (configure) # session-router
ORACLE (session-router) #

3. Type session-agent and press Enter.

ORACLE (session-router)# session-agent
ORACLE (session-agent) #
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If you are adding support for this feature to a pre-existing configuration, then you must
select (using the ACLI select command) the configuration you want to edit.

4. invalidate-registration—Set this parameter to enabled if you want to use the manual
trigger to send this session agent offline (and therefore invalidate the registrations
associated with it). The default is disabled.

5. Save and activate your configuration.

Surrogate Agents Re-Register after Switchover

ORACLE

You can configure the Enterprise SBC to re-register all of its surrogate agents immediately
after an HA switchover. This behavior is valid for all surrogate agent, regardless of transport,
but is limited to 10,000 surrogate agent registrations to prevent a registration avalanche. If the
system has more than 10,000 surrogate agent registrations to perform, the remaining agents
re-register normally.

Surrogate agents normally re-register only within configured windows. After an HA switchover,
however, surrogate agents begin using different interfaces (on the standby Enterprise SBC)
thereby immediately breaking the connections, and taking the surrogate agent down. Although
every surrogate agent eventually re-registers and becomes operational again without
intervention, the delays can disrupt call traffic. To avoid these disruptions, you can enable the
surrogate-reg-switchover parameter in the sip-config.

ORACLE (sip-config) surrogate-reg-switchover enabled

With this parameter enabled, the Enterprise SBC re-registers up to 10,000, immediately after
the standby becomes active. This allows the Enterprise SBC to prevent some of the service
disruptions between its surrogate agents and the target devices. If the system needs to
perform more than 10,000 registrations, it proceeds with the remaining surrogate agent
registrations when the timer for those entries expire.

# Note:

The system performs its refresh registration processes on an on-going basis. There
are no restrictions that limit refresh registrations outside of this feature. This means
that refresh registrations can impact CPU performance outside of this switchover
feature.

When you save your configuration after enabling this feature, the Enterprise SBC throws a
verify-config warning that says "surrogate-reg-switchover sends all surrogate re-
registrations immediately upon switchover, so it is limited to 10,000 registrations".

# Note:

Enabling dyn-contact-method=randomseed as an spl-option significantly
increases the CPU and sipd thread utilization which could lead to crashes. If you set
the surrogate-reg-switchover parameter and the dyn-contact-
method=randomseed option, the Enterprise SBC becomes overloaded before it
reaches 10,000 registrations. Configuring both of these features simultaneously is not
supported.
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Surrogate Registration Configuration

Surrogate registration allows the Enterprise SBC to explicitly register endstations on behalf of
an IP-PBX. Surrogate registration also manages the routing of calls to and from the IP-PBX
and core (registrar).

Configure multiple elements depending on your deployment's design for establishing IP-PBX
proxies that you want the Enterprise SBC to register. Elements include:

surrogate-agent
realm-config
session-agent

local-policy

Configuring Surrogate Registration

ORACLE

You can configure surrogate registration using the ACLI. You need to configure a surrogate
agent for each IP-PBX proxy for which the Enterprise SBC registers. Those parameters that
are optional are marked, the rest are mandatory.

To configure the surrogate agent:

1.

In Superuser mode, type configure terminal and press Enter.

ACMEPACKET# configure terminal

Type session-router and press Enter to access the system-level configuration elements.
ACMEPACKET (configure) # session-router

Type surrogate-agent and press Enter. The prompt changes to indicate you can configure
individual parameters.

ACMEPACKET (session-router)# surrogate-agent
ACMEPACKET (surrogate-agent) #

From this point, you can configure surrogate agent parameters. To view all surrogate agent
configuration parameters, enter a ? at the system prompt.

register-host—Enter the registrar's hostname to be used in the Request-URI of the
REGISTER request. This name is also used as the host portion of the AoR To and From
headers.

register-user— Enter the user portion of the AoR (Address of Record).

state—Set the state of the surrogate agent to indicate whether the surrogate agent is used
by the application. The default value is enabled. The valid values are:

e enabled | disabled

realm-id— Enter the name of realm where the surrogate agent resides (where the IP-PBX
proxy resides). There is no default.

description—Optional. Enter a description of this surrogate agent.

customer-host—Optional. Enter the domain or IP address of the IP-PBX, which is used to
determine whether it is different than the one used by the registrar.
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customer-next-hop—Enter the next hop to this surrogate agent:

e session agent group:

SAG: <session agent group name>
e session agent:

<hostname> or <IPV4>
e specific IP address:

<IPV4> or <IPV4: port>

register-contact-host—Enter the hostname to be used in the Contact-URI sent in the
REGISTER request. This should always point to the Enterprise SBC. If specifying a IP
address, use the egress interface’s address. If there is a SIP NAT on the registrar’s side,
use the home address in the SIP NAT.

register-contact-user—Enter the user part of the Contact-URI that the Enterprise SBC
generates.

password—If you are configuring the auth-user parameter, you need to enter the
password used in case the registrar sends the 401 or 407 response to the REGISTER
request.

register-expires—Enter the expires in seconds to be used in the REGISTER requests.
The default value is 600,000 (1 week). The valid range is:

e Minimum—oO0
e Maximum—999999999

replace-contact—This specifies whether theEnterprise SBC needs to replace the Contact
in the requests coming from the surrogate agent. If this is enabled, Contact will be replaced
with the Contact-URI the Enterprise SBC sent in the REGISTER request. The default value
is disabled. The valid values are:

e enabled | disabled

route-to-registrar—This indicates whether requests coming from the surrogate agent
should be routed to the registrar if they are not explicitly addressed to the Enterprise SBC.
The default value is enabled. The valid values are:

e enabled | disabled

aor-count—Enter the number of registrations to do on behalf of this IP-PBX. If you enter a
value greater than 1, the Enterprise SBC increments the register-user and the register-
contact-user values by that number. For example, if this count is 3 and register-user is john
then users for three different register messages will be john, johnl, john2. It does the same
for the register-contact-user values. The default value is 1. The valid range is:

e Minimum—O0

«  Maximum—999999999

auth-user—Enter the authentication user name you want to use for the surrogate agent.
This name is used when the Enterprise SBC receives a 401 or 407 response to the
REGISTER request and has to send the REGISTER request again with the Authorization
or Proxy-Authorization header. The name you enter here is used in the Digest username

parameter. If you do not enter a name, the Enterprise SBC uses the value of the register-
user parameter.
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max-register-attempts—Enter the total number of times to attempt registration until
success. The default value is 3. The valid range is:

e Minimum—O (No Limit)
¢ Maximum—10

register-retry-time—Enter the time to wait after an unsuccessful registration before re-
attempting. The default value is 300. The valid range is: Range 30-3600

e Minimum—30
e Maximum—3600

count-start—Enter the starting value for numbering when performing multiple
registrations. The default value is 1. The valid range is:

*  Minimum—O0

¢ Maximum—999999999

register-mode—Select automatic (default) or triggered (upon trigger from PBX).
e automatic | triggered

triggered-inactivity-interval—Enter the maximum time with no traffic from the
corresponding PBX. (Valid only with Triggered inactivity interval.) The default value is 30.
The valid range is:

e Minimum—5
e Maximum—300

triggered-oos-response—503 (Default. Send 503 response for core network failure) or
drop response, which causes the system to not respond to PBX or core network failure.

e 503 | dropresponse

source-ip-prefix—Contains a list of IP address/prefixes that specify the source addressing
of endpoints the system can authenticate using this surrogate-agent. Valid entries include
any number of IP addresses and IP address prefixes in the format <ip>/<subnet>. If you
set multiple values, separate them with a space and enclose them with parenthesis ().
Addressing can be IPv4, IPv6 or a combination of both. The default configuration is null (no
entry).

auth-user-lookup—If you intend to authenticate register requests using a realm
configuration, enter the name of the target Auth Attribute configuration in that realm. This
name must match an Auth User Lookup name in the realm's Auth Attribute list. When
configured, the Enterprise SBC uses those credentials to authenticate challenged register
requests.

proxy-name—If you have configured the Registrar that validates this surrogate agent's
register requests as a session agent, enter the name of that session agent here.

un-register—Enable this parameter to cause the register requests from this surrogate
agent to specify Expires:0 and to remove each of this surrogate agents entries from the
registration cache. The default value is disabled. The valid values are:

e enabled | disabled

Save and activate your configuration.
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The following example shows the surrogate agent configuration.

surrogate-agent
register-host
register-user 234567
state enabled
realm-id public
description
customer-host
customer-next-hop

register-contact-host 111.222.5.68
register-contact-user eng
password

register-expires 600000
replace-contact disabled
route-to-registrar enabled
aor-count 1

source-ip-prefix

options

auth-user

max-register-attempts 10
register-retry-time 30
count-start 1

register-mode automatic
triggered-inactivity-interval
triggered-oos-response 503
auth-user-lookup
proxy-name charlie
un-register disabled
last-modified-date

acmepacket.com

acmepacket.com
111.222.33.44

30

2006-05-04 16:01:35

In the Enterprise SBC ACLI, you can access authentication parameters applicable to surrogate
agent operation using the path media-manager, realm-config, auth-attributes. If using this
authentication method for register requests, this feature uses the attributes and values listed in
this table. You perform this configuration to the realm-config on which the registrar resides.

< Note:

If enabling this means of authentication, all the auth-attributes listed below are
required except for the in-dialog-methods attribute, which is optional.

To configure authentication on the Enterprise SBC:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
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Type media-manager and press Enter to access the media manager-related objects.

ORACLE (configure) # media-manager
ORACLE (media-manager) #

Type realm-config and press Enter.

ORACLE (media-manager)# realm-config
ORACLE (realm-config) #

Create or select the realm-config on which the softswitch resides.

Type auth-attributes and press Enter to access the authentication-related attributes.

ORACLE (realm-config)# auth-attributes
ORACLE (auth-attributes) #

auth-realm — Enter the identifier of this realm, which initiates the authentication challenge.
This value defines the protected space in which the authentication is performed. Valid
value is an alpha-numeric character string. Default is blank.

ORACLE (auth-attributes) # auth-realm realmO1l

username — Enter the username of the client. Valid value is an alpha-numeric character
string. Default is blank.

ORACLE (auth-attributes) # username user

auth-user-lookup — Enter a name for this auth-user-lookup. You use this same name
when configuring the auth-user-lookup within the attributes of a local-policy, and within
the surrogate agent itself. Default is blank.

ORACLE (auth-attributes)# auth-user-lookup regl

password — Enter the password associated with the username of the client. This is
required for all LOGIN attempts. Password displays while typing but is saved in clear-text
(i.e., ***) Valid value is an alpha-numeric character string. Default is blank.

ORACLE (auth-attributes) # password *******

in-dialog-methods — Enter the in-dialog request method(s) that authentication uses from

the cached credentials. Specify request methods in a list form separated by a space
enclosed in parentheses. Valid values are:

* INVITE

* BYE

* ACK

« CANCEL

«  OPTIONS

» SUBSCRIBE
*  PRACK

*  NOTIFY
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« UPDATE
* REFER

ORACLE (auth-attributes)# in-dialog-methods (ack invite subscribe)

If you do not specify any in-dialog-method value(s), authentication does not add challenge-
responses to in-dialog requests within a dialog. This attribute setting applies to in-dialog
requests only.

# Note:

The methods not in this list are still resubmitted if a 401/407 response is received
by the Oracle® Enterprise Session Border Controller.

11. Type done to save changes to this realm-config.

12. Save and activate your configuration.

Configure the applicable local-policy. This configuration includes setting the auth-user-
lookup parameter in the applicable local-policy-attribute with the same value as the auth-
user-lookup above.

Configure a Local Policy for Authenticating Surrogate Agent Traffic

ORACLE

To configure a local policy to support intra-realm surrogate agent authentication, you configure
the local policy that directs traffic from the surrogate agent to the softswitch, which initiates the
authentication challenge for any traffic coming from the surrogate agent (usually a PBX without
the ability to authenticate itself).

1.

In Superuser mode, type configure terminal and press Enter.
ACMEPACKET# configure terminal

Type session-router and press Enter.

ACMEPACKET (configure) # session-router

Type local-policy and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ACMEPACKET (session-router)# local-policy
ACMEPACKET (local-policy) #

from-address—Indicate the originating address information by entering a From address
value. You can use the asterisk (*) as a wildcard to indicate this policy can be used with all
originating addresses.

# Note:

After entering the from-address value, the Oracle Communications Session
Delivery Manager automatically saves it to the configuration when exiting from
local policy.
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5. to-address—Indicate the destination address by entering a To address value. You can use
the asterisk (*) as a wildcard to indicate all this policy can be used for any destination
address.

# Note:

After entering the to-address value, the Oracle Communications Session Delivery
Manager automatically saves it to the configuration when exiting from local policy.
6. source-realm—Enter the identifier of the realm on which the surrogate agent resides.

7. state—Indicate whether you want the local policy to be enabled or disabled on the system.
The default value is enabled. The valid values are:

° enabled | disabled

8. policy-attribute—Configure local policy attributes required for this feature. All other
attributes are optional.

9. next-hop—Identify the next signaling host by entering the next hop value. For this feature,
then next hop is the soft switch.

10. realm—Identify the egress realm (the realm used to reach the next hop) if the system must
send requests out from a specific realm.

11. lookup—Set this parameter to single.

12. auth-user-lookup—Enter the name of the target auth-user-lookup you have configured for
this surrogate agent on the Softswitch realm.

13. Type done twice to save changes to your policy-attributes and your local policy.

14. Save and activate your configuration.

Recurse 305 Only Redirect Action

The Oracle® Enterprise Session Border Controller has a SIP feature called redirect action.
This is a feature that allows the Oracle® Enterprise Session Border Controller, acting as a SIP
Proxy or a Session Agent, to redirect SIP messages after receiving a SIP redirect (3xx)
response. Previously, for the ACLI objects of sip-interface and session-agent on the Oracle®
Enterprise Session Border Controller, you could set the redirect-action parameter to proxy or
recurse. In Release 6.3 you can additionally set a value of recurse-305-only for the redirect-
action parameter.

Redirect Action Process

ORACLE

When the redirect-action parameter is set to proxy, the Oracle® Enterprise Session Border
Controller sends SIP Redirect responses back to the previous hop (back to the User Agent
Client (UAC)) when the User Agent Server (UAS) is not a session agent. The URI in the
Contact of the response is changed from the URI that was in the original request.

¢ Note:

If the target of the request is a session agent, the session agent's redirect action
supercedes that of the SIP interface.
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When the redirect-action parameter is set to recurse, if the Oracle® Enterprise Session Border
Controller receives a SIP redirect (3xx) response on the SIP interface, it automatically redirects
all requests to the Contact URI specified in the 3xx response. The responses contain the same
Contact URI that was in the original request sent to the UAS.

For example, if UAC X sends an INVITE to the Oracle® Enterprise Session Border Controller
set up as a SIP proxy, the Oracle® Enterprise Session Border Controller forwards the INVITE
to UAS Y (Y is not a session agent). Y then responds to the Oracle® Enterprise Session
Border Controller with a 3xx response (redirection message) with the same URI that was in the
original request. This indicates to the Oracle® Enterprise Session Border Controller that if it
receives any future requests directed toward Y, that it should automatically redirect the request
directly to Y. The Oracle® Enterprise Session Border Controller then recurses, or repeatedly
sends subsequent incoming messages to the Contact URI specified in the Header of the 3xx
responses.

When the redirect-action parameter is set to recurse-305-only, if the Oracle® Enterprise
Session Border Controller receives a 305 SIP redirect response (Use Proxy) on the SIP
interface, it automatically redirects all requests to the Contact URI specified in the 305
response. All other 3xx responses are sent back to the previous hop.

When the UAS is a session agent, the Oracle® Enterprise Session Border Controller can send
the SIP redirect response back to the UAC using the value in the session agent’s redirect
action field. If there are too many UASSs to define as individual session agents, or if the UASs
are Hosted NAT Traversal (HNT) endpoints, and SIP redirect responses need to be proxied for
UASSs that are not session agents, you can set the behavior at the SIP interface level.

Redirect-Action Set to Proxy

ORACLE

The following occurs if you set the redirect-action parameter to proxy on the Enterprise SBC:

1. X (UAC) sends an INVITE to the Enterprise SBC.
2. The Enterprise SBC forwards the INVITE to Y (UAS).

3. Y sends the 3xx REDIRECT response to the Enterprise SBC with a different URI in the
message header.

4. The Enterprise SBC forwards the 3xx REDIRECT response to the previous hop. X
receives the 3xx REDIRECT response from the previous hop.

5. Xredirects all subsequent requests to the URI in the message header received from V.

The following illustration shows an example of a dialog between X, Y, Z, and the Enterprise
SBC during a redirect-action session set to proxy.
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Redirect-Action Set to Recurse

The following occurs if you set the redirect-action parameter to recurse on the Oracle®
Enterprise Session Border Controller:

T

" ¥ and Z not session agents

1. X (UAC) sends an INVITE to the Oracle® Enterprise Session Border Controller.

2. The Oracle® Enterprise Session Border Controller forwards the INVITE to Y (UAS).

3. Y sends the 3xx REDIRECT response to the Oracle® Enterprise Session Border Controller
with the same URI as the URI sent in the original request.

4. The Oracle® Enterprise Session Border Controller forwards the 3xx REDIRECT response

to X (UAC).

5. X (UAC) sends all subsequent requests directly to Y (UAS) per the URI specified from the
original INVITE request.

The following illustration shows an example of a dialog between X, Y, and the Oracle®
Enterprise Session Border Controller during a redirect-action session set to recurse.
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Redirect-Action Set to Recurse-305-Only

The following occurs if you set the redirect-action parameter to recurse-305-only on the
Enterprise SBC:

1.
2.
3.

X (UAC) sends an INVITE to the Enterprise SBC.
The Enterprise SBC forwards the INVITE to Y (UAS).

Y sends a 305 REDIRECT response to the Enterprise SBC with the same URI as the URI
sent in the original request.

The Enterprise SBC forwards the 305 REDIRECT response to X (UAC).

If 305 response received, X sends requests to Y directly. If other 3xx responses received,
requests are sent to URI specified in the 3xx response (works the same as if redirect-
action set to proxy).

The following illustration shows an example of a dialog between X, Y, and the Enterprise
SBC during a redirect-action session set to recurse-305-only.
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Redirect Configuration for SIP Interface

You can configure the Oracle® Enterprise Session Border Controller to redirect requests from
a UAC to a UAS using the URI in 305 responses only. You can use the ACLI at the paths
session-router, sip-interface or session-router, session-agent.

ORACLE

To configure the redirect-action feature on the SIP interface on the Oracle® Enterprise Session
Border Controller:

1.

2

In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
Type session-router and press Enter to access the session router-related configurations.

ORACLE (configure) # session-router
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3. Type sip-interface and press Enter to access the SIP interface-related configurations. The
system prompt changes to let you know that you can begin configuring individual
parameters for this object.

ORACLE (session-router) # sip-interface
ORACLE (sip-interface) #
4. Enter redirect-action followed by the following value:

e recurse-305-only

ORACLE (sip-interface)# redirect-action recurse-305-only

When the Oracle® Enterprise Session Border Controller receives a 305 SIP redirect
response (Use Proxy) on the SIP interface, it automatically redirects all requests to the
Contact URI specified in the 305 response. All 3xx responses other than 305 responses
are sent back to the previous hop.

To disable this feature, enter redirect-action and press Enter without entering a value.

ORACLE (sip-interface) # redirect-action

Embedded Routes in Redirect Responses

ORACLE

When the Oracle® Enterprise Session Border Controller recurses as the result of a redirect
(3xx) response, the server might need to specify one or more intermediate hops. These hops
are reflected in the Contact header for the 3xx response using embedded route headers and
look like this:

Contact: <sip:touser(@server.example.com?Route=%3Cproxy.example.com%Blr%3E>

The Contact header shows that the request should be sent to server.example.com using
proxy.example.com.

You can configure your Oracle® Enterprise Session Border Controller to specify that
embedded headers in 3xx Contact headers are to be included in new requests such that they
are tied to a session agent representing the new target (server.example.com). This behavior
requires you to set the request-uri-headers parameter.

However, you can also use the use-redirect-route in global SIP configuration’s options
parameter so that the embedded Route header is used as the next hop to receive the new
request.

When you configure this new option, the Oracle® Enterprise Session Border Controller
constructs a new request using the redirect Contact, and the SIP URI from the Contact
becomes the Request-URI. Then, the system inserts the embedded routes as Route headers
in the, using the same order in which they appeared in the redirect Contact. Afterward, the
Oracle® Enterprise Session Border Controller determines the next hop in the same way it does
with any other request. If the first route is a loose route (i.e., it has the Ir URI parameter), then
the Oracle® Enterprise Session Border Controller sends a request to host indicated in the first
route. Otherwise, strict routing applies, and the Oracle® Enterprise Session Border Controller
sends the request to the host indicated in the Request-URI.
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1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
2. Type session-router and press Enter.

ORACLE (configure) # session-router
ORACLE (session-router) #

3. Type sip-config and press Enter.

ORACLE (session-router) # sip-config
ORACLE (sip-confiqg) #

If you are adding support for this feature to a pre-existing configuration, then you must
select (using the ACLI select command) the configuration that you want to edit.

4. options—Set the options parameter by typing options, a Space, and then the option
name.

ORACLE (sip-config) # options use-redirect-route

If you type the option without the plus sign, you will overwrite any previously configured
options. In order to append the new options to this configuration’s options list, you must
prepend the new option with a plus sign as shown in the previous example.

5. Save and activate your configuration.

SIP PRACK Interworking

When you configure your Oracle® Enterprise Session Border Controller with PRACK
interworking for SIP, you enable it to interwork between endpoints that support RFC 3262,
Reliability of Provisional Responses in the Session Initiation Protocol, and those that do not.

As its title indicates, RFC 3262 defines a reliable provisional response extension for SIP
INVITES, which is the 100rel extension tag. While some endpoints do not support the RFC,
other SIP implementations require compliance with it. A session setup between two such
endpoints fails. However, you can configure your Oracle® Enterprise Session Border Controller
to supply the provisional response on behalf of endpoints that do not support it—and thereby
enable sessions between those endpoints and the ones requiring RFC 3262 compliance.

You need to configure PRACK interworking for a SIP interface associated with the endpoints
that need RFC 3262 support. To enabled the feature, you set the 100rel-interworking option.
The Oracle® Enterprise Session Border Controller applies PRACK interworking for either the
UAC or the UAS. TheOracle® Enterprise Session Border Controller checks to see whether or
not it needs to apply PRACK interworking when an INVITE arrives at the ingress or egress SIP
interface with the option enabled. First, it checks the Require header for the 100rel tag; if not
found there, it checks the Supported header.

Since there is a slight difference in the application of this feature between the UAC and UAS,
this section explains both.
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# Note:

If SDP is included in a PRACK request sent to a SIP interface where PRACK
interworking is enabled, it will not be responded to, nor will any SDP be included in
the locally-generated 200 OK to that PRACK.

UAC-Side PRACK Interworking

The Oracle® Enterprise Session Border Controller applies PRACK interworking on the UAC
side when:

e Anincoming SIP INVITE contains the 100rel tag in a Require header
e The ingress SIP interface is enabled with the 100rel-interworking option
* The UAS fails to send reliable provisional responses

When it is to forward a non-reliable response to a UAC that requires RFC 3262 support, the
Oracle® Enterprise Session Border Controller converts the non-reliable response to a reliable
one by adding the 100rel tag to the Require header and adding an Rseq header to the
response. Further, the Oracle® Enterprise Session Border Controller adds a Require header
(complete with the100rel tag) if there is not one already in the response, and then also adds
Rseq header.

Note that the Oracle® Enterprise Session Border Controller sets the value of the Rseq header
as 1 for the first provisional response, and then increments it by 1 for each subsequent
provisional response. It also adds the PRACK method to the Allow header when that header
appears.

The Oracle® Enterprise Session Border Controller retransmits the converted reliable
provisional response in accordance with RFC 3262, until it receives a PRACK request. For the
initial timeout for retransmission, the Oracle® Enterprise Session Border Controller uses the
value you set in the init-timer parameter in the global SIP configuration. It stops retransmitting
when either it receives a transmission, or when the ingress SIP interface’s trans-expire timer
elapses.

If it never receives a PRACK, the Oracle® Enterprise Session Border Controller does not
generate an error response to the INVITE, relying instead on the downstream UAS to produce
a final response.

The call flow for this application looks like this:

(SBCY

UAC E E UAS
INVITE
requires 100rel ’
INVITE
supported 100 rel ’
180 Ringing 180 Ringing
requires 100rel lag < no 100rel tag
PRACK
Rack 11 INVITE »
200 OK [PRACK jmeeee—t
200 OK < 200 OK
—————
INVITE INVITE
ACK - ACK -
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UAS-Side PRACK Interworking

The Oracle® Enterprise Session Border Controller applies PRACK interworking on the UAS
side when:

e Anincoming SIP INVITE does not contain the 100rel tag in a Require or Supported header
e The egress SIP interface is enabled with the 100rel-interworking option
e The UAS does send reliable provisional responses

When the UAC does not support RFC 3262, the Oracle® Enterprise Session Border Controller
generates a PRACK request to acknowledge the response. It also converts the response to
non-reliable by removing the 100 rel tag from the Require header and removing the RSeq
header from the response.

In the case of the UAS, the Oracle® Enterprise Session Border Controller matches the PRACK
to a converted reliable provisional response using the PRACK’s RAck header. If it finds a
matching response, the Oracle® Enterprise Session Border Controller generates a 200 OK to
the PRACK. And if it finds no match, then it generates a 481 Call Leg/Transaction Does Not
Exist response. The Oracle® Enterprise Session Border Controller generates a 400 Bad
Request response if either the RAck is not in the PRACK request or it is not formatted properly.

The call flow for this application looks like this:

(sBCY

UAC E m UAS
INVITE
_h.
no 100rel
INVITE 3
supported 100 rel
180 Ringing 180 Ringing
no 100rel < requires 100rel tag

[—200 OK (PRACK)

200 OK < 200 OK
——————
INVITE INVITE
ACK - ACK -

PRACK Interworking Configuration

ORACLE

You enable PRACK interworking for ingress and egress SIP interfaces. Be sure you know on
what side, ingress or egress, you need this feature applied.

To configure PRACK interworking for a SIP interface:

1. In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #
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Type session-router and press Enter.

ORACLE (configure) # session-router
ORACLE (session-router) #

Type sip-interface and press Enter. If you are editing an existing configuration, select the
one on which you want to enable this feature.

ORACLE (session-router) # sip-interface
ORACLE (sip-interface) #

options—Set the options parameter by typing options, a Space, the option name 100rel-
interworking with a plus sign in front of it, and then press Enter.

ORACLE (sip-interface) # options +100rel-interworking

If you type options and then the option value for either of these entries without the plus
sign, you will overwrite any previously configured options. In order to append the
new option to this configuration’s options list, you must prepend the new option with
a plus sign as shown in the previous example.

Save and activate your configuration.

Global SIP Timers

This section explains how to configure SIP retransmission and expiration timers.

Overview

ORACLE

# Note:

you can also set timers and counters per SIP interface.

SIP timers define the transaction expiration timers, retransmission intervals when UDP is used
as a transport, and the lifetime of dynamic TCP connections. The retransmission and
expiration timers correspond to the timers defined in RFC 3261.

init timer: is the initial request retransmission interval. It corresponds to Timer T1 in RFC
3261.

This timer is used when sending requests over UDP. If the response is not received within
this interval, the request is retransmitted. The retransmission interval is doubled after each
retransmission.

max timer: is the maximum retransmission interval for non-INVITE requests. It corresponds
to Timer T2 in RFC 3261.

The retransmission interval is doubled after each retransmission. If the resulting
retransmission interval exceeds the max timer, it is set to the max timer value.

trans expire: is the transaction expiration timer. This value is used for timers B, D, F, H and
J as defined in RFC 3261.

invite expire: defines the transaction expiration time for an INVITE transaction after a
provisional response has been received. This corresponds to timer C in RFC 3261.
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If a final response is not received within this time, the INVITE is cancelled. In accordance
with RFC 3261, the timer is reset to the invite expire value when any additional provisional
responses are received.

Inactive dynamic conn timer defines the idle time of a dynamic TCP connection before the
connection is torn down. Idle is defined as not transporting any traffic. There is no timer in
RFC 3261 corresponding to this function.

Timers Configuration

To configure timers:

ORACLE

1.

In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal

Type session-router and press Enter.

ORACLE (configure) # session-router

Type sip-config and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (session-router)# sip-config
ORACLE (sip-config) #

init-timer—Enter the initial timeout value in milliseconds for a response to an INVITE
request, and it applies to any SIP request in UDP. In RFC 3261, this value is also referred
to as TIMER_T1. The default is 500. The valid range is:

e Minimum—O0
¢ Maximum—4294967295
max-timer—Enter the maximum transmission timeout (T2) for SIP in milliseconds.

When sending SIP over UDP, a re-transmission timer is used. If the timer expires and the
message is re-transmitted, the re-transmission timer is then set to twice the previous value
(but will not exceed the maximum timer value). Using the default values of 500
milliseconds and 4000 milliseconds, the re-transmission timer is 0.5, then 1, 2, and finally
4. The incrementing continues until the transmission expire timer activates. The default is
4000. The valid range is:

e Minimum—O0
e Maximum—4294967295

trans-expire—Enter the transaction expire timeout value (Timer B) in seconds to set the
time for SIP transactions to live. The same value is used for Timers D, F, H and J. The
default is 32. The valid range is:

e Minimum—O0
e Maximum—2147473

invite-expire—Enter the invite expire timeout value (Timer C) in seconds to indicate the
time for SIP client transaction will live after receiving a provisional response. The default is
180. The valid range is:

e Minimum—O0
e Maximum—2147473
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8. inactive-dynamic-conn—Enter the inactive dynamic connection value in seconds to set
the time limit for inactive dynamic connections.

If the connection between the SIP proxy and a session agent is dynamic (for example,
through dTCP), and the connection has been idle for the amount of time specified here, the
SIP proxy breaks the connection. Idle is defined as not transporting any traffic. The default
value is 32. The valid range is:

e Minimum—oO0

e Maximum—4294967295

# Note:

Setting this parameter to 0 disables this parameter.

The following example shows SIP config timer values for a peering network. Some
parameters are omitted for brevity.

sip-config

state enabled

operation-mode dialog
dialog-transparency disabled
home-realm-id acme

egress-realm-id

nat-mode Public

registrar-domain
registrar-host

registrar-port 0
init-timer 500
max-timer 4000
trans-expire 32
invite-expire 180
inactive-dynamic-conn 32

SIP Timers Discreet Configuration

ORACLE

Previous releases controlled various SIP timers with a single ACLI command, trans-expire,
available in both sip-config and sip-interface modes. When executed in sip-config mode, the
command essentially established a global default transaction expiration timer value. Executed
at the sip-interface level, the command established a local, interface-specific value that
overrode the global default.

Specific timers controlled by trans-expire are as follows:

Timer B, the INVITE transaction timeout timer, defined in Section 17.1.1.2 and Appendix A of
RFC 3261, SIP: Session Initiation Protocol.

Timer D, the Wait-Time for response retransmitals timer, defined in Section 17.1.1.2 and
Appendix A of RFC 3261, SIP: Session Initiation Protocol.

Timer F, the non-INVITE transaction timeout timer, defined in Section 17.1.2.2 and Appendix A
of RFC 3261, SIP: Session Initiation Protocol.

Timer H, the Wait-Time for ACK receipt timer, defined in Section 17.2.1 and Appendix A of
RFC 3261, SIP: Session Initiation Protocol.
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Timer J, the Wait-Time for non-INVITE requests timer, defined in Section 17.2.2 and Appendix
A of RFC 3261, SIP: Session Initiation Protocol.

A new ACLI command (initial-inv-trans-expire) that enables user control over SIP Timer B for
initial INVITE transactions. Other timers, namely B for non-initial INVITEs, D, F, H, and J
remain under the control of trans-expire.

Use initial-inv-trans-expire in the sip-config configuration mode, to establish a global, default
transaction timeout value (expressed in seconds) used exclusively for initial INVITE
transactions.

ORACLE (sip-config) # initial-inv-trans-expire 4
ORACLE (sip-confiqg) #

Allowable values are integers within the range 0 (the default) through 999999999. The default
value, 0, indicates that a dedicated INVITE Timer B is not enabled. Non-default integer values
enable a dedicated Timer B and set the timer value.

The default value retains compatibility with previous operational behavior in that Timers B, D, F,
H, and J all remain subject to the single timer value set by trans-expire. However, when
initial-inv-trans-expire is et to a supported non-zero value, SIP Timer B as it applies to initial
INVITESs, assumes that value rather than the value assigned by trans-expire. This functionality
is available in both sip-config and in sip-interface objects.

If a dedicated Timer B is enabled at the sip-config level, you can use initial-inv-trans-expire in
the sip-interface configuration mode, to establish a local interface-specific Timer B timeout
value that overrides the global default value.

ORACLE (sip-interface)# initial-inv-trans-expire 8
ORACLE (sip-interface) #

Session Timer Support

The Oracle® Enterprise Session Border Controller partially supports RFC4028 by establishing
session timers without participating in the session timer negotiation.

When a 2xx response to a Session Refresh Request arrives, the Oracle® Enterprise Session
Border Controller will start a new timer or refresh the existing timer using the value of the
Session-Expires header. When the session timer expires, the Oracle® Enterprise Session
Border Controller will send a BYE to both the upstream and downstream endpoints.

When accounting is configured, the Oracle® Enterprise Session Border Controller will also
send a RADIUS STOP record with Acct-Terminate-Cause=Session-Timeout.

Call Flow Example

ORACLE

The UAS obtains the value from the Session-Expires header field in a 2xx response to a
session refresh request that it sends.

Proxies and UACs obtain this value from the Session-Expires header field in a 2xx response to
a session refresh request that they receive.

Once the session timer runs out, the Oracle® Enterprise Session Border Controller sends a
BYE to both the UAC and the UAS to clear the session.

Enable this feature by adding the session-timer-support option to the sip config.
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Chapter 4
SIP Per-User CAC

The Oracle® Enterprise Session Border Controller’'s call admission control (CAC) supports an
enhanced degree of granularity for SIP sessions.

Without this feature enabled, the Oracle® Enterprise Session Border Controller performs call
admission control (CAC) based on:

Bandwidth limits configured in realms and nested realms

Number of media flows available through the steering pool per realm
Number of inbound sessions configured for a SIP session agent

Number of total sessions (inbound and outbound) per SIP session agent

Use of the Oracle® Enterprise Session Border Controller's support for common open
policy service (COPS), allowing the Oracle® Enterprise Session Border Controller to
perform CAC based on the policies hosted in an external policy server

These methods provide a basic level of call admission control in order to ensure that a SIP
session agent’s capacity is not exceeded. You can also ensure that signaling and media

bandwidth capacities are not exceeded for physical trunks and peers.

With this feature enabled, the Oracle® Enterprise Session Border Controller changes behavior
so that it will only allow the configured number of calls or total bandwidth to and from each user
in a particular realm. The overall realm bandwidth and steering pool limits still apply, and as

before, the Oracle® Enterprise Session Border Controller still rejects users who might be within
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their CAC limitations if accepting them with exceed the bandwidth limitations for parent or child
realms and steering pools.

For SIP sessions, the Oracle® Enterprise Session Border Controller now keeps track of the
amount of bandwidth a user consumes and the number of active sessions per address of
record (AoR) or per IP address, depending on the CAC mode you select (either aor or ip).
When an endpoint registers with the Oracle® Enterprise Session Border Controller,
theOracle® Enterprise Session Border Controller allots it a total amount of bandwidth and total
number of sessions.

This section describes the details of how SIP per user CAC works.

You should note that the functionality this section describes only works if you enable
registration caching on your Oracle® Enterprise Session Border Controller.

For SIP sessions, the Oracle® Enterprise Session Border Controller now keeps track of the
amount of bandwidth a user consumes and the number of active sessions per address of
record (AoR) or per IP address, depending on the CAC mode you select (either aor or ip).
When an endpoint registers with the Oracle® Enterprise Session Border Controller, the
Oracle® Enterprise Session Border Controller allots it a total amount of bandwidth and total
number of sessions.

Per User CAC Modes

There are three modes that you can set for this feature, and each has an impact on how the
other two per-user-CAC parameters are implemented:

¢ none—No per user CAC is performed for users in the realm.

e aor—The Oracle® Enterprise Session Border Controller performs per user CAC according
to the AoR and the contact associated with that AoR for users in the realm.

e ip—The Oracle® Enterprise Session Border Controller performs per user CAC according
to the IP address and all endpoints that are sending REGISTER messages from the IP
address for users in the realm.

Per User CAC Sessions

You can set the number of CAC for sessions per user in the realm configuration. Depending on
the CAC mode you set, the sessions are shared between contacts for the same AoR or the
endpoints behind the same IP address.

When it receives an INVITE, the Oracle® Enterprise Session Border Controller determines the
registration entry for the calling endpoint and the registration for the called endpoint. It then
decides if session can be established between the two. If it can, the Oracle® Enterprise
Session Border Controller establishes the session and changes the active session count for
the calling and called endpoints. The count is returned to its original value once the session is
terminated.

Per User CAC Bandwidth

ORACLE

You can set the per user CAC bandwidth in realm configuration, too, and it is handled much the
same way that the sessions are handled. That is, depending on the CAC mode you set, the
bandwidth is shared between contacts for the AoR or the endpoints behind the same IP
address. All endpoints must be registered with the Oracle® Enterprise Session Border
Controller.
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When it receives a Request with SDP, the Oracle® Enterprise Session Border Controller
checks to see if there is enough bandwidth for the calling endpoint and for the called endpoint.
The Oracle® Enterprise Session Border Controller assumes that the bandwidth usage is
symmetric, and it uses the maximum bandwidth configured for the codec that it finds in the
Request. In the event that there are multiple streams, the Oracle® Enterprise Session Border
Controller determines the total bandwidth required for all of the streams. If the required
bandwidth exceeds what is available for either endpoint, the Oracle® Enterprise Session
Border Controller rejects the call (with a 503 error response). If the amount of available
bandwidth is sufficient, then the used bandwidth value is increased for both the registered
endpoints: calling and called. Any mid-session requests for changes in bandwidth, such as
those caused by modifications in codec use, are handled the same way.

The Oracle® Enterprise Session Border Controller also keeps track of the bandwidth usage on
a global level. When the call terminates, the bandwidth it was consuming is returned to the
pool of available bandwidth.

Notes on HA Nodes

This feature has been implemented so that a newly active system is able to perform SIP per
user CAC. The standby Oracle® Enterprise Session Border Controller is updated with the
appropriate parameters as part of the SIP session update.

SIP per User CAC Configuration

ORACLE

Note that you must enable registration caching for this feature to work.
To configure SIP per user CAC:

1. In Superuser mode, type configure terminal and press Enter.
ORACLE# configure terminal
2. Type media-manager and press Enter.

ORACLE (configure) # media-manager
ORACLE (media-manager) #

3. Type realm-config and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (media-manager) # realm-config
ORACLE (realm-config) #

4. Select the realm where you want to want to add SIP per user CAC.
ORACLE (realm-config) # select
5. user-cac-mode—Set this parameter to the per user CAC mode that you want yo use. The
default value is none. The valid values are:
* none—No user CAC for users in this realm
e aor—User CAC per AOR
e ip—User CAC per IP

6. user-cac-sessions—Enter the maximum number of sessions per user for dynamic flows
to and from the user. The default is 0. Leaving this parameter set to its means that there is
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unlimited sessions, meaning that the per user CAC feature is disabled in terms of the
constraint on sessions. The valid range is:

7. Minimum—oO0
8. Maximum—999999999

9. user-cac-bandwidth—Enter the maximum bandwidth per user for dynamic flows to and
from the user. The default is 0 and leaving this parameter set to the default means that
there is unlimited bandwidth, meaning that the per user CAC feature is disabled in terms of
the constraint on bandwidth. The valid range is:

e Minimum—oO0

e Maximum—999999999

SIP Per-Realm CAC

ORACLE

Building on the Oracle® Enterprise Session Border Controller’s pre-existing call admission
control methods, CAC can be performed based on how many minutes are being used by SIP
or H.323 calls per-realm for a calendar month.

In the realm configuration, you can now set a value representing the maximum number of
minutes to use for SIP and H.323 session using that realm. Although the value you configure is
in minutes, the Oracle® Enterprise Session Border Controller performs CAC based on this
value to the second. When you use this feature for configurations with nested realms, the
parent realm will have the total minutes for all its child realms (i.e., at least the sum of minutes
configured for the child realms).

The Oracle® Enterprise Session Border Controller calculates the number of minutes used
when a call completes, and counts both call legs for a call that uses the same realm for ingress
and egress. The total time attributed to a call is the amount of time between connection (SIP
200 OK) and disconnect (SIP BYE), regardless of whether media is released or not; there is no
pause for calls being placed on hold.

If the number of minutes is exhausted, the Oracle® Enterprise Session Border Controller
rejects calls with a SIP 503 Service Unavailable message (including additional information
“monthly minutes exceeded). In the event that the limit is reached mid-call, the Oracle®
Enterprise Session Border Controller continues with the call that pushed the realm over its
threshold but does not accept new calls. When the limit is exceeded, the Oracle® Enterprise
Session Border Controller issues an alarm and sends out a trap including the name of the
realm; a trap is also sent when the alarm condition clears.

# Note:

The Oracle® Enterprise Session Border Controller does not reject GETS/NSEP calls
based on monthly minutes CAC.

You can change the value for minutes-based CAC in a realm configuration at any time, though
revising the value downward might cause limits to be reached. This value resets to zero (0) at
the beginning of every month, and is checkpointed across both system in an HA node.
Because this data changes so rapidly, however, the value will not persist across and HA node if
both systems undergo simultaneous failure or reboot.

You can use the ACLI show monthly minutes <realm-id> command (where <realm-id> is
the realm identifier of the specific realm for which you want data) to see how many minutes are
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configured for a realm, how many of those are still available, and how many calls have been
rejected due to exceeding the limit.

SIP per Realm CAC Configuration

This section shows you how to configure minutes-based CAC for realms and how to display
minutes-based CAC data for a specific realm.

Enabling Realm-Based CAC

Note that setting the new monthly-minutes parameters to zero (0), or leaving it set to its default
of 0, disables this feature.

To configure minutes-based CAC:

1.

6

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

Type media-manager and press Enter.

ORACLE (configure) # media-manager
ORACLE (media-manager) #

Type realm-config and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (media-manager) # realm-config
ORACLE (realm-config) #

Select the realm where you want to want to add SIP per user CAC.
ORACLE (realm-config) # select
monthly-minutes—Enter the number of minutes allowed during a calendar month in this

realm for SIP and H.323 calls. By default, this parameter is set to zero (0), which disabled
monthly minutes-based CAC. You can enter a value as high as 71582788.

Save and activate your configuration.

Viewing Realm-Based CAC Data

Use the ACLI show monthly-minutes command to see the following information:

ORACLE

How many minutes are configured for a realm
How many of those are still available

How many calls have been rejected due to exceeding the limit
To view information about SIP per user CAC using the IP address mode:
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® In either User or Superuser mode, type show monthly-minutes <realm-id>, a Space, and
the IP address for which you want to view data. Then press Enter. The <realm-id> is the
realm identifier for. the realm identifier of the specific realm for which you want data

ORACLE# show monthly-minutes private realm

SIP Options Tag Handling

Overview

This section explains how to configure SIP options on a global or per-realm level and how to
specify whether the feature treatment applies to traffic inbound to or outbound from a realm, or
both.

SIP extensions that require specific behavior by UAs or proxies are identified by option tags.
Option tags are unique identifiers used to designate new options (for example, extensions) in
SIP. These option tags appear in the Require, Proxy-Require, and Supported headers of SIP
messages.

Option tags are compatibility mechanisms for extensions and are used in header fields such as
Require, Supported, Proxy-Require, and Unsupported in support of SIP.

The option tag itself is a string that is associated with a particular SIP option (i.e., an
extension). It identifies this option to SIP endpoints.

The SIP specification (RFC 3261) requires that the Oracle® Enterprise Session Border
Controller B2BUA reject any request that contains a Require header with an option tag the
Oracle® Enterprise Session Border Controller does not support. However, many of these
extensions operate transparently through the Oracle® Enterprise Session Border Controller's
B2BUA. You can configure how SIP defines the Oracle® Enterprise Session Border Controllers
B2BUA treatment of specific option tags.

Also, there might be certain extensions that an endpoint indicates support for by including the
option tag in a Supported header. If you do not want a given extension used in your network,
the you can configure SIP option tag handling to remove the undesired option tag from the
Supported header. You can also specify how option tags in Proxy-Require headers are to be
treated.

Configuration Overview

ORACLE

You configure the SIP feature element to define option tag names and their treatment by the
Oracle® Enterprise Session Border Controller when the option tag appears in a Supported
header, a Require header, and a Proxy-Require header. If an option tag is encountered that is
not configured as a SIP feature, the default treatments apply. You only need to configure option
tag handling in the SIP feature element when non-default treatment is required.

You can specify whether a SIP feature should be applied to a specific realm or globally across
realms. You can also specify the treatment for an option based on whether it appears in an
inbound or outbound packet. Inbound packets are those that are coming from a realm to the
Oracle® Enterprise Session Border Controller and outbound packets are those which are
going from the Oracle® Enterprise Session Border Controller to the realm.

The following tables lists the SIP option tag parameters you must configure.
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Parameter Description

name SIP feature tag name

realm Realm name with which the feature will be associated. To make
the feature global, leave the field empty.

support mode inbound Action for tag in Supported header in an inbound packet.

require mode inbound Action for tag in Require header in an inbound packet

proxy require mode inbound Action for tag in Proxy-Require header in an inbound packet

support mode outbound Action for tag in Supported header in an outbound packet

require mode outbound Action for tag in Require header in an outbound packet

proxy require mode outbound Action for tag in Proxy-Require header in an outbound packet

SIP Option Tag Handling Configuration

To configure SIP option tag handling:

ORACLE

1.

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal

Type session-router and press Enter to access the system-level configuration elements.
ORACLE (configure) # session-router

Type sip-feature and press Enter. The system prompt changes to let you know that you
can begin configuring individual parameters.

ORACLE (session-router) # sip-feature
ORACLE (sip-feature) #

From this point, you can configure SIP option tags parameters. To view all sip-feature
parameters, enter a ? at the system prompt.

name—Enter a name for the option tag that will appear in the Require, Supported, or
Proxy-Require headers of inbound and outbound SIP messages.

You must enter a unique value.

< Note:

Valid option tags are registered with the IANA Protocol Number Assignment
Services under Session Initiation Protocol Parameters. Because option tags are
not registered until the SIP extension is published as a RFC, there might be
implementations based on Internet-Drafts or proprietary implementations that use
unregistered option tags.

realm—Enter the name of the realm with which this option tag will be associated. If you
want to apply it globally across realms, leave this parameter blank.

support-mode-inbound—Optional. Indicate the support mode to define how the option
tag is treated when encountered in an inbound SIP message’s Supported header. The
default value is pass. Valid values are:
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* pass—Indicates the B2BUA should include the tag in the corresponding outgoing
message.

e strip—Indicates the tag should not be included in the outgoing message. Use strip if
you do not want the extension used.

require-mode-inbound—Optional. Indicate the require mode to define how the option tag
is treated when it is encountered in an inbound SIP message’s Require header. The
default value is reject. The valid values are:

* pass—Indicates the B2BUA should include the tag in the corresponding outgoing
message.

* reject—Indicates the B2BUA should reject the request with a 420 (Bad Extension)
response. The option tag is included in an Unsupported header in the reject response.

support-mode-outbound—Optional. Indicate the support mode to define how the option
tag is treated when encountered in an outbound SIP message’s Supported header. The
default value is pass. Valid values are:

* pass—Indicates the B2BUA should include the tag.

» strip—Indicates the tag should not be included in the outgoing message. Use strip if
you do not want the extension used.

require-mode-outbound—Optional. Indicate the require proxy mode to define how the
option tag is treated when encountered in an outgoing SIP message’s Proxy-Require
header. The default value is reject. The valid values are:

* pass—Indicates the B2BUA should include the tag.

* reject—Indicates the B2BUA should reject the request with a 420 (Bad Extension)
response. The option tag is included in an Unsupported header in the reject response.

The following example shows SIP option tag handling configured for non-default
treatment of option tags.

sip-feature

name newfeature

realm peer-1
support-mode-inbound Strip
require-mode-inbound Reject
proxy-require-mode-inbound Pass
support-mode-outbound Pass
require-mode-outbound Reject
proxy-require-mode-outbound Reject
last-modified-date 2004-12-08 03:55:05

Replaces Header Support

ORACLE

The Oracle® Enterprise Session Border Controller (Enterprise SBC) supports the Replaces:
header in SIP messages according to RFC 3891. The header, included within SIP INVITE
messages, provides a mechanism to replace an existing early or established dialog with a
different dialog. The different dialog can be used for services such as call parking, attended call
transfer and various conferencing features.

The Replaces: header specifies the dialog to replace by containing the corresponding dialog
identifier. The identifier includes the from tag, to tag, and call id. The orientation of endpoint-
created tags, as from-tag and to-tag, matches each of the two dialogs for a standard call. For
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example, the Replaces: header from an endpoint that specifies assuming the dialog between
the Enterprise SBC and Bob-1 appears as follows:

Replaces:5555; from-tag=20; to-tag=10

The Enterprise SBC validates the dialog identifier by matching an existing dialog, tries to install
the new endpoint, and tries to remove the old endpoint by gracefully ending that dialog with a
BYE. The replaces INVITE must come from an endpoint in the same realm as the endpoint it is
replacing. If the UA sending the Replaces header is in a different realm as the original call leg
(or indicates such architecture from a malformed Replaces: header), the Enterprise SBC
replies to the Replaces: endpoint with a 481 Missing Dialog. Refer to the following diagram for

Bob-1

tag=20

' G s

the standard scenario.
Bob-2
tag=30
180 Dialog identifier:

Alice
tag=10
| / Call-id: 5; From-tag: 10; To-tag: 20

Net-Net SBC

INVITE
Call-ID: 5

AA

K >

INVITE
Replaces: 5;from-tag=20;to-tag=10
200

Y

-¢ —ACK
BY f |
|-—200

Note that when the endpoints are in the same realm, you must enable the mm-in-realm
parameter in realm-config or the Enterprise SBC cannot generate the SDP for the 200 OK.
Without the SDP, the call is unsuccessful.

New SDP Parameters in INVITE with Replaces

ORACLE

When an INVITE with Replaces: header is received, the media parameters in the new SDP are
compared against the SDP of the dialog to be replaced. If any portion of the SDPs (excluding
the session-origin line) is different, then the media must be renegotiated. The Enterprise SBC
sends a re-INVITE with the new SDP to the dialog opposite of the one being replaced as
shown below. If the re-INVITE fails for any reason, then the original dialogs will remain.

s | e | [ =
INVITE
callio: s > i —
< 180
< 2(IJC
|K >
R — pinvire
200 > 200 -
lg———Ack -t [—ACK
BY E— |
|—200

It is important to note that, if the SDP matches, the Enterprise SBC suppresses this re-INVITE.
As inferred above, when an INVITE with a REPLACES header arrives, the Enterprise SBC
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notes the matching dialog and then makes SDP changes, including codec manipulation,
codec-policy application and, in the case of SRTP to RTP sessions, crypto removal. It is only
after these changes that the Enterprise SBC compares everything in the dialog's most recent
SDP with the new SDP, excepting the SDP version and whitespace. If the SDP does match,
the Enterprise SBC suppresses the re-INVITE to the original client and proceeds with the
replaced dialog.

Early Dialog Replacement

An INVITE with Replaces: header can replace an early dialog. That is, a dialog where the final
2xx class response to INVITE request has not arrived yet. The Enterprise SBC completes the
originating side of the call with a 200 OK. The original dialog with the terminator is cancelled.
SDP from the new terminator can be renegotiated if it changes.

Alice Bob-1 Bob-2
{ tag=10 ] { Net-Net SBC J [ tag=20 ’ tag=30

INVITE———>{ INVITE———P|
———180 - 180
———200 INVITE with Replaces:———
|
100 -
CANCEL—————P»|
ACK———p|
-¢———200
|———reINVITE*
|———487
ACK———{
200 200 P
1
l———ACK - ACK:

The SDP from the original 183 response is used for the 200 response back to the originator if
present to complete the early transaction. If reliable provisional messages are used, then no
SDP is included in the 200 response.

If no SDP is present in any of the provisional messages, then the Enterprise SBC constructs it
from the original offer and modifying the IP port information for each c= and m= line with
information from the INVITE with Replaces: header. If there are more m= lines in the original
offer than ports from the INVITE with Replaces: header, then the extra ports are disabled with
port value of 0. If no SDP was offered in the original INVITE, then the SDP from the INVITE
with Replaces: header is used as the offer in the 200 OK.

If the SDP media parameters were compatible between the replaced and replacing SDPs, then
media does not need to be renegotiated and no re-INVITE is created. If the re-INVITE fails, the
original dialogs are torn down using a BYE for the original server dialog.

INVITE with Replaces in Early Dialog Server Side

The Oracle® Enterprise Session Border Controller does not support replacing an early server
dialog. It replies with a 481 (Dialog/Transaction does not exist) response to the endpoint
requesting the replace.
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Net-Net SBC

Bob-1
tag=30

INVITE > INVITE——P>
180

180
——INVITE with Replaces:—»{
|—481
-ACK————P>|

A
A

A
A

200 200
1
K: = K———

Replace Header Configuration

Replaces: header support is configured in the session-agent, realm, or sip-interface via the sip-
profile configuration element. sip-profiles are defined once and attached to a chosen interface,
realm or session-agent.

The replace-dialogs parameter is set to either enabled or disabled. In addition, you may set
this parameter to inherit which uses the next lower order of precedence object. If there are no
sip-profiles referenced in the higher ordered object, or if all the replace-dialogs parameters are
set to inherit, then the feature is disabled.

To configure Replaces: header support:

1.

Debugging

In Superuser mode, type configure terminal and press Enter.

ORACLE# configure terminal
ORACLE (configure) #

Type session-router and press Enter.

ORACLE (configure) # session-router
ORACLE (session-router) #

Type sip-profile and press Enter. If you are adding this feature to an existing
configuration, then remember you must select the configuration you want to edit.

ORACLE (session-router)# sip-profile
ORACLE (sip-profile) #

replace-dialogs—Set this parameter to enabled to enable Replaces: header support. A
replaces parameter is also inservted in the Supported: header as sent into the realm where
this sip profile is applied. You may also set this parameter to inherit for the element which
this sip-profile is applied to, to inheret the value from the next-lower element.

Type done to save your work and continue.

show sipd status

Includes Replaced Dialogs counts to show successfully replaced dialogs:

# show sipd status
17:41:38-142

ORACLE
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SIP Status -- Period -- -------- Lifetime --------
Active High Total Total PerMax High
Replaced Dialogs - - 1 1 1

show sipd errors

Includes Replace Dialog Fails to show failed dialog replacements. This counter is incremented
only when the dialog replacement attempt actually occurred but failed to successfully
complete.

# show sipd errors

17:58:04-181

SIP Errors/Events --—- Lifetime ----
Recent Total PerMax

Replace Dialog Fails 0 0 0

SIP Options

Overview

This section explains how you can configure a limited list of specialized SIP features and/or
parameters called options. The options described here were developed to meet specific needs
not addressed by the standard SIP configuration parameters. Not all users have a need for
these options.

# Note:

Oracle recommends checking with your Oracle representative before applying any of
these options.

You can configure options for the SIP configuration and SIP interface. Both elements include a
parameter (options) that you use to configure the options.

Global SIP Options

ORACLE

The following table lists the SIP options supported by the Oracle® Enterprise Session Border
Controller (Enterprise SBC).

Option Description

add-error-to-tag=no If present (even when set to no), suppresses the addition of an
Acme tag on 3xx-6xx responses.

add-prov-to-tag=no Prevents the Enterprise SBC from adding a tag parameter to the

To header (to-tag) to non-100 provisional responses to INVITE
requests. Used when a provisional (101-199) response is
received from the UAS on a client transaction without a to-tag. By
default, the Enterprise SBC adds the tag cookie in the response
(as though it had a tag) sent back to the UAC for the associated
server transaction. When you include this option in the SIP
configuration, and the response from the UAS does not have a
to-tag, the response forwarded to the UAC will not have a to-tag.
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Option

Description

add-reg-expires

add-ruri-user=<methods>

allow-notify-no-contact

call-id-host=<host>

contact-endpoint=<param-name>

contact-firewall=<param-name>

disable-privacy

drain-sendonly

ORACLE

Causes an Expires header to always be included in a REGISTER
response with the registration caching and HNT traversal
functions of the Enterprise SBC. Use for endpoints that do not
understand the Expires parameter in the Contact header.

Causes a userinfo portion to be added to a Request-URI when
one is not present. Used to support the OKI phone, which
registers a Contact of just an IP-Address but rejects initial
INVITEs if the Request_URI does not have a userinfo part.
<methods> is a comma-separated list of methods to which the
option should apply. If more than one method is listed, the list
must be enclosed in quotes. This option only applies to out-of-
dialog requests (no tag parameter in the To header). However, if
ACK is listed, it will apply to all ACK requests because an ACK is
always supposed to have a to-tag.

Prevents the Enterprise SBC from rejecting NOTIFYs with a 400
Bad Request response.NOTIFY requests without Contact header
are allowed to pass through the Enterprise SBC instead.

Causes the Enterprise SBC to include a host part (ID@host) in
the Call-ID it generated.

<host> is the hostname (or IP address) that is to appear in the
host part of the Call-ID. If not specified, the SIP port address is
used.

Defines a URL parameter to report the real Contact address of
an endpoint in a REGISTER message forwarded to a registrar,
when the Enterprise SBC is caching registration. (plain or HNT).
If <param-name> is not specified, the default value endpoint is
used. This parameter is added as a URL parameter in the
Contact on the REGISTER message.

In order for the registration cache to work properly, the softswitch/
registrar is expected to include the endpoint parameter in the
Request-URI of a SIP request it forwards to the address-of-
record.

Defines a URL parameter to report the NAT between the
Enterprise SBC and the real Contact address of an endpoint in a
REGISTRAR message forwarded to a registrar when the
Enterprise SBC is doing registration caching for NHT.

If <param-name> is not specified, the default value firewall is
used.

This parameter will be added as a URL parameter in the Contact
on the REGISTER message.

In order for the registration cache to work properly, the softswitch/
registrar is expected to include the endpoint parameter in the
Request-URI of any SIP request it forwards for the address-of-
record.

Prevents the change of the P-Preferred-ldentity to P-Asserted-
Identity and lets the P-Preferred-Identity go through unchanged.

Causes the Enterprise SBC to examine the SDP attributes and
change sendonly mode to sendrecv. This causes the endpoint
receiving the SDP to send RTP, which is required for HNT
traversal endpoints to work with media servers. The Enterprise
SBC sets up the flow so that RTP coming from the endpoint are
dropped to prevent the UA that sent the sendonly SDP from
receiving packets.

See the option video-sbc-session also.
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Option

Description

encode-contact=<prefix>

fix-to-header

forward-reg-callid-change

global-contact

ignore-register-service-route-00s
load-limit=<cpu percentage>

Ip-sa-match=<match strategy>

max-register-forward=<value>

Causes the Enterprise SBC to encode Contact addresses into
the userinfo part of the URI. It applies only to Contact address
that usually get the maddr parameter. Use when the Enterprise
SBC needs requests sent to the URI in the Contact sent instead
to the Enterprise SBC. The host part of the URI will have the
Enterprise SBC’s address.

The <prefix> serves as a place between the original userinfo and
the encoded address. If a <prefix> is specified, a default of +SD
is used. Without this option, the Enterprise SBC adds a maddr
parameter.

For requests that have the Enterprise SBC address in both the
Request-URI and the To-URI, it sets the hostport of the To-URI to
a local policy’s next hop target on out-of-dialog requests (no to-
tag).

This is the default IWF behavior, even without this option
configured.

Addresses the case when an endpoint reboots and performs a
third party registration before its old registration expires. During
this re-registration, the contact header is the same as it was pre-
reregistration. As a consequence of the reboot, the SIP Call-ID
changes.

In this situation, the Enterprise SBC does not forward the
REGISTER to the registrar, because it believes the endpoint is
already registered, based on a previous registration from the
same Contact: header URI.

To remedy this problem, the Enterprise SBC now keeps track of
the Call-ID in its registration cache. A new option in the SIP
interface configuration element forces the Enterprise SBC to
forward a REGISTER message to the registrar when the Call-ID
header changes in a REGISTER message received from a
reregistering UAC.

Addresses interoperability in the Dialog and Presence event
packages that are used in hosted PBX and IP Centrex offerings.
This option enables persistent URIs in the Contact headers
inserted into outgoing SIP messages.

If this option is not used, URIs placed in the Contact header of
outgoing messages are only valid within the context of the dialog
to which the message is associated.

Prohibits a Register message from using a service route if that
service route is an out-of-service session agent.

Defines the CPU usage percentage at which the Enterprise SBC
should start rejecting calls. Default value is 90%.

Changes the ways local policies and session agents match;
accounts for realm in matching process. Strategy choices are: all,
realm, sub-realm, interface, and network.

Defines a limit (as assigned in the value field) of REGISTER
refreshes to be forwarded to the registrar.

During each second, the sipd counts how many REGISTER
refreshes have been sent to the registrar. It checks the threshold
when it receives a REGISTER refresh from the UA and
determines that less than half the real registration lifetime is left.
If the number of REGISTER refreshes forwarded (new and
updates) in the current second exceeds the configured threshold,
it will respond to the UA from the cache.
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Option Description

max-register-refresh=<value> Defines the desired limit of REGISTER refreshes from all the
UAs. Each second of time, sipd counts the number of
REGISTER/200-OK responses sent back. When the threshold is
exceeded, it increments the expire time (based on NAT interval)
by one second and resets the count.
By default no threshold is applied. The recommended value is
somewhat dependent on the Enterprise SBC hardware used, but
300 can be used as an initial value.

max-routes=<number of routes> Restricts the number of routes through which the sipd will iterate
from a local policy lookup. For example, setting this option to 1
causes the Enterprise SBC to only try the first, best, route.
Setting this option to 0, or omitting it, lets the Enterprise SBC use
all of the routes available to it (with the priority scheme for route
matching).
When you test a policy using the test-policy ACLI command, this
option is not recognized and all options that match the criteria are
displayed.

max-udp-length=<maximum length> Setting this option to zero (0) forces sipd to send fragmented
UDP packets. Using this option, you override the default value of
the maximum UDP datagram size (1500 bytes; sipd requires the
use of SIP/TCP at 1300 bytes).
You can set the global SIP configuration’s max-udp-length=x
option for global use in your SIP configuration, or you can
override it on a per-interface basis by configuring this option in a
SIP interface configuration.

media-release=<header- Enables the multi-system media release feature that encodes IP

name>[;<header-param>] address and port information for the media streams described by
SDP. It lets another Enterprise SBC decode the data to restore
the original SDP, which allows the media to flow directly between
endpoints in the same network (that is serviced by multiple
Enterprise SBCs).
The media release information can appear in the following
places:

e SIP header
P-Media-Release: <encoded-media-interface-information>
e Header parameter on a SIP header
Contact: <sip:1234@abc.com> ; acme-media=<encoded-
media-interface-information>
e SDP attribute in the message body
a=acme-media: <encoded-media-interface-information>
Option includes the following:

e <header-name> is SIP header in which to put the information
or the special value sdp, which indicates the information
should be put into the SDP.

e <header-param> is the header parameter name in which to
put the information or in the case of the special header name
value sdp, it is the SDP attribute name in which to put the
information.

They identify to where the encoded information is passed. If you

do not specify a header, P-Media-Release is used.
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Option Description

no-contact-endpoint-port Enables the Enterprise SBC to add a URL parameter (defined as
an argument to the contact-endpoint option) to the Contact
headers of REGISTER messages that it forwards to the registrar
when it performs registration caching. The value of the contact-
endpoint URL parameter is the real address of the endpoint; and
if the endpoint is behind a NAT, this includes the IP address and a
port number. However, not all network entities can parse that port
number, which is included unconditionally. This feature allows you
to configure the exclusion of the port number.
Despite the fact that you set this parameter in the global SIP
configuration, it is applied only to SIP interfaces. However, you
can set a contact-endpoint option in the realm configuration, on
which this new parameter has no effect.

refer-to-uri-prefix=<prefix> Defines a prefix to be matched against the userinfo part of
Contact headers (config=), of which the Enterprise SBC should
create a B2BUA map. This ensures that outgoing messages
include the correct userinfo value. This option is used to enable
add-on conferencing.

1. Onthe Enterprise SBC, set refer-to-uri-prefix=<string>, for
example, refer-to-uri-prefix="conf=".

2. When the Enterprise SBC receives either an INVITE or 200
OK, it stores the Contact:sip:conf=<ID@IP:port> contained
in the SIP message.

3. When the SBC receives a REFER in a separate call session,
the config=<ID>@ IP2:port2 in this message is different.

4. The Enterprise SBC searches for the original conf=<ID>
map, replaces the IP2:port2 with the stored IP:port, and
forwards the updated REFER message.

reg-cache-mode=<mode> Affects how the userinfo part of Contact address is constructed
with registration caching. <mode> values are:

e none: userinfo from the received (post NAT) Contact is
retained

e from: userinfo from the From header is copied to the userinfo
of the forwarded Contact header

e append: append the UA’s Contact address into a cookie
appended to the userinfo from the original Contact userinfo.
For HNT, the NAT/firewall address is used.

e append-from: takes userinfo from the From header and
appends the encrypted address to the userinfo from the
original Contact userinfo. For HNT, the NAT/firewall address
is used.

The from mode is used with softswitches that do not use the

cookies used by the Enterprise SBC. It also helps limit the

number of bytes in the userinfo; which might create duplicate
contacts. For example, if the Enterprise SBC address is 1.2.3.4,
both 1234@5.6.7.8 and 1234@4.3.2.1 will result in a Enterprise

SBC contact of 1234@5.6.7.8.
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Option

Description

reg-contact-user-random

register-grace-timer

reinvite-trying=[yes | noj

reject-interval=<value>

reject-register=[no | refresh]

response-for-not-found=<response
code>

ORACLE

Support the SIP random registered-contact feature. Gives the
Enterprise SBC the ability to support endpoints that randomly
change their contact usernames every time they re-register. Only
applicable to operators who need to support the Japan TTC
standard JJ-90.22 in specific applications.

Applies to cases when an endpoint re-registers with a different
contact username, but with the same hostname/IP address and
the same address of record (AoR). Without this feature enabled,
the Enterprise SBC forwards every re-registration to the registrar
with the new contact information without it being considered a
registration refresh. The Enterprise SBC forwards it to the
Registrar using the same sd-contact as the previous registration.

When you set this option, the Enterprise SBC does treat such a
re-registration as a registration refresh when it is received prior to
the half-life time for the specific contact. The Enterprise SBC also
uses the new contact username for the Request-URI in requests
it sends to the UA, and verifies that the UA uses the correct one
when that Enterprise SBC is set to allow-anonymous registered
mode.

NOTE: The registration cache mode is set using the option reg-
cache-mode, but regardless of how you configure it, the
registration cache mode will be set to contact when SIP random
registered-contact feature is enabled.

Makes the grace time for the SIP Registration configurable. You
can configure the grace timer in seconds.

When set to "yes", the Enterprise SBC sends a 100 Trying in
response to Re-Invites. Whet set to "no", it does not. If you enter
the option but omit the value, the option takes the value "yes".

The default Enterprise SBC behavior (the option not set) works
differently on standalone and HA systems. For standalone, the
default is to send the 100 Trying for Re-Invites. For HA, it does
not.

The difference between default behaviors is because of the
timing involved with switching over. An active Enterprise SBC can
receive the re-INVITE before receiving a 200 OK. In that case, a
new active Enterprise SBC handles the re-INVITE properly after
a switchover.

But, if the Enterprise SBC sends a 100 Trying before the
switchover, the new active is not aware of the 200 OK
transaction, and therefore discards the re-INVITE as a stray
message.

Acts as a multiplier to increase the value presented to the UAC in
the Retry-After field. For example, if reject-interval=5 (reject
interval is set to 10); at a 90% rejection rate the Enterprise SBC
sends Retry-After: 45.

When rejecting calls because of CPU load limiting, the Enterprise
SBC adds a Retry-After parameter to the error response
(typically 503 Service Unavailable). By default the Enterprise
SBC sets the Retry-After value to be 1/10th of the current
rejection rate.

Allows REGISTER messages through even during load limiting.
By default, REGISTER messages are subject to load limiting.

Change the 404 Not Found generated by the Enterprise SBC to a
different response code.
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Option

Description

route-register-no-service-route

sdp-insert-sendrecv

set-inv-exp-at-100-resp

strip-domain-suffix-route

video-shc-session

session-timer-support

session-timer-support
inmanip-before-validate
proccess-implicit-tel-URI

offerless-bw-media

Controls how a UA is registered. Option can have three values:

e route-register-no-service-route—This option prevents the
use of the Service-Route procedure to route the Re-Register
requests after the UA has initially registered.

e route-register-no-service-route=all—Prevents the use of the
Service-Route procedure to route the Re-Register requests
for all messages, after the UA has initially registered.

e route-register-no-service-route=refresh—Prevents the use of
the Service-Route procedure to route the Re-Register
requests for all refresh-register messages, but not de-
register messages, after the UA has initially registered.

Addition idle argument ensures that, when enabled, the

Enterprise SBC follows the previously defined rules for idle calls,

where idle means not engaged in any INVITE-based sessions.

Sample syntax: route-register-no-service-route=refresh;idle

When a call is initiated, the SDP communicates between call
offerer and call answerer to determine a route for the media.
Devices can be configured to only send media (“a=sendonly”), to
only receive media (“a=recvonly”), or to do both (*a=sendrecv”).
Some devices, do not disclose this information. With this option
configured, when either the offerer or answerer does not disclose
its directional attribute, the Enterprise SBC automatically inserts
a sendrecyv direction attribute to the media session.

Set Timer C when a 100 Trying response is received (instead of

waiting until 1xx (> 100) is received). If the Enterprise SBC does
not receive a 100 Trying response within Timer B, the call should
be dropped because there is a problem communicating with the

next hop.

Causes sipd to strip any Router headers from the inbound
messages coming to the external address of a SIP NAT; if the
message contains a FQDN that matches the configured domain
suffix for that SIP NAT.

Use with drain-sendonly for conference floor support. When
configured with drain-sendonly and when the Enterprise SBC
receives an SDP, the Enterprise SBC proxies the m=control and
its related a= and c= unchanged. Although media streams are
allocated for this m line, an actual flow is not set up.

SDP received with the following:

m=video

a=sendonly

is sent out as the following:

m=video

a=sendonly

a=X-SBC-Session

This option enables the Enterprise SBC to start the session timer
for session refreshes coming from the UAC. The Enterprise SBC
determines whether or not a session is active based on session
refreshes or responses. It terminates the session when no
session refreshes occur within the session timer interval.

Enables RFC4028 session timer support.
Enables SIP Header Pre-processing for HMR.

Correctly appends coodie in REGISTER message when
user=phone does not exist.

Reserves appropriate bandwidth for an INVITE with no SDP.
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SIP Interface Options

The following table lists the SIP interface options supported by the Oracle® Enterprise Session
Border Controller (Enterprise SBC).

Option Description

100rel-interworking Enables RFC 3262, Reliability of Provisional Responses in the
Session Initiation Protocol support.

change-contact-user The Enterprise SBC alters the user-uri portion of the contact
header.

This option works only when the user-uri contact header is
different than the FROM header.

1. Insip-config, options apply reg-cache-mode=from.

2. Inthe ingress sip-interface, options apply change-
contact-user.
When these settings are applied, the contact header's user-
uri is changed to the user-uri of the FROM header. This
feature works for out of dialog INVITE and in-dialog
messages (ACK, BYE,
UPDATE,REFER,INFO,SUBSCRIBE,NOTIFY,PUBLISH,ME
SSAGE,PRACK), however, does not work for REGISTER
messages.

contact-endpoint=<endpoint name>  The Enterprise SBC inserts the endpoint IP address and port into
the Contact headers as messages egress using that SIP
interface. The inserted data is the same as the information
received in the Request or Response being forwarded.
If the endpoint name is not specified, the default value endpoint is
used.

contact-firewall=<firewall name> The Enterprise SBC inserts the firewall IP address and port into
the Contact headers as messages egress using that SIP
interface. The inserted data is the same as the information
received in the Request or Response being forwarded.
If the endpoint name is not specified, the default value firewall is
used.

contact-vlan=<VLAN/realm name> The Enterprise SBC inserts the realm and VLAN ID into the
Contact headers as messages egress using that SIP interface.
The inserted data is the same as the information received in the
Request or Response being forwarded.
If the endpoint name is not specified, the default value vlan is
used.
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Option

Description

dropResponse

max-udp-length=<maximum length>

response-for-not-found=<response
code>
strip-route-headers

upd-fallback

via-header-transparency

use-redirect-route
reg-via-proxy

Imsd-interworking
suppress-reinvite

The Enterprise SBC drops responses by specified status codes.
The option value can contain one or more status codes
separated by colons. Response code ranges can also be
entered. If any of the response codes matches, then a response
is not sent. If the dropResponse option is set in both the sip-
interface and the session-agent elements, the session-agent
setting takes precedence.

# Note:

This feature screens all messages
passing through SBC against the
dropResponse list. If there is a hit,
the response message is dropped.
However, for error messages
generated by the SBC, only the
response messages generated
after the initial routing is complete
are screened against the
dropResponse list.

Sets the largest UDP packers that the Enterprise SBC will pass.
Packets exceeding this length trigger the establishment of an
outgoing TCP session to deliver the packet; this margin is defined
in RFC 3261. The system default for the maximum UDP packet
length is 1500.

You can set the global SIP configuration’s max-udp-length=x
option for global use in your SIP configuration, or you can
override it on a per-interface basis by configuring this option in a
SIP interface configuration.

Change the 404 Not Found generated by the SBC to a different
response code.

Causes the Enterprise SBC to disregard and strip all route
headers for requests received on a SIP interface.

When a request needs to be sent out on the SIP interface for
which you have configured this option, the Enterprise SBC first
tries to send it over TCP. If the SIP endpoint does not support
TCP, however, then the Enterprise SBC falls back to UDP and
tries the request again.

Enables the Enterprise SBC to insert its Via header on top of the
top-most Via header received from user equipment (UE). It then
forwards it on to the IP Multimedia Subsystem (IMS) core with the
original Via header now located as the bottom-most Via header.
The Enterprise SBC still replaces the Contact and other header
addresses with its own, and does not pass on the core’s Via
headers in outbound requests.

Use Route parameter in Contact header as next-hop as received
in a 3xx response.

Enables your Enterprise SBC to support endpoints that register
using an intervening proxy.

Enables 3GPP2 LMSD Interworking.
Enables reINVITE supression.
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SIP Session Agent Options

The following table lists the SIP session agent options supported by the Oracle® Enterprise
Session Border Controller.

Option Description

dropResponse The Oracle® Enterprise Session Border Controllerdrops responses by
specified status codes. The option value can contain one or more status
codes separated by semicolons. Error ranges can also be entered. If
any of the response codes matches then a response is not sent. If the
dropResponse option is set in both the sip-interface and the session-
agent elements, the session-agent setting takes precedence.

trans-timeouts=<value> Defines the number of consecutive non-ping transaction timeouts that
will cause a session agent to be out of service. When the session agent
is configured, i.e. when the PING options are defined, the value is 10. If
not defined, the default value is 5. A Value of 0 prevents the session
agent from going out of service because of a non-ping transaction
timeout.

via-origin=<parameter-name> Causes a parameter to be included in the top Via header of requests
sent to the session agent. The parameter indicates the source IP
address of the corresponding request received by the Oracle®
Enterprise Session Border Controller.
<parameter-name> defines the name of the parameter. If not specified,
the default value origin is used.

refer-reinvite Enables SIP REFER with Replaces.

SIP Realm Options

The following table lists the SIP session agent options supported by the Oracle® Enterprise
Session Border Controller.

Option Description

number-normalization Applies to the SIP To URI. (Currently the Oracle® Enterprise
Session Border Controller supports number normalization on
From and To addresses for both inbound and outbound call legs.)
Number normalization includes add, delete, and replace string
functions that result in consistent number formats.
Number normalization occurs on ingress traffic, prior to the
generation of accounting records or local policy lookups. (also
applies for H.323 to SIP calls.)

refer-reinvite Enables SIP REFER with Replaces.

SIP Realm Options Configuration

To configure options:

Labels enclosed in <> indicate that a value for the option is to be substituted for the label. For
example, <value>. In order to change a portion of an options field entry, you must re-type the
entire field