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Preface

Preface

The Oracle Clusterware Administration and Deployment Guide describes the Oracle
Clusterware architecture and provides an overview of this product. This book also
describes administrative and deployment topics for Oracle Clusterware.

Information in this manual applies to Oracle Clusterware as it runs on all platforms
unless otherwise noted. In addition, the content of this manual supplements
administrative and deployment topics for Oracle single-instance databases that appear
in other Oracle documentation. Where necessary, this manual refers to platform-
specific documentation. This Preface contains these topics:

e Audience
e Documentation Accessibility
e Related Documents

e Conventions

Audience

The Oracle Clusterware Administration and Deployment Guide is intended for
database administrators, network administrators, and system administrators who
perform the following tasks:

» Install and configure Oracle Real Application Clusters (Oracle RAC) databases
* Administer and manage Oracle RAC databases

* Manage and troubleshoot clusters and networks that use Oracle RAC
Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at http://www.oracle.com/pls/topic/lookup?
ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support
through My Oracle Support. For information, visit http://www.oracle.com/pls/topic/
lookup?ctx=acc&id=info or visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs
if you are hearing impaired.

Related Documents

For more information, see the Oracle resources listed in this section.
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Conventions

The following text conventions are used in this document:

ORACLE

Preface

Platform-specific Oracle Clusterware and Oracle RAC installation guides

Each platform-specific Oracle Database 11g installation media contains a copy of
an Oracle Clusterware and Oracle RAC platform-specific installation and
configuration guide in HTML and PDF formats. These installation books contain
the preinstallation, installation, and postinstallation information for the various
UNIX, Linux, and Windows platforms on which Oracle Clusterware and Oracle
RAC operate.

Oracle Real Application Clusters Administration and Deployment Guide

This is an essential companion book that describes topics including instance
management, tuning, backup and recovery, and managing services.

Oracle Database 2 Day DBA
Oracle Database Administrator's Guide
Oracle Database Net Services Administrator's Guide

Oracle Database Administrator's Reference for Linux and UNIX-Based Operating
Systems

Oracle Database Error Messages

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated

with an action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for

which you supply particular values.

monospace Monospace type indicates commands within a paragraph, URLSs, code

in examples, text that appears on the screen, or text that you enter.
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Changes in This Release for Oracle
Clusterware Administration and
Deployment Guide

This chapter lists new features in Oracle Clusterware for Oracle Database 19¢ and
18c.

Changes in Oracle Clusterware Release 18c

ORACLE

Following is a list of features that are new in the Oracle Clusterware Administration
and Deployment Guide for Oracle Clusterware 18c.

Cross-Cluster Dependency Proxies

Cross-cluster dependency proxies provide resource state change notifications from
one cluster to another, and enable resources in one cluster to act on behalf of
dependencies on resources in another cluster. You can use cross-cluster dependency
proxies, for example, to ensure that an application in an Oracle Application Member
Cluster only starts if its associated database hosted in an Oracle Database Member
Cluster is available. Similarly, you can use cross-cluster dependency proxies to ensure
that a database in an Oracle Database Member Cluster only starts if at least one
Oracle Automatic Storage Management (Oracle ASM) instance on the Domain
Services Cluster is available.

¢ See Also:

Cross-Cluster Dependency Proxies

Shared Single-Client Access Names

A shared single-client access name (SCAN) enables the sharing of one set of SCAN
virtual IPs (VIPs) and listeners (referred to as the SCAN setup) on a dedicated cluster
in a data center with other clusters to avoid the deployment of one SCAN setup per
cluster. This feature not only reduces the number of SCAN-related DNS entries, but
also the number of VIPs that must be deployed for a cluster configuration.

A shared SCAN simplifies the deployment and management of groups of clusters in
the data center by providing a shared SCAN setup that can be used by multiple
systems at the same time.
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" See Also:

Configuring Shared Single Client Access Names

Node VIPs Optional

Starting with this release, the use of node virtual IP (VIP) addresses is optional in a
cluster environment. This enhancement reduces the number of IP addresses that are
required for the deployment without the node VIPs. An additional benefit is that this
change simplifies the Oracle Clusterware deployment.

¢ Note:

This feature is only applicable to test and development environments.

¢ See Also:

Oracle Clusterware Network Configuration Concepts

Zero-Downtime Database Upgrade

Rapid Home Provisioning offers zero-downtime database upgrading, which automates
all of the steps required for a database upgrade. It can minimize or even eliminate
application downtime during the upgrade process, and minimize resource
requirements. This upgrade method also provides a fallback path to which to roll back
upgrades, if necessary.

¢ See Also:

Zero-Downtime Upgrade

REST API for Rapid Home Provisioning and Maintenance

This release of Oracle Clusterware provides the most common Rapid Home
Provisioning workflows as REST API calls.

In addition to invoking Rapid Home Provisioning and Maintenance through the
command-line interface, you can invoke workflows through the new REST API, which
provides new flexibility when integrating with bespoke and third-party orchestration
engines.

¢ See Also:
Oracle Database REST API Reference

xli



ORACLE

Changes in This Release for Oracle Clusterware Administration and Deployment Guide

Engineered Systems Support

Use Rapid Home Provisioning to patch Oracle Exadata infrastructure. In addition to
patching Oracle Database and Oracle Grid Infrastructure software homes, you can
now patch the software for the database nodes, storage cells, and InfiniBand switches
in an Oracle Exadata environment. Integration of Oracle Exadata components support
into Rapid Home Provisioning enables management and tracking of maintenance for
these components through the centralized inventory of the Rapid Home Provisioning
service.

Dry-Run Command Validation

The workflows included in Rapid Home Provisioning commands are composed of
multiple smaller steps, some of which can fail. This release of Oracle Clusterware
includes a dry-run command mode for several RHPCTL commands that enables you
to evaluate the implact of those commands without making any permanent changes.

¢ See Also:

Fleet Patching and Provisioning and Maintenance

Configuration Drift Reporting and Resolution

Rapid Home Provisioning maintains standardized deployments across the database
estate.

¢ See Also:

Fleet Patching and Provisioning and Maintenance

Authentication Plug-In

Rapid Home Provisioning integrates authentication with the mechanisms in use at a
data center.

Command Scheduler and Bulk Operations

Using Rapid Home Provisioning, you can schedule and bundle automated tasks that
are essential for maintenance of a large database estate. You can schedule such
tasks as provisioning software homes, switching to a new home, and scaling a cluster.
Also, you can add a list of clients to a command, facilitating large-scale operations.

¢ See Also:

Fleet Patching and Provisioning and Maintenance
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Local Switch Home for Applying Updates

Rapid Home Provisioning automatons for updating Oracle Database and Oracle Grid
Infrastructure homes can be run in a local mode, with no Rapid Home Provisioning
Server or Client in the architecture.

These automatons feature the same user interface, outcome, and many of the
command line options as the server and client modes. This provides for a consistent,
standardized maintenance approach across environments that are constructed with a
central Rapid Home Provisioning Server and those environments that do not employ
the Rapid Home Provisioning Server.

¢ See Also:

Fleet Patching and Provisioning and Maintenance

Using the gridSetup Utility to Manage Oracle Clusterware

Gold image-based installation, using the gridSetup utility (gri dSet up. sh or

gri dSet up. bat), replaces using Oracle Universal Installer for installing Oracle Grid
Infrastructure. You can also use gridSetup-based management to perform Oracle
Clusterware management tasks such as cloning, add-node and delete-node
operations, and downgrade using the gridSetup utility.

Deprecated Features in Oracle Clusterware 18c

The following features are deprecated in Oracle Clusterware 18c, and may be
desupported in a future release:

Using addnode.sh to Manage Oracle Grid Infrastructure

With this release, you will use gri dSet up. sh to launch the Oracle Grid Infrastructure
Grid Setup Wizard to configure Oracle Grid Infrastructure after installation or after an
upgrade.

Flex Cluster (Hub/Leaf) Architecture

With continuous improvements in the Oracle Clusterware stack towards providing
shorter reconfiguration times in case of a failure, Leaf nodes are no longer necessary
for implementing clusters that meet customer needs, either for on-premises, or in the
Cloud.

Changes in Oracle Clusterware 12c Release 2 (12.2)

The following are changes in Oracle Clusterware Administration and Deployment
Guide for Oracle Clusterware 12c Release 2 (12.2):

e New Features for Oracle Clusterware 12c Release 2 (12.2)
e Deprecated Features in Oracle Clusterware 12¢

e Desupported Features
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New Features for Oracle Clusterware 12¢ Release 2 (12.2)

ORACLE

Following is a list of features that are new for Oracle Clusterware 12c release 2 (12.2).

Enhancements to Rapid Home Provisioning

Rapid Home Provisioning enables you to create clusters, and provision, patch, and
upgrade Oracle Grid Infrastructure and Oracle Database homes. You can also
provision Oracle Database on Oracle Grid Infrastructure 11g release 2 (11.2) clusters.

Rapid Home Provisioning leverages a new file system capability for separation of gold
image software from the site-specific configuration changes. This separation ensures
that the home path remains unchanged throughout updates. This feature combines the
benefits of in-place and out-of-place patching. This capability is available with Oracle
Grid Infrastructure 12c release 2 (12.2).

¢ See Also:

Fleet Patching and Provisioning and Maintenance

Cluster Resource Activity Log

In addition to existing logs, which are mainly focused on reporting error situations, the
cluster resource activity log contains information about resource activity across the
cluster. You can use the cluster resource activity log to track resource behavior in the
cluster, and to understand chain reactions triggered by the planned or unplanned
relocation of individual resources.

¢ See Also:

Using the Cluster Resource Activity Log to Monitor Cluster Resource
Failures

Shared Grid Naming Service (GNS) High Availability

Shared GNS High Availability provides high availability of lookup and other services to
the clients by running multiple instances of GNS with primary and secondary roles.

¢ See Also:

Highly-Available Grid Naming Service

Server Weight-Based Node Eviction

Server weight-based node eviction acts as a tie-breaker mechanism in situations
where Oracle Clusterware must evict a particular node or a group of nodes from a
cluster, in which all nodes represent an equal choice for eviction. The server weight-
based node eviction mechanism helps to identify the node or the group of nodes to be
evicted based on additional information about the load on those servers. Two principle
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mechanisms, a system inherent automatic mechanism and a user input-based
mechanism, exist to provide respective guidance.

¢ See Also:

Server Weight-Based Node Eviction

Load-Aware Resource Placement

Load-aware resource placement prevents overloading a server with more applications
than the server is capable of running. The metrics used to determine whether an
application can be started on a given server, either as part of the startup or as a result
of a failover, are based on the anticipated resource consumption of the application as
well as the capacity of the server in terms of CPU and memory.

¢ See Also:

Load-Aware Resource Placement

Cluster Health Advisor

The Cluster Health Advisor provides system administrators and database
administrators early warning of pending performance issues and root causes and
corrective actions for Oracle RAC databases and cluster nodes. This advanced
proactive diagnostic capability enhances availability and performance management.

¢ See Also:

Oracle Autonomous Health Framework User's Guide

Enhancements to Cluster Verification Utility

Cluster Verification Utility (CVU) assists in the installation and configuration of Oracle
Clusterware and Oracle Real Application Clusters (Oracle RAC). CVU performs a
range of tests, covering all intermediate stages during the installation and configuration
of a complete Oracle RAC stack. In this release, CVU provides several enhancements,
such as information about the progress of each check and allowing the user to specify
an output format such as XML or HTML on request.

¢ See Also:

CVU Usage Information

IPv6 Support for Oracle Real Application Clusters on The Private Network

You can configure cluster nodes to use either IPv4- or IPv6-based IP addresses on a
private network, and you can use more than one private network for a cluster.
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" See Also:

Understanding Network Address Configuration Requirements

Simplified Image-based Oracle Grid Infrastructure Installation

Starting with Oracle Grid Infrastructure 12c¢ Release 2 (12.2), Grid Infrastructure
software is available as an image file for download and installation.

This feature greatly simplifies and enables quicker installation of Oracle Grid
Infrastructure.

" Note:

You must extract the image software into the directory where you want your
Grid home to be located, and then run the gri dSet up. sh script to start the
Oracle Grid Infrastructure installation.

# See Also:

Oracle Grid Infrastructure Installation and Upgrade Guide

Separation of Duty for Administering Oracle Real Application Clusters

Starting with Oracle Database 12c release 2 (12.2), Oracle Database provides support
for separation of duty best practices when administering Oracle Real Application
Clusters (Oracle RAC) by introducing the SYSRAC administrative privilege for the
clusterware agent. This feature removes the need to use the powerful SYSDBA
administrative privilege for Oracle RAC.

SYSRAC, like SYSDG, SYSBACKUP and SYSKM, helps enforce separation of duties
and reduce reliance on the use of SYSDBA on production systems. This administrative
privilege is the default mode for connecting to the database by the clusterware agent
on behalf of the Oracle RAC utilities, such as SRVCTL.

Support for Oracle Domain Services Clusters and Oracle Member Clusters

Starting with Oracle Grid Infrastructure 12c¢ release 2 (12.2), Oracle Grid Infrastructure
installer supports the option of deploying Oracle Domain Services Clusters and Oracle
Member Clusters.

¢ See Also:

Oracle Grid Infrastructure Installation and Upgrade Guide
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SCAN Listener Supports HTTP Protocol

Starting with Oracle Database 12¢ Release 2 (12.2), SCAN listener enables
connections for the recovery server coming over HTTP to be redirected to different
machines based on the load on the recovery server machines.

¢ See Also:

Oracle Real Application Clusters Installation Guide

Reasoned Command Evaluation (Why-If)

The What-If command evaluation introduced in a previous release of Oracle
Clusterware did not provide enough detail about why Oracle Clusterware chose a
particular action on a specific entity. Reasoned command evaluation provides more
details about the rationale behind the policy decisions, explaining the entities involved,
their attributes, and the criteria used to arrive at each potential action.

¢ See Also:

Overview of Command Evaluation

Support for Oracle Extended Clusters

Starting with Oracle Grid Infrastructure 12c¢ release 2 (12.2), Oracle Grid Infrastructure
installer supports the option of configuring cluster nodes in different locations as an
Oracle Extended Cluster, which consists of nodes that are located in multiple locations
called sites.

¢ See Also:

Oracle Extended Clusters

Global Grid Infrastructure Management Repository

Oracle Grid Infrastructure deployment now supports a global off-cluster Grid
Infrastructure Management Repository (GIMR). This repository is a multitenant
database with a pluggable database (PDB) for the GIMR of each cluster. The global
GIMR runs in an Oracle Domain Services Cluster. A global GIMR frees the local
cluster from dedicating storage in its disk groups for this data and permitting longer
term historical data storage for diagnostic and performance analysis.

¢ See Also:

Overview of Grid Infrastructure Management Repository
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Resource Groups

With resource groups, Oracle Clusterware offers an intuitive model to manage and
monitor an application composed of various resources as a single composite entity.

¢ See Also:

Resource Groups

Oracle Real Application Clusters Reader Nodes

Oracle RAC Reader Nodes facilitate Oracle Flex Cluster architecture by allocating a
set of read/write instances running Online Transaction Processing (OLTP) workloads
and a set of read-only database instances across Hub Nodes and Leaf Nodes in the
cluster. In this architecture, updates to the read-write instances are immediately
propagated to the read-only instances on the Leaf Nodes, where they can be used for
online reporting or instantaneous queries.

" See Also:

Overview of Oracle Flex Clusters

Oracle Trace File Analyzer Collector

The Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility that
simplifies diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure,
and Oracle Real Application Clusters (Oracle RAC) systems. TFA can automatically
collect diagnostic information when it detects that an incident has occurred.

TFA also has a web-based visualization feature that adds easy-to-navigate, web-
based visualization to TFA that is installed as part of Oracle Grid Infrastructure. You
can use TFA to efficiently review and analyze diagnostic information gathered as part
of a TFA collection.

Using TFA, you can choose between automated and manual collection of diagnostic
data, which can then either be analyzed directly or as a data stream to auxiliary
systems, such as My Oracle Support, to be visualized or analyzed in a certain context.

" See Also:

Oracle Autonomous Health Framework User's Guide
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Deprecated Features in Oracle Clusterware 12¢

The following features are deprecated in Oracle Clusterware 12c release 2 (12.2), and
may be desupported in a future release:

Using config.sh to Launch Oracle Grid Infrastructure Configuration Wizard

With this release, you will use gri dSet up. sh to launch the Oracle Grid Infrastructure
Grid Setup Wizard to configure Oracle Grid Infrastructure after installation or after an
upgrade.

" See Also:

Configuring Oracle Grid Infrastructure Using Grid Setup Wizard

Deprecation of the configToolAllCommands Script

The confi gTool Al | Commands script runs in the response file mode to configure Oracle
products after installation and uses a separate password response file. Starting with
Oracle Database 12c release 2 (12.2), the confi gTool Al | Conmmands script is
deprecated and is subject to desupport in a future release.

To perform postinstallation configuration of Oracle products, you can now run the
Oracle Database or Oracle Grid Infrastructure installer with the - execut eConfi gTool s
option. You can use the same response file created during installation to complete
postinstallation configuration.

Deprecation of diagcollection.pl Script

The di agcol | ecti on. pl utility script packaged with Oracle Clusterware is being
deprecated in favor of the Oracle Trace File Analyzer.

Desupported Features

The following features are desupported in Oracle Clusterware 12c release 2 (12.2):

Oracle Clusterware Commands Prefixed with crs_

You are no longer able to use Oracle Clusterware commands that are prefixed with
crs_.

Changes in Oracle Clusterware 12c Release 1 (12.1)

Changes in Oracle Clusterware 12c release 1 (12.1)

This section lists features that are new in Oracle Clusterware Administration and
Deployment Guide for Oracle Clusterware 12c release 1 (12.1), and also lists
deprecated and desupported features in this release.

Changes in Oracle Clusterware 12¢ Release 1 (12.1.0.2)

ORACLE

The following features are new in this release:
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¢ See Also:

Oracle Database New Features Guide for a complete description of the
features in Oracle Database 12¢

* Rapid Home Provisioning

Rapid Home Provisioning enables you to deploy Oracle homes based on images
stored in a catalog of precreated software homes.

" See Also:

Rapid Home Provisioning for more information

* Memory Guard Does Not Require Oracle Database QoS Management to be
Active

With this release, Memory Guard is enabled by default independent of whether
you use Oracle Database Quality of Service Management (Oracle Database QoS
Management). Memory Guard detects memory stress on a node and causes new
sessions to be directed to other instances until the existing workload drains and
frees memory. When free memory increases on the node, then services are
enabled again to automatically accept new connections.

e Oracle Clusterware support for the Diagnhosability Framework

The Diagnosability Framework enables Oracle products to use a standardized and
simplified way of storing and analyzing diagnosability data.

2 See Also:

"Oracle Clusterware Diagnostic and Alert Log Data" for more information

e Oracle Trace File Analyzer Collector

The Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to
simplify diagnostic data collection for Oracle Clusterware, Oracle Grid
Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.

e Automatic Installation of Grid Infrastructure Management Repository

The Grid Infrastructure Management Repository is automatically installed with
Oracle Grid Infrastructure 12c release 1 (12.1.0.2). The Grid Infrastructure
Management Repository enables such features as Cluster Health Monitor, Oracle
Database QoS Management, and Rapid Home Provisioning, and provides a
historical metric repository that simplifies viewing of past performance and
diagnosis of issues. This capability is fully integrated into Oracle Enterprise
Manager Cloud Control for seamless management.

Changes in Oracle Clusterware 12¢ Release 1 (12.1.0.1)

The following features are new in this release:
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¢ See Also:

Oracle Database New Features Guide for a complete description of the
features in Oracle Database 12¢

Cluster Health Monitor Enhancements for Oracle Flex Clusters

Cluster Health Monitor (CHM) has been enhanced to provide a highly available
server monitor service that provides improved detection and analysis of operating
system and cluster resource-related degradation and failures. In addition, CHM
supports Oracle Flex Clusters configurations, including the ability for data
collectors to collect from every node of the cluster and provide a single cluster
representation of the data.

Cluster Resources for Oracle ACFS and Oracle ADVM

Oracle Clusterware resource support includes enhancements for Oracle homes
stored on Oracle Automatic Storage Management Cluster File System (Oracle
ACFS), Oracle ACFS General Purpose file systems for Grid homes, and Oracle
ASM Dynamic Volume Manager (Oracle ADVM) volumes. These resources,
managed by Oracle Clusterware, support automatic loading of Oracle ACFS,
Oracle ADVM and OKS drivers, disk group mounts, dynamic volume enablement,
and automatic Oracle ACFS file system mounts.

" See Also:

Oracle Automatic Storage Management Administrator's Guide for more
information

Oracle Flex Clusters

Oracle Flex Clusters is a new concept, which joins together a traditional closely-
coupled cluster with a modest node count with a large number of loosely-coupled
nodes. To support various configurations that can be established using this new
concept, SRVCTL provides new commands and command options to ease the
installation and configuration.

2 See Also:

Oracle Flex Clusters for more information

IPv6 Support for Public Networks
Oracle Clusterware 12c¢ supports IPv6-based public IP and VIP addresses.

IPv6-based IP addresses have become the latest standard for the information
technology infrastructure in today's data centers. With this release, Oracle RAC
and Oracle Grid Infrastructure support this standard. You can configure cluster
nodes during installation with either IPv4 or IPv6 addresses on the same network.
Database clients can connect to either IPv4 or IPv6 addresses. The Single Client
Access Name (SCAN) listener automatically redirects client connects to the
appropriate database listener for the IP protocol of the client request.
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¢ See Also:

"Understanding Network Address Configuration Requirements”

Shared Grid Naming Service

One instance of Grid Naming Service (GNS) can provide hame resolution service
for any number of clusters.

¢ See Also:

"Oracle Clusterware Network Configuration Concepts" for more
information

Oracle Grid Infrastructure User Support on Windows

Starting with Oracle Database 12c, Oracle Database supports the use of an
Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle
Grid Infrastructure home, which you can specify during installation time. The Grid
user can be either a built-in account or a Windows user account. A Windows Grid
user account should be a low-privileged (non-Administrator) account, so that the
Grid user has a limited set of privileges. Installing Oracle Grid Infrastructure using
a Grid user account helps to ensure that Oracle Database services have only
those privileges required to run Oracle products.

In prior releases on Windows operating systems, Oracle services ran as local
system privileges which are fully privileged. This feature allows the services to run
with user privileges to allow tighter control of security. Oracle creates the Windows
database service for the Oracle Grid Infrastructure management repository under
the security context of the Windows user specified when installing the Oracle Grid
Infrastructure, which is the Grid user referred to in the previous paragraph.

In support of this feature, Oracle enhanced some Cluster Verification Utility (CVU)
commands and added CRSCTL commands for managing wallets.

¢ See Also:

Oracle Database Platform Guide for Microsoft Windows

Oracle Grid Infrastructure Rolling Migration for One-Off Patches

Oracle Grid Infrastructure one-off patch rolling migration and upgrade for Oracle
Automatic Storage Management (Oracle ASM) and Oracle Clusterware enables
you to independently upgrade or patch clustered Oracle Grid Infrastructure nodes
with one-off patches, without affecting database availability. This feature provides
greater uptime and patching flexibility. This release also introduces a new Cluster
state, "Rolling Patch." Operations allowed in a patch quiesce state are similar to
the existing "Rolling Upgrade" cluster state.

Policy-Based Cluster Management and Administration

Oracle Grid Infrastructure allows running multiple applications in one cluster. Using
a policy-based approach, the workload introduced by these applications can be
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allocated across the cluster using a cluster configuration policy. In addition, a
cluster configuration policy set enables different cluster configuration policies to be
applied to the cluster over time as required. You can define cluster configuration
policies using a web-based interface or a command-line interface.

Hosting various workloads in the same cluster helps to consolidate the workloads
into a shared infrastructure that provides high availability and scalability. Using a
centralized policy-based approach allows for dynamic resource reallocation and
prioritization as the demand changes.

2 See Also:

"Overview of Cluster Configuration Policies and the Policy Set" for more
information

Oracle Clusterware 12c¢ includes a generi c_appl i cati on resource type for fast
integration and high availability for any type of application.

¢ See Also:

"Oracle Clusterware Resource Types" for more information about the
generic_application resource type

Oracle Flex ASM

Oracle Flex ASM enables the Oracle ASM instance to run on a separate physical
server from the database servers. Any number of Oracle ASM servers can be
clustered to support much larger database clients, thereby eliminating a single
point of failure.

¢ See Also:

Oracle Automatic Storage Management Administrator's Guide for more
information about Oracle Flex ASM

Restricting Service Registration with Valid Node Checking

A standalone Oracle Database listener restricts clients from accessing a database
registered with this listener using various conditions, such as the subnet, from
which these clients are connecting. Listeners that Oracle Grid Infrastructure
manages can now be configured, accordingly.

What-If Command Evaluation

Oracle Clusterware 12c provides a set of evaluation commands and APIs to
determine the impact of a certain operation before the respective operation is
actually executed.
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¢ See Also:

— for more information about the evaluation commands

— "What-If APIs" for more information about the APIs

* Online Resource Attribute Modification

Oracle Clusterware manages hardware and software components for high
availability using a resource model. You use resource attributes to define how
Oracle Clusterware manages those resources. You can modify certain resource
attributes and implement those changes without having to restart the resource
using online resource attribute modification. You manage online resource attribute
modification with certain SRVCTL and CRSCTL commands.

* Oracle Cluster Registry Backup in Oracle ASM Disk Group Support

The Oracle Cluster Registry (OCR) backup mechanism enables storing the OCR
backup in an Oracle ASM disk group. Storing the OCR backup in an Oracle ASM
disk group simplifies OCR management by permitting access to the OCR backup
from any node in the cluster should an OCR recovery become necessary.

¢ See Also:

"Managing Oracle Cluster Registry and Oracle Local Registry"

Deprecated Features

The following features are deprecated with this release, and may be desupported in a
future release:

* Management of Cluster Administrators using a stored list of administrative
users

This method of administration is being replaced with more comprehensive
management of administrative user roles by configuring the access control list of
the policy set.

» Deprecation of single-letter SRVCTL CLI options

All SRVCTL commands have been enhanced to accept full-word options instead
of the single-letter options. All new SRVCTL command options added in this
release support full-word options, only, and do not have single-letter equivalents.
This feature might be desupported in a future release.

Desupported Features

¢ See Also:

Oracle Database Upgrade Guide

ORACLE liv
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Oracle Cluster File System on Windows
Oracle no longer supports Oracle Cluster File System (OCFS) on Windows.
Oracle Enterprise Manager Database Control

Oracle Enterprise Manager Database Control is replaced by Oracle Enterprise
Manager Database Express.

Raw (block) storage devices for Oracle Database and related technologies

Oracle Database 12c release 1 (12.1) and its related grid technologies, such as
Oracle Clusterware, no longer support the direct use of raw or block storage
devices. You must move existing files from raw or block devices to Oracle ASM
before you upgrade to Oracle Clusterware 12c release 1 (12.1).



Introduction to Oracle Clusterware

Oracle Clusterware concepts and components.

Oracle Clusterware enables servers to communicate with each other, so that they
appear to function as a collective unit. This combination of servers is commonly known
as a cluster. Although the servers are standalone servers, each server has additional
processes that communicate with other servers. In this way the separate servers
appear as if they are one system to applications and end users.

This chapter includes the following topics:

*  Overview of Oracle Clusterware

* Understanding System Requirements for Oracle Clusterware

»  Overview of Oracle Clusterware Platform-Specific Software Components
e Overview of Installing Oracle Clusterware

*  Overview of Upgrading and Patching Oracle Clusterware

*  Overview of Grid Infrastructure Management Repository

*  Overview of Domain Services Clusters

*  Overview of Managing Oracle Clusterware Environments

*  Overview of Command Evaluation

*  Overview of Cloning and Extending Oracle Clusterware in Grid Environments
*  Overview of the Oracle Clusterware High Availability Framework and APIs

e Overview of Cluster Time Management

Overview of Oracle Clusterware

ORACLE

Oracle Clusterware is portable cluster software that provides comprehensive multi-
tiered high availability and resource management for consolidated environments. It
supports clustering of independent servers so that they cooperate as a single system.

Oracle Clusterware is the integrated foundation for Oracle Real Application Clusters
(Oracle RAC), and the high-availability and resource management framework for all
applications on any major platform. Oracle Clusterware was first released with Oracle
Database 10g release 1 (10.1) as the required cluster technology for the Oracle multi-
instance database, Oracle RAC. The intent is to leverage Oracle Clusterware in the
cloud to provide enterprise-class resiliency where required, and dynamic, online
allocation of compute resources where and when they are needed.

Oracle Flex Clusters

In Oracle Clusterware 12c release 2 (12.2), all clusters are configured as Oracle Flex
Clusters, meaning that a cluster is configured with one or more Hub Nodes, which can
support a large number of nodes. Clusters currently configured under older versions of
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Oracle Clusterware are converted in place as part of the upgrade process, including
the activation of Oracle Flex ASM (which is a requirement for Oracle Flex Clusters).

Figure 1-1 Oracle Clusterware Configuration
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Hub Nodes are tightly connected, and have direct access to shared storage. They
would traditionally be deployed as hosts for Oracle RAC or Oracle RAC One database
instances. Other nodes in the cluster differ from Hub Nodes in that they do not require
direct access to shared storage, but instead access data through the Hub Nodes.

All nodes in an Oracle Flex Cluster belong to a single Oracle Grid Infrastructure
cluster. This architecture centralizes policy decisions for deployment of resources
based on application needs, to account for various service levels, loads, failure
responses, and recovery.

Oracle Flex Clusters consists of Hub Nodes that support other nodes in the cluster.
The number of Hub Nodes in an Oracle Flex Cluster must be at least one and can be
as many as 64, while the number of other, supported nodes can be many more. Hub
Nodes can host different types of applications.

Oracle Flex Clusters may operate with one or many Hub Nodes, but other nodes are
optional and can only exist as members of a cluster that includes at least one Hub
Node.

The benefits of using a cluster include:

e Scalability of applications (including Oracle RAC and Oracle RAC One databases)

* Reduce total cost of ownership for the infrastructure by providing a scalable
system with low-cost commodity hardware

* Ability to fail over
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* Increase throughput on demand for cluster-aware applications, by adding servers
to a cluster to increase cluster resources

* Increase throughput for cluster-aware applications by enabling the applications to
run on all of the nodes in a cluster

» Ability to program the startup of applications in a planned order that ensures
dependent processes are started in the correct sequence

* Ability to monitor processes and restart them if they stop
»  Eliminate unplanned downtime due to hardware or software malfunctions
* Reduce or eliminate planned downtime for software maintenance

You can configure Oracle Clusterware to manage the availability of user applications
and Oracle databases. In an Oracle RAC environment, Oracle Clusterware manages
all of the resources automatically. All of the applications and processes that Oracle
Clusterware manages are either cluster resources or local resources.

Oracle Clusterware is required for using Oracle RAC; it is the only clusterware that you
need for platforms on which Oracle RAC operates. Although Oracle RAC continues to
support many third-party clusterware products on specific platforms, you must also
install and use Oracle Clusterware. Note that the servers on which you want to install
and run Oracle Clusterware must use the same operating system.

Using Oracle Clusterware eliminates the need for proprietary vendor clusterware and
provides the benefit of using only Oracle software. Oracle provides an entire software
solution, including everything from disk management with Oracle Automatic Storage
Management (Oracle ASM) to data management with Oracle Database and Oracle
RAC. In addition, Oracle Database features, such as Oracle Services, provide
advanced functionality when used with the underlying Oracle Clusterware high-
availability framework.

Oracle Clusterware has two stored components, besides the binaries: The voting files,
which record node membership information, and the Oracle Cluster Registry (OCR),
which records cluster configuration information. Voting files and OCRs must reside on
shared storage available to all cluster member nodes.

Clusterware Architectures

Oracle Clusterware provides you with two different deployment architecture choices for
new clusters during the installation process. You can either choose a domain services
cluster or a member cluster, which is used to host applications and databases.

A domain services cluster is an Oracle Flex Cluster that has one or more Hub Nodes
(for database instances) and zero or more other nodes. Shared storage is locally
mounted on each of the Hub Nodes and an Oracle ASM instance is available to all
Hub Nodes. In addition, a management database is stored and accessed, locally,
within the cluster. This deployment is also used for an upgraded, pre-existing cluster.

A member cluster groups multiple cluster configurations for management purposes
and makes use of shared services available within that cluster domain. The cluster
configurations within that cluster domain are:

» Domain services cluster: A cluster that provides centralized services to other
clusters within the Cluster Domain. Services can include a centralized Grid
Infrastructure Management Repository (on which the management database for
each of the clusters within the Cluster Domain resides), the trace file analyzer
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service, an optional Fleet Patching and Provisioning service, and, very likely, a
consolidated Oracle ASM storage management service.

- Database member cluster: A cluster that is intended to support Oracle RAC or
Oracle RAC One database instances, the management database for which is off-
loaded to the domain services cluster, and that can be configured with local Oracle
ASM storage management or make use of the consolidated Oracle ASM storage
management service offered by the domain services cluster.

* Application member cluster: A cluster that is configured to support applications
without the resources necessary to support Oracle RAC or Oracle RAC One
database instances. This cluster type has no configured local shared storage but it
is intended to provide a highly available, scalable platform for running application
processes.

Understanding System Requirements for Oracle
Clusterware

Oracle Clusterware hardware and software concepts and requirements.

To use Oracle Clusterware, you must understand the hardware and software concepts
and requirements.

Oracle Clusterware Hardware Concepts and Requirements

Understanding the hardware concepts and requirements helps ensure a successful
Oracle Clusterware deployment.

A cluster consists of one or more servers. Access to an external network is the same
for a server in a cluster (also known as a cluster member or node) as for a standalone
server.

# Note:

Many hardware providers have validated cluster configurations that provide a
single part number for a cluster. If you are new to clustering, then use the
information in this section to simplify your hardware procurement efforts
when you purchase hardware to create a cluster.

A node that is part of a cluster requires a second network. This second network is
referred to as the interconnect. For this reason, cluster member nodes require at least
two network interface cards: one for a public network and one for a private network.
The interconnect network is a private network using a switch (or multiple switches) that
only the nodes in the cluster can access.!

1 Oracle Clusterware supports up to 100 nodes in a cluster on configurations running Oracle Database 10g release
2 (10.2) and later releases.
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# Note:

Oracle does not support using crossover cables as Oracle Clusterware
interconnects.

Cluster size is determined by the requirements of the workload running on the cluster
and the number of nodes that you have configured in the cluster. If you are
implementing a cluster for high availability, then configure redundancy for all of the
components of the infrastructure as follows:

* At least two network interfaces for the public network, bonded to provide one
address

* At least two network interfaces for the private interconnect network

The cluster requires shared connection to storage for each server in the cluster.
Oracle Clusterware supports Network File Systems (NFSs), iSCSI, Direct Attached
Storage (DAS), Storage Area Network (SAN) storage, and Network Attached Storage
(NAS).

To provide redundancy for storage, generally provide at least two connections from
each server to the cluster-aware storage. There may be more connections depending
on your I/O requirements. It is important to consider the 1/0O requirements of the entire
cluster when choosing your storage subsystem.

Most servers have at least one local disk that is internal to the server. Often, this disk
is used for the operating system binaries; you can also use this disk for the Oracle
software binaries. The benefit of each server having its own copy of the Oracle
binaries is that it increases high availability, so that corruption of one binary does not
affect all of the nodes in the cluster simultaneously. It also allows rolling upgrades,
which reduce downtime.

Oracle Clusterware Operating System Concepts and Requirements

ORACLE

You must first install and verify the operating system before you can install Oracle
Clusterware.

Each server must have an operating system that is certified with the Oracle
Clusterware version you are installing. Refer to the certification matrices available in
the Oracle Grid Infrastructure Installation and Upgrade Guide for your platform or on
My Oracle Support (formerly OracleMetalLink) for details.

When the operating system is installed and working, you can then install Oracle
Clusterware to create the cluster. Oracle Clusterware is installed independently of
Oracle Database. After you install Oracle Clusterware, you can then install Oracle
Database or Oracle RAC on any of the nodes in the cluster.

Related Topics
e Oracle RAC Technologies Certification Matrix for UNIX Platforms

e Oracle Grid Infrastructure Installation and Upgrade Guide
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Oracle Clusterware Software Concepts and Requirements

Oracle Clusterware uses voting files to provide fencing and cluster node membership
determination. Oracle Cluster Registry (OCR) provides cluster configuration
information. Collectively, voting files and OCR are referred to as Oracle Clusteware
files.

Oracle Clusterware files must be stored on Oracle ASM. If the underlying storage for
the Oracle ASM disks is not hardware protected, such as RAID, then Oracle
recommends that you configure multiple locations for OCR and voting files. The voting
files and OCR are described as follows:

Voting Files

Oracle Clusterware uses voting files to determine which nodes are members of a
cluster. You can configure voting files on Oracle ASM, or you can configure voting
files on shared storage.

If you configure voting files on Oracle ASM, then you do not need to manually
configure the voting files. Depending on the redundancy of your disk group, an
appropriate number of voting files are created.

If you do not configure voting files on Oracle ASM, then for high availability, Oracle
recommends that you have a minimum of three voting files on physically separate
storage. This avoids having a single point of failure. If you configure a single voting
file, then you must use external mirroring to provide redundancy.

Oracle recommends that you do not use more than five voting files, even though
Oracle supports a maximum number of 15 voting files.

Oracle Cluster Registry

Oracle Clusterware uses the Oracle Cluster Registry (OCR) to store and manage
information about the components that Oracle Clusterware controls, such as
Oracle RAC databases, listeners, virtual IP addresses (VIPs), and services and
any applications. OCR stores configuration information in a series of key-value
pairs in a tree structure. To ensure cluster high availability, Oracle recommends
that you define multiple OCR locations. In addition:

— You can have up to five OCR locations

— Each OCR location must reside on shared storage that is accessible by all of
the nodes in the cluster

— You can replace a failed OCR location online if it is not the only OCR location

— You must update OCR through supported utilities such as Oracle Enterprise
Manager, the Oracle Clusterware Control Utility (CRSCTL), the Server Control
Utility (SRVCTL), the OCR configuration utility (OCRCONFIG), or the
Database Configuration Assistant (DBCA)

Related Topics

ORACLE

Oracle Clusterware Configuration and Administration
Configuring and administering Oracle Clusterware and its various components
involves managing applications and databases, and networking within a cluster.
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Oracle Clusterware Network Configuration Concepts

ORACLE

Oracle Clusterware enables a dynamic Oracle Grid Infrastructure through the self-
management of the network requirements for the cluster.

Oracle Clusterware supports the use of Dynamic Host Configuration Protocol (DHCP)
or stateless address auto-configuration for the VIP addresses and the Single Client
Access Name (SCAN) address, but not the public address. DHCP provides dynamic
assignment of IPv4 VIP addresses, while Stateless Address Autoconfiguration
provides dynamic assignment of IPv6 VIP addresses.

The use of node VIPs is optional in a cluster deployment. By default node VIPs are
included when you deploy the cluster environment.

When you are using Oracle RAC, all of the clients must be able to reach the database,
which means that the clients must resolve VIP and SCAN names to all of the VIP and
SCAN addresses, respectively. This problem is solved by the addition of Grid Naming
Service (GNS) to the cluster. GNS is linked to the corporate Domain Name Service
(DNS) so that clients can resolve host names to these dynamic addresses and
transparently connect to the cluster and the databases. Oracle supports using GNS
without DHCP or zone delegation in Oracle Clusterware 12c¢ (as with Oracle Flex ASM
server clusters, which you can configure without zone delegation or dynamic
networks).

# Note:

Oracle does not support using GNS without DHCP or zone delegation on
Windows.

Oracle Clusterware 12c, a GNS instance was enhanced to enable the servicing
multiple clusters rather than just one, thus only a single domain must be delegated to
GNS in DNS. GNS still provides the same services as in previous versions of Oracle
Clusterware.

The cluster in which the GNS server runs is referred to as the server cluster. A client
cluster advertises its names with the server cluster. Only one GNS daemon process
can run on the server cluster. Oracle Clusterware puts the GNS daemon process on
one of the nodes in the cluster to maintain availability.

In previous, single-cluster versions of GNS, the single cluster could easily locate the
GNS service provider within itself. In the multicluster environment, however, the client
clusters must know the GNS address of the server cluster. Given that address, client
clusters can find the GNS server running on the server cluster.

In order for GNS to function on the server cluster, you must have the following:

*  The DNS administrator must delegate a zone for use by GNS

A GNS instance must be running somewhere on the network and it must not be
blocked by a firewall

« All of the node names in a set of clusters served by GNS must be unique
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Related Topics
*  Oracle Automatic Storage Management Administrator's Guide

e Overview of Grid Naming Service
Oracle Clusterware uses Grid Naming Service (GNS) for address resolution in a
single-cluster or multi-cluster environment. You can configure your clusters with a
single, primary GNS instance, and you can also configure one or more secondary
GNS instances with different roles to provide high availability address lookup and
other services to clients.

Single Client Access Name (SCAN)

Oracle Clusterware can use the Single Client Access Name (SCAN) for dynamic VIP
address configuration, removing the need to perform manual server configuration.

The SCAN is a domain name registered to at least one and up to three IP addresses,
either in DNS or GNS. When using GNS and DHCP, Oracle Clusterware configures
the VIP addresses for the SCAN name that is provided during cluster configuration.

The node VIP and the three SCAN VIPs are obtained from the DHCP server when
using GNS. If a new server joins the cluster, then Oracle Clusterware dynamically
obtains the required VIP address from the DHCP server, updates the cluster resource,
and makes the server accessible through GNS.

Related Topics

* Understanding SCAN Addresses and Client Service Connections
Public network addresses are used to provide services to clients.

Manual Addresses Configuration

You have the option to manually configure addresses, instead of using GNS and
DHCP for dynamic configuration.

In manual address configuration, you configure the following:

e One public address and host name for each node.
*  One VIP address for each node.

You must assign a VIP address to each node in the cluster. Each VIP address
must be on the same subnet as the public IP address for the node and should be
an address that is assigned a name in the DNS. Each VIP address must also be
unused and unpingable from within the network before you install Oracle
Clusterware.

e Up to three SCAN addresses for the entire cluster.

# Note:

The SCAN must resolve to at least one address on the public network.
For high availability and scalability, Oracle recommends that you
configure the SCAN to resolve to three addresses on the public network.

Related Topics

e Oracle Grid Infrastructure Installation and Upgrade Guide

ORACLE 1-8



Chapter 1
Overview of Oracle Clusterware Platform-Specific Software Components

Overview of Oracle Clusterware Platform-Specific Software
Components

In an operational Oracle Clusterware, various platform-specific processes or services
run on each cluster node.

This section describes these processes and services.

The Oracle Clusterware Technology Stack

Oracle Clusterware consists of two separate technology stacks: an upper technology
stack anchored by the Cluster Ready Services (CRS) daemon (CRSD) and a lower
technology stack anchored by the Oracle High Availability Services daemon
(OHASD)..

These two technology stacks have several processes that facilitate cluster operations.
The following sections describe these technology stacks in more detail.

The Cluster Ready Services Technology Stack

The Cluster Ready Services (CRS) technology stack leverages several processes to
manage various services.

The following list describes these processes:

ORACLE

Cluster Ready Services (CRS): The primary program for managing high
availability operations in a cluster.

The CRSD manages cluster resources based on the configuration information that
is stored in OCR for each resource. This includes start, stop, monitor, and failover
operations. The CRSD process generates events when the status of a resource
changes. When you have Oracle RAC installed, the CRSD process monitors the
Oracle database instance, listener, and so on, and automatically restarts these
components when a failure occurs.

Cluster Synchronization Services (CSS): Manages the cluster configuration by
controlling which nodes are members of the cluster and by notifying members
when a node joins or leaves the cluster. If you are using certified third-party
clusterware, then CSS processes interface with your clusterware to manage node
membership information.

The cssdagent process monitors the cluster and provides I/O fencing. This service
formerly was provided by Oracle Process Monitor Daemon (opr ocd), also known
as OraFenceServi ce on Windows. A cssdagent failure may result in Oracle
Clusterware restarting the node.

Oracle ASM: Provides disk management for Oracle Clusterware and Oracle
Database.

Cluster Time Synchronization Service (CTSS): Provides time management in a
cluster for Oracle Clusterware.

Event Management (EVM): A background process that publishes events that
Oracle Clusterware creates.
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Grid Naming Service (GNS): Handles requests sent by external DNS servers,
performing hame resolution for names defined by the cluster.

Oracle Agent (oraagent): Extends clusterware to support Oracle-specific
requirements and complex resources. This process runs server callout scripts
when FAN events occur. This process was known as RACG in Oracle Clusterware
llgrelease 1 (11.1).

Oracle Notification Service (ONS): A publish and subscribe service for
communicating Fast Application Notification (FAN) events.

Oracle Root Agent(orarootagent): A specialized or aagent process that helps the
CRSD manage resources owned by r oot , such as the network, and the Grid
virtual IP address.

The Cluster Synchronization Service (CSS), Event Management (EVM), and Oracle
Notification Services (ONS) components communicate with other cluster component
layers on other nodes in the same cluster database environment. These components
are also the main communication links between Oracle Database, applications, and
the Oracle Clusterware high availability components. In addition, these background
processes monitor and manage database operations.

The Oracle High Availability Services Technology Stack

The Oracle High Availability Services technology stack uses several processes to
provide Oracle Clusterware high availability.

The following list describes the processes in the Oracle High Availability Services
technology stack:

ORACLE

appagent: Protects any resources of the appl i cati on resource type used in
previous versions of Oracle Clusterware.

Cluster Logger Service (ologgerd): Receives information from all the nodes in
the cluster and persists in an Oracle Grid Infrastructure Management Repository-
based database. This service runs on only two nodes in a cluster.

Grid Interprocess Communication (GIPC): A support daemon that enables
Redundant Interconnect Usage.

Grid Plug and Play (GPNPD): Provides access to the Grid Plug and Play profile,
and coordinates updates to the profile among the nodes of the cluster to ensure
that all of the nodes have the most recent profile.

Multicast Domain Name Service (MDNS): Used by Grid Plug and Play to locate
profiles in the cluster, and by GNS to perform name resolution. The mDNS
process is a background process on Linux and UNIX and on Windows.

Oracle Agent (oraagent): Extends clusterware to support Oracle-specific
requirements and complex resources. This process manages daemons that run as
the Oracle Clusterware owner, like the GIPC, GPNPD, and GIPC daemons.

# Note:

This process is distinctly different from the process of the same name
that runs in the Cluster Ready Services technology stack.
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» Oracle Root Agent (orarootagent): A specialized or aagent process that helps
the CRSD manage resources owned by r oot , such as the Cluster Health Monitor

(CHM).

# Note:

This process is distinctly different from the process of the same name
that runs in the Cluster Ready Services technology stack.

e scriptagent: Protects resources of resource types other than appl i cati on when
using shell or batch scripts to protect an application.

* System Monitor Service (osysmond): The monitoring and operating system metric
collection service that sends the data to the cluster logger service. This service
runs on every node in a cluster.

Table 1-1 lists the processes and services associated with Oracle Clusterware
components. In Table 1-1, if a UNIX or a Linux system process has an (r) beside it,
then the process runs as the r oot user.

" Note:

Oracle ASM is not just one process, but an instance. Given Oracle Flex
ASM, Oracle ASM does not necessarily run on every cluster node but only
some of them.

Table 1-1 List of Processes and Services Associated with Oracle Clusterware

Components

Oracle Clusterware

Linux/UNIX Process

Windows Processes

Component
CRS crsd. bin(r) crsd. exe
CSS ocssd. bin, cssdnoni tor, cssdagent . exe,
cssdagent cssdnonit or. exe ocssd. exe
CTSS oct ssd. bin(r) oct ssd. exe
EVM evmd. bi n, evni ogger. bin evmd. exe
GIPC gi pcd. bin
GNS gnsd (r) gnsd. exe
Grid Plug and Play gpnpd. bi n gpnpd. exe

LOGGER ol oggerd. bi n (r) ol oggerd. exe
Master Diskmon di sknmon. bin
mDNS mdnsd. bin nDNSResponder . exe

ORACLE
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Table 1-1 (Cont.) List of Processes and Services Associated with Oracle
Clusterware Components

Oracle Clusterware Linux/UNIX Process Windows Processes
Component
Oracle agent oraagent . bi n (Oracle oraagent . exe

Clusterware 12c release 1 (12.1)
and 11g release 2 (11.2)), or
racgmai n and racgi non
(Oracle Clusterware 11g release

1(11.1)
Oracle High Availability ohasd. bi n (r) ohasd. exe
Services
ONS ons ons. exe
Oracle root agent or ar oot agent (r) orar oot agent . exe
SYSMON osysnond. bi n (r) osysnond. exe
¢ Note:

Oracle Clusterware on Linux platforms can have multiple threads that appear
as separate processes with unique process identifiers.

Figure 1-2 illustrates cluster startup.
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Related Topics

e Oracle Clusterware Resources

Oracle Clusterware manages applications and processes as resources that you
register with Oracle Clusterware.

*  Oracle Clusterware Diagnostic and Alert Log Data
Review this content to understand clusterware-specific aspects of how Oracle
Clusterware uses ADR.

Oracle Clusterware Processes on Windows Systems

Oracle Clusterware uses various Microsoft Windows processes for operations on
Microsoft Windows systems.

These include the following processes:

e nDNSResponder . exe: Manages name resolution and service discovery within
attached subnets

e (Oracl eOHServi ce: Starts all of the Oracle Clusterware daemons

Overview of Installing Oracle Clusterware

A successful deployment of Oracle Clusterware is more likely if you understand the
installation and deployment concepts.

¢ Note:

Install Oracle Clusterware with the Oracle Universal Installer.

Oracle Clusterware Version Compatibility

ORACLE

You can install different releases of Oracle Clusterware, Oracle ASM, and Oracle
Database on your cluster. However you should be aware of compatibility
considerations.

Follow these guidelines when installing different releases of software on your cluster:

* You can only have one installation of Oracle Clusterware running in a cluster, and
it must be installed into its own software home (G'i d_hone). The release of Oracle
Clusterware that you use must be equal to or higher than the Oracle ASM and
Oracle RAC versions that run in the cluster. You cannot install a version of Oracle
RAC that was released after the version of Oracle Clusterware that you run on the
cluster. In other words:

— Oracle Clusterware 18c supports Oracle ASM 18c, only, because Oracle ASM
is in the Oracle Grid Infrastructure home, which also includes Oracle
Clusterware

— Oracle Clusterware 18c supports Oracle Database 18c and Oracle Database
11g release 2 (11.2.0.3 and later)

— Oracle ASM 18c requires Oracle Clusterware 18c, and supports Oracle
Database 18c and Oracle Database 11g release 2 (11.2.0.3 and later)
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— Oracle Database 18c requires Oracle Clusterware 18c
For example:

*  If you have Oracle Clusterware 18c installed as your clusterware, then you
can have an Oracle Database 119 release 2 (11.2.0.4) single-instance
database running on one node, and separate Oracle Real Application
Clusters 12c release 1 (12.1.0.2) and Oracle Real Application Clusters
11g release 2 (11.2.0.4) databases also running on the cluster.

*  When using different Oracle ASM and Oracle Database releases, the
functionality of each depends on the functionality of the earlier software
release. Thus, if you install Oracle Clusterware 18c and you later
configure Oracle ASM, and you use Oracle Clusterware to support an
existing Oracle Database 119 release 2 (11.2.0.4) installation, then the
Oracle ASM functionality is equivalent only to that available in the 11g
release 2 (11.2.0.4) release version. Set the compatible attributes of a disk
group to the appropriate release of software in use.

* There can be multiple Oracle homes for the Oracle Database software (both single
instance and Oracle RAC) in the cluster. The Oracle homes for all nodes of an
Oracle RAC database must be the same.

* You can use different users for the Oracle Clusterware and Oracle Database
homes if they belong to the same primary group.

»  Starting with Oracle Clusterware 12c, there can only be one installation of Oracle
ASM running in a cluster. Oracle ASM is always the same version as Oracle
Clusterware, which must be the same (or higher) release than that of the Oracle
database.

* Toinstall Oracle RAC 10g, you must also install Oracle Clusterware.

*  Oracle recommends that you do not run different cluster software on the same
servers unless they are certified to work together. However, if you are adding
Oracle RAC to servers that are part of a cluster, then either migrate to Oracle
Clusterware or ensure that:

— The clusterware you run is supported to run with Oracle RAC 18c.

— You have installed the correct options for Oracle Clusterware and the other
vendor clusterware to work together.

Related Topics
»  Oracle Automatic Storage Management Administrator's Guide

*  Oracle Grid Infrastructure Installation and Upgrade Guide

Overview of Upgrading and Patching Oracle Clusterware

In-place patching replaces the Oracle Clusterware software with the newer version in
the same Grid home. Out-of-place upgrade has both versions of the same software
present on the nodes at the same time, in different Grid homes, but only one version is
active.

For Oracle Clusterware 12c, Oracle supports in-place or out-of-place patching. Oracle
supports only out-of-place upgrades, because Oracle Clusterware 12¢ must have its
own, new Grid home.
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Oracle supports patch bundles and one-off patches for in-place patching but only
supports patch sets and major point releases as out-of-place upgrades.

Rolling upgrades avoid downtime and ensure continuous availability of Oracle
Clusterware while the software is upgraded to the new version. When you upgrade to
Oracle Clusterware 12¢, Oracle Clusterware and Oracle ASM binaries are installed as
a single binary called the Oracle Grid Infrastructure. You can upgrade Oracle
Clusterware and Oracle ASM in a rolling manner from Oracle Clusterware 11g release
2 (11.2).

Oracle supports force upgrades in cases where some nodes of the cluster are down.

Related Topics

*  Oracle Grid Infrastructure Installation and Upgrade Guide

Overview of Grid Infrastructure Management Repository

ORACLE

The Grid Infrastructure Management Repository stores information about the cluster,
such as real-time performance data and metadata that various cluster clients collect
and require.

In previous versions of Oracle Grid Infrastructure, the Grid Infrastructure Management
Repository was a standalone database in the Grid Infrastructure home. This required
disk space in the first disk group created, sharing that space with the Oracle Cluster
Registry (OCR) and the voting disk. For standalone clusters, you can install the Grid
Infrastructure Management Repository into its own MGMT disk group, along with the
OCR backup files during Oracle Grid Infrastructure installation.

Oracle Member Clusters use the Grid Infrastructure Management Repository service
located in its Domain Services Cluster, where its Grid Infrastructure Management
Repository is a pluggable database (PDB) within the Grid Infrastructure Management
Repository container database (CDB) of the Domain Services Cluster. This removes
the requirement to run a local Grid Infrastructure Management Repository and locate
its data files in the member cluster's disk group.

Additionally, you can install both the local Grid Infrastructure Management Repository
and Domain Services Cluster Grid Infrastructure Management Repository into the
MGMT disk group during installation of Oracle Grid Infrastructure. It is mandatory for
the domain services cluster to be located in a disk group separate from the OCR and
voting disk.

The Grid Infrastructure Management Repository:

* Is an Oracle database that stores real-time operating system metrics collected by
Cluster Health Monitor. You configure the Grid Infrastructure Management
Repository during an installation of or upgrade to Oracle Clusterware 12¢ on a
cluster.

# Note:

If you are upgrading Oracle Clusterware to Oracle Clusterware 12c and
OCR and the voting file are stored on raw or block devices, then you
must move them to Oracle ASM before you upgrade your software.
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Must run on a Hub Node, and must support failover to another node in case of
node or storage failure.

Communicates with any cluster clients (such as Cluster Health Advisor, cluster
resource activity log, Fleet Patching and Provisioning Server, OLOGGERD, and
OCLUMON) through the private network. The Grid Infrastructure Management
Repository communicates with external clients, Domain Services Clusters, and
member clusters over the public network, only.

Oracle recommends that you store data files in their own Oracle ASM disk group,
MGMT, which you can create during Oracle Grid Infrastructure installation. If you did
not create this disk group during installation, then the data files will be co-located
with the OCR and voting files.

Oracle increased the Oracle Clusterware shared storage requirement to
accommodate the Grid Infrastructure Management Repository, which can be a
network file system (NFS), cluster file system, or an Oracle ASM disk group.

Is managed with SRVCTL commands with the ngnt db and ngnt | snr nouns.

Is managed by each of its clients’ command one utility for retention.

Related Topics

Oracle Autonomous Health Framework User's Guide

Fleet Patching and Provisioning and Maintenance
Fleet Patching and Provisioning is a software lifecycle management method for
provisioning and maintaining Oracle homes.

Overview of Domain Services Clusters

Domain Services Cluster is the base for a service-oriented infrastructure for deploying
clustered systems within a single Management Domain. A Domain Services Cluster is
an Oracle cluster deployed solely to provide services to Member Clusters within that
Management Domain.

ORACLE

The Member Clusters use the configured services as they are needed. The services
include a centralized Domain Management Repository, Storage Management
services, and Fleet Patching and Provisioning.

Configuring a Domain Services Cluster has many benefits, including:

Ease of deployment and provisioning
— Configure shared services once, reuse many times over
— No need to provision and configure shared storage for each member cluster

— Deploy Database Member Clusters with the option of using the shared storage
management services or locally configured storage

— Deploy Application Member Clusters without support for a database,
consuming fewer resources and using Oracle ACFS Remote for shared
storage

Centralized shared services

— Benefits of consolidation of storage management to the Domain Services
Clusters:

*  Efficiencies of scale (save storage and effort)
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*  Manage all storage simultaneously

— Database management goes from the local cluster to the Domain
Management Repository

— Member clusters have access to the Oracle ACFS file systems on the Domain
Services Cluster using Oracle ACFS Remote

The Cluster Domain consists of the Domain Services Cluster and the Member Clusters
that make use of the services provided. All clusters use the same standard Oracle
Clusterware and are deployed using the Oracle Universal Installer. The Domain
Services Cluster must be deployed first, then used to provide services to the Member
Clusters as they are deployed and configured for the services they require.

Application Member Clusters are configured, as follows:

e To not support Oracle databases and database resources, thus consuming far
fewer memory resources

e Access to shared storage provisioned from the Domain Services Cluster using
Oracle ACFS Remote

e Management repositories and the storage of their Oracle Cluster Registry and
voting files provided by centralized storage

The Database Member Clusters can be configured in three different ways, depending
upon how storage is to be accessed. In all cases, the management repositories are
stored in the Domain Management Repository. The three configurations for Database
Member Cluster storage access are:

* Locally configured shared storage, with local Oracle ASM instances on the cluster

» Direct access to storage that is managed through remote Oracle ASM on the
Domain Services Cluster

* Indirect access to Oracle ASM storage on the Domain Services Cluster through
Oracle ACFS Remote and through an Oracle ASM 10 service

Related Topics

e Cross-Cluster Dependency Proxies
Cross-cluster dependency proxies are lightweight, fault-tolerant proxy resources
on Member Clusters for resources running on a Domain Services Cluster.

* Fleet Patching and Provisioning and Maintenance
Fleet Patching and Provisioning is a software lifecycle management method for
provisioning and maintaining Oracle homes.

»  Oracle Automatic Storage Management Administrator's Guide

Overview of Managing Oracle Clusterware Environments

ORACLE

Oracle Clusterware provides you with several different utilities with which to manage
the environment.

The following list describes the utilities for managing your Oracle Clusterware
environment:

e Cluster Health Monitor (CHM): Cluster Health Monitor detects and analyzes
operating system and cluster resource-related degradation and failures to provide
more details to users for many Oracle Clusterware and Oracle RAC issues, such
as node eviction. The tool continuously tracks the operating system resource
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consumption at the node, process, and device levels. It collects and analyzes the
clusterwide data. In real-time mode, when thresholds are met, the tool shows an
alert to the user. For root-cause analysis, historical data can be replayed to
understand what was happening at the time of failure.

Cluster Verification Utility (CVU): CVU is a command-line utility that you use to
verify a range of cluster and Oracle RAC specific components. Use CVU to verify
shared storage devices, networking configurations, system requirements, and
Oracle Clusterware, and operating system groups and users.

Install and use CVU for both preinstallation and postinstallation checks of your
cluster environment. CVU is especially useful during preinstallation and during
installation of Oracle Clusterware and Oracle RAC components to ensure that your
configuration meets the minimum installation requirements. Also use CVU to verify
your configuration after completing administrative tasks, such as node additions
and node deletions.

Oracle Cluster Registry Configuration Tool (OCRCONFIG): OCRCONFIG is a
command-line tool for OCR administration. You can also use the OCRCHECK and
OCRDUMP utilities to troubleshoot configuration problems that affect OCR.

Oracle Clusterware Control (CRSCTL): CRSCTL is a command-line tool that
you can use to manage Oracle Clusterware. Use CRSCTL for general clusterware
management, management of individual resources, configuration policies, and
server pools for non-database applications.

Oracle Clusterware 12c¢ introduces cluster-aware commands with which you can
perform operations from any node in the cluster on another node in the cluster, or
on all nodes in the cluster, depending on the operation.

You can use crsctl commands to monitor cluster resources (crsctl status
resour ce) and to monitor and manage servers and server pools other than server
pools that have names prefixed with ora. *, such as crsctl status server,
crsctl status serverpool,crsctl nodify serverpool,andcrsctl relocate
server. You can also manage Oracle High Availability Services on the entire
cluster (crsctl start | stop | enable | disable | config crs), using the
optional node-specific arguments -n or -al | . You also can use CRSCTL to
manage Oracle Clusterware on individual nodes (crsctl start | stop | enable
| disable | config crs).

Oracle Enterprise Manager: Oracle Enterprise Manager has both the Cloud
Control and Grid Control GUI interfaces for managing both single instance and
Oracle RAC database environments. It also has GUI interfaces to manage Oracle
Clusterware and all components configured in the Oracle Grid Infrastructure
installation. Oracle recommends that you use Oracle Enterprise Manager to
perform administrative tasks.

Oracle Interface Configuration Tool (OIFCFG): OIFCFG is a command-line tool
for both single-instance Oracle databases and Oracle RAC environments. Use
OIFCFG to allocate and deallocate network interfaces to components. You can
also use OIFCFG to direct components to use specific network interfaces and to
retrieve component configuration information.

Server Control (SRVCTL): SRVCTL is a command-line interface that you can use
to manage Oracle resources, such as databases, services, or listeners in the
cluster.
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# Note:

You can only use SRVCTL to manage server pools that have names
prefixed with ora. *.

Related Topics
e Oracle Autonomous Health Framework User's Guide
e Cluster Verification Utility Reference

e Oracle Clusterware Configuration and Administration
Configuring and administering Oracle Clusterware and its various components
involves managing applications and databases, and networking within a cluster.

*  Oracle Clusterware Control (CRSCTL) Utility Reference
*  Oracle Interface Configuration Tool (OIFCFG) Command Reference

»  Server Control (SRVCTL) Command Reference
Use the Server Control (SRVCTL) utility to manage various components and
applications in your cluster.

Overview of Command Evaluation

You can use the Oracle Clusterware Control (CRSCTL) utility to evaluate what
(command evaluation) will happen and why (reasoned command evaluation) when you
use CRSCTL commands to manage servers, server pools, and policies within your
Oracle Clusterware environment without making any actual changes.

In addition to showing you consequences of a planned or unplanned event, command
evaluation is helpful in a policy-managed environment by validating any assumptions
you may have about Oracle Clusterware policy decisions. Reasoned command
evaluation expands on this by showing you why Oracle Clusterware performs a
particular action through verbose output of various CRSCTL commands.

Following is an example of what would happen if you removed a server from a server
pool:

$ crsctl eval delete server mjk-node2-3 -explain

Stage Goup 1

St age Required Action

1 E Server 'njk-node2-3' is renoved fromserver pool 'spl'.

E Server pool 'spl' is belowthe MN SIZE value of 2 with 1
servers.

E Looking at other server pools to see whether M N SIZE val ue 2 of
server pool 'spl' can be net.

E Scanning server pools with MN _SIZE or fewer servers in
ascendi ng order of | MPORTANCE.

E Considering server pools (I MPORTANCE): sp2(2) for suitable
servers.
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E Considering server pool 'sp2' because its MN.SIZEis 2 and it
has 0 servers above M N S| ZE.

E Rel ocating server 'njk-node2-0" to server pool 'spl'.

Y Server 'njk-node2-3' will be removed from pools 'spl'.

Y Server 'njk-node2-0" will be moved frompools 'sp2' to
pool s 'spl'

The information contained in the preceding example is what a command evaluation
returns. Each action plan explains the attributes and criteria Oracle Clusterware used
to arrive at the final decision.

# Note:

CRSCTL can only evaluate third-party resources. Resources with the ora
prefix, such as ora. or cl . db, must be evaluated using SRVCTL commands.

Related Topics

e Command Evaluation APIs
You can use the command evaluation APIs to predict Oracle Clusterware's
response to a hypothetical planned or unplanned event.

e Oracle Clusterware Control (CRSCTL) Utility Reference

Overview of Cloning and Extending Oracle Clusterware in
Grid Environments

ORACLE

Cloning nodes is one method of creating new clusters. Use cloning to quickly create
several clusters of the same configuration.

The cloning process copies Oracle Clusterware software images to other nodes that
have similar hardware and software. Before using cloning, you must install an Oracle
Clusterware home successfully on at least one node using the instructions in your
platform-specific Oracle Clusterware installation guide.

For new installations, or if you must install on only one cluster, Oracle recommends
that you use the automated and interactive installation methods, such as Oracle
Universal Installer or the Provisioning Pack feature of Oracle Enterprise Manager.
These methods perform installation checks to ensure a successful installation. To add
or delete Oracle Clusterware to or from nodes in the cluster, use the gri dset up. sh
script.

Related Topics
e Cloning Oracle Clusterware

e Adding and Deleting Cluster Nodes
Describes how to add nodes to an existing cluster, and how to delete nodes from
clusters.
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Overview of the Oracle Clusterware High Availability
Framework and APIs

Oracle Clusterware provides many high availability application programming interfaces
called CLSCRS APIs that you use to enable Oracle Clusterware to manage
applications or processes that run in a cluster. The CLSCRS APIs enable you to
provide high availability for all of your applications.

You can define a VIP address for an application to enable users to access the
application independently of the node in the cluster on which the application is running.
This is referred to as the application VIP. You can define multiple application VIPs,
with generally one application VIP defined for each application running. The
application VIP is related to the application by making it dependent on the application
resource defined by Oracle Clusterware.

To maintain high availability, Oracle Clusterware components can respond to status
changes to restart applications and processes according to defined high availability
rules. You can use the Oracle Clusterware high availability framework by registering
your applications with Oracle Clusterware and configuring the clusterware to start,
stop, or relocate your application processes. That is, you can make custom
applications highly available by using Oracle Clusterware to create profiles that
monitor, relocate, and restart your applications.

Related Topics

* Oracle Clusterware C Application Program Interfaces

Overview of Cluster Time Management

ORACLE

The Cluster Time Synchronization Service (CTSS) can detect time synchronization
problems between nodes in the cluster.

CTSS is installed as part of Oracle Clusterware. It runs in observer mode if it detects a
time synchronization service (such as NTP or Chrony) or a time synchronization
service configuration, valid or broken, on the system. For example, if the et ¢/ nt p. conf
file exists on any node in the cluster, then CTSS runs in observer mode even if no time
synchronization software is running.

If CTSS detects that there is no time synchronization service or time synchronization
service configuration on any node in the cluster, then CTSS goes into active mode and
takes over time management for the cluster.

If CTSS is running in active mode while another, non-NTP, time synchronization
software is running, then you can change CTSS to run in observer mode by creating a
file called et ¢/ nt p. conf. CTSS puts an entry in the alert log about the change to
observer mode.

When nodes join the cluster, if CTSS is in active mode, then it compares the time on
those nodes to a reference clock located on one node in the cluster. If there is a
discrepancy between the two times and the discrepancy is within a certain stepping
limit, then CTSS performs step time synchronization, which is to step the time, forward
or backward, of the nodes joining the cluster to synchronize them with the reference.

Clocks on nodes in the cluster become desynchronized with the reference clock (a
time CTSS uses as a basis and is on the first node started in the cluster) periodically
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for various reasons. When this happens, CTSS performs slew time synchronization,
which is to speed up or slow down the system time on the nodes until they are
synchronized with the reference system time. In this time synchronization method,
CTSS does not adjust time backward, which guarantees monotonic increase of the
system time.

When Oracle Clusterware starts, if CTSS is running in active mode and the time
discrepancy is outside the stepping limit (the limit is 24 hours), then CTSS generates
an alert in the alert log, exits, and Oracle Clusterware startup fails. You must manually
adjust the time of the nodes joining the cluster to synchronize with the cluster, after
which Oracle Clusterware can start and CTSS can manage the time for the nodes.

When performing slew time synchronization, CTSS never runs time backward to
synchronize with the reference clock. CTSS periodically writes alerts to the alert log
containing information about how often it adjusts time on nodes to keep them
synchronized with the reference clock.

CTSS writes entries to the Oracle Clusterware alert log and sysl og when it:

* Detects a time change
» Detects significant time difference from the reference node
*  The mode switches from observer to active or vice versa

Having CTSS running to synchronize time in a cluster facilitates troubleshooting
Oracle Clusterware problems, because you will not have to factor in a time offset for a
sequence of events on different nodes.

Activating and Deactivating Cluster Time Management

ORACLE

You can activate CTSS to assume time management services for your cluster. You
can also deactivate it if you want to use a different cluster time synchronization
service.

To activate CTSS in your cluster, you must stop and deconfigure the vendor time
synchronization service on all nodes in the cluster. CTSS detects when this happens
and assumes time management for the cluster.

For example, to deconfigure NTP, you must remove or rename the et ¢/ nt p. conf file.
Similarly, to deactivate CTSS in your cluster:

1. Configure the vendor time synchronization service on all nodes in the cluster.
CTSS detects this change and reverts back to observer mode.

2. Usethecrsctl check ctss command to ensure that CTSS is operating in
observer mode.

3. Start the vendor time synchronization service on all nodes in the cluster.

4. Usethecluvfy conp clocksync -n all command to verify that the vendor time
synchronization service is operating.

Related Topics
*  Oracle Grid Infrastructure Installation and Upgrade Guide
» crsctl check ctss

e cluvfy comp clocksync
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Oracle Clusterware Configuration and
Administration

Configuring and administering Oracle Clusterware and its various components
involves managing applications and databases, and networking within a cluster.

You can choose from one of two methods of configuring and administering clusters.
You can use the traditional, administrator-managed approach, where you administer
cluster resources and workloads manually, or you can invoke varying degrees of
automated administration using a policy-managed approach.

Administrator-managed clusters requires that you manually configure how the cluster
resources are deployed and where the workload is managed. Typically, this means
that must configure which database instances run on what cluster nodes, by
preference, and where those instances will restart in case of failures. By configuring
where the database instances reside, You configure the workloads across the cluster.

With policy-managed clusters, you configure the workloads to run in server pools, for
which you configure policy sets to direct how those workloads are managed in each
server pool. You manage the server pools and policy sets, leaving the details of the
database instance location and workload placement to the policies they have
instituted. In using this approach, you have the additional option of further automating
the management of the cluster by using Oracle Quality of Service Management
(Oracle QoS Management).

Role-Separated Management

ORACLE

Role-separated management is an approach to managing cluster resources and
workloads in a coordinated fashion in order to reduce the risks of resource conflicts
and shortages.

Role-separated management uses operating system security and role definitions, and
Oracle Clusterware access permissions to separate resource and workload
management according to the user’s role. This is particularly important for those
working in consolidated environments, where there is likely to be competition for
computing resources, and a degree of isolation is required for resource consumers
and management of those resources. By default, this feature is not implemented
during installation.

Configuring role-separated management consists of establishing the operating system
users and groups that will administer the cluster resources (such as databases),
according to the roles intended, adding the permissions on the cluster resources and
server pools through access control lists (ACLS), as necessary. In addition, Oracle
Automatic Storage Management (Oracle ASM) provides the capability to extend these
role-separation constructs to the storage management functions.

Role-separated management principles apply equally to administrator-managed and
policy-managed systems. In the case of administrator-managed, you configure the
cluster resources and roles to manage them at the node level, while for policy-
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managed systems you configure the cluster resources and roles to manage them in
the server pools.

Role-separated management in Oracle Clusterware no longer depends on a cluster
administrator (although Oracle maintains backward compatibility). By default, the user
that installed Oracle Clusterware in the Oracle Grid Infrastructure home (Grid home)
and r oot are permanent cluster administrators. Primary group privileges (oi nstal | , by
default) enable database administrators to create databases in newly created server
pools using the Database Configuration Assistant (DBCA), but do not enable role
separation.

# Note:

Oracle recommends that you enable role separation before you create the
first server pool in the cluster. Create and manage server pools using
configuration policies and a respective policy set. Access permissions are
stored for each server pool in the ACL attribute, described in Table 3-1.

Related Topics

e Overview of Cluster Configuration Policies and the Policy Set
A cluster configuration policy is a document that contains exactly one definition for
each server pool managed by the cluster configuration policy set. A cluster
configuration policy set is a document that defines the names of all server pools
configured for the cluster and definitions for all policies.

Managing Cluster Administrators

You use an access control list (ACL) to define administrators for the cluster.

The ability to create server pools in a cluster is limited to the cluster administrators. In
prior releases, by default, every registered operating system user was considered a
cluster administrator and, if necessary, the default could be changed using crsct| add
| delete crs adninistrator commands. The use of these commands, however, is
deprecated in this release and, instead, you should use the ACL of the policy set to
control the ability to create server pools.

As a rule, to have permission to create a server pool or cluster resource, the operating
system user or an operating system group of which the user is a member must have
the read, write, and execute permissions set in the ACL attribute.

Configuring Role Separation

ORACLE

Role separation is the determination of the roles that are needed, the resources and
server pools that they will administer, and what their access privileges should be. After
you determine these, you then create or modify the operating system user accounts
for group privileges (such as oi nstal | or gri d), using the ACLs and the CRSCTL
utility.

The most basic case is to create two operating system users as part of the oi nst al |
group, then create the cluster, and two server pools. For each server pool, assign one
of the operating system users to administer that server pool and exclude anyone else
from all but read access to that server pool.
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This requires careful planning, and disciplined, detail-oriented execution, but you can
modify the configuration after implementation, to correct mistakes or make
adjustments over time.

¢ Note:

You cannot apply role separation techniques to ora.* resources (Oracle RAC
database resources). You can only apply these techniques to server pools
and user-defined cluster resources and types.

You create the server pools or resources under the root or gri d accounts. For the
designated operating system users to administer these server pools or resources, they
must then be given the correct permissions, enabling them to fulfill their roles.

Use the crsct| set permcommand to configure horizontal role separation using ACLs
that are assigned to server pools, resources, or both. The CRSCTL utility is located in
the path Gri d_hone/ bi n, where G'i d_hone is the Oracle Grid Infrastructure for a
cluster home.

The command uses the following syntax, where the access control (ACL) string is
indicated by italics:

crsctl setperm{resource | type | serverpool} name {-u acl _string |
-x acl _string | -o user_nane | -g group_nane}

The flag options are:

e -u: Update the entity ACL

e -X: Delete the entity ACL

e -0: Change the entity owner

e -¢: Change the entity primary group

The ACL strings are:

{user: user_nane[:readPermwitePermexecPern |

group: group_nane[ : readPer mw it ePer mexecPerni |
other[::readPermwitePermexecPerni }

In the preceding syntax example:

e user: Designates the user ACL (access permissions granted to the designated
user)

» group: Designates the group ACL (permissions granted to the designated group
members)

» ot her: Designates the other ACL (access granted to users or groups not granted
particular access permissions)

e readperm Location of the read permission (r grants permission and "- " forbids
permission)

* witeperm Location of the write permission (w grants permission and "- " forbids
permission)
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e execperm Location of the execute permission (x grants permission, and "- " forbids
permission)

For example, to set permissions on a server pool called psft for the group per sonnel ,
where the administrative user has read/write/execute privileges, the members of the
per sonnel group have read/write privileges, and users outside of the group are
granted no access, enter the following command as the r oot user:

# crsctl setperm serverpool psft -u
user: personadm n: rwx, group: personnel : rw,
other::---

For cluster resources, to set permissions on an application (resource) called

MyPr ogr am(administered by Maynar d) for the group cr sadni n, where the administrative
user has read, write, and execute privileges, the members of the cr sadni n group have
read and execute privileges, and users outside of the group are granted only read
access (for status and configuration checks), enter the following command as
whichever user originally created the resource (r oot or gri d owner):

# crsctl setpermresource MyProgram -u user: Maynard:r-
X, group: crsadmn:rw,other:---:r--

Related Topics

¢ Oracle Clusterware Resource Reference

Configuring Oracle Grid Infrastructure Using Grid Setup

Wizard

ORACLE

Using the Configuration Wizard, you can configure a new Oracle Grid Infrastructure on
one or more nodes, or configure an upgraded Oracle Grid Infrastructure. You can also
run the Grid Setup Wizard in silent mode.

After performing a software-only installation of the Oracle Grid Infrastructure, you can
configure the software using Grid Setup Wizard. This Wizard performs various
validations of the Grid home and inputs before and after you run through the wizard.
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# Note:

»  Before running the Grid Setup Wizard, ensure that the Oracle Grid
Infrastructure home is current, with all necessary patches applied.

e To launch the Grid Setup Wizard in the subsequent procedures:

On Linux and UNIX, run the following command:

Oracl e_home/ gri dSet up. sh

On Windows, run the following command:

Oracl e_home\ gri dSet up. bat

Configuring a Single Node

You can configure a single node by using the Configuration Wizard.

To configure a single node:

1.

Start the Configuration Wizard, as follows:
$ Oracl e_home/ gridSet up. sh

On the Select Installation Option page, select Configure Oracle Grid
Infrastructure for a Cluster.

On the Cluster Node Information page, select only the local node and
corresponding VIP name.

Continue adding your information on the remaining wizard pages.
Review your inputs on the Summary page and click Finish.

Run the r oot . sh script as instructed by the Configuration Wizard.

Configuring Multiple Nodes

You can use the Configuration Wizard to configure multiple nodes in a cluster.

ORACLE

It is not necessary that Oracle Grid Infrastructure software be installed on nodes you
want to configure using the Configuration Wizard.

# Note:
Before you launch the Configuration Wizard, ensure the following:

While software is not required to be installed on all nodes, if it is installed,
then the software must be installed in the same G'i d_hone path and be at
the identical level on all the nodes.

To use the Configuration Wizard to configure multiple nodes:
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Start the Configuration Wizard, as follows:
$ Oracl e_home/ gridSet up. sh

On the Select Installation Option page, select Configure Oracle Grid
Infrastructure for a Cluster.

On the Cluster Node Information page, select the nodes you want to configure and
their corresponding VIP names. The Configuration Wizard validates the nodes you
select to ensure that they are ready.

Continue adding your information on the remaining wizard pages.
Review your inputs on the Summary page and click Finish.

Run the r oot . sh script as instructed by the Configuration Wizard.

Upgrading Oracle Grid Infrastructure

You use the Grid Setup Wizard to upgrade a cluster’s Oracle Grid Infrastructure.

To use upgrade Oracle Grid Infrastructure for a cluster:

1.

Start the Grid Setup Wizard:

$ Oracl e_home/ gridSet up. sh
On the Select Installation Option page, select Upgrade Oracle Grid
Infrastructure.

On the Oracle Grid Infrastructure Node Selection page, review the nodes you want
to upgrade. Additionally, you can choose not to upgrade nodes that are down.

Continue adding your information on the remaining wizard pages.
Review your inputs on the Summary page and click Finish.

Run the r oot upgr ade. sh script as instructed by the Configuration Wizard.

Related Topics

Oracle Database Installation Guide

¢ See Also:

Oracle Database Installation Guide for your platform for Oracle Restart
procedures

Running the Configuration Wizard in Silent Mode

You can run the Configuration Wizard in silent mode by specifying the —silent
parameter.

To use the Configuration Wizard in silent mode to configure or upgrade nodes:

ORACLE
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1. Start the Configuration Wizard from the command line, as follows:

$ $ORACLE HOVE/ gridSetup.sh -silent -responseFile file_name

The Configuration Wizard validates the response file and proceeds with the
configuration. If any of the inputs in the response file are found to be invalid, then
the Configuration Wizard displays an error and exits.

2. Runtheroot and Gid_home/gri dSetup -executeConfigTool s scripts as
prompted.

Server Weight-Based Node Eviction

ORACLE

You can configure the Oracle Clusterware failure recovery mechanism to choose
which cluster nodes to terminate or evict in the event of a private network (cluster
interconnect) failure.

In a split-brain situation, where a cluster experiences a network split, partitioning the
cluster into disjoint cohorts, Oracle Clusterware applies certain rules to select the
surviving cohort, potentially evicting a node that is running a critical, singleton
resource.

You can affect the outcome of these decisions by adding value to a database instance
or node so that, when Oracle Clusterware must decide whether to evict or terminate, it
will consider these factors and attempt to ensure that all critical components remain
available. You can configure weighting functions to add weight to critical components
in your cluster, giving Oracle Clusterware added input when deciding which nodes to
evict when resolving a split-brain situation.

You may want to ensure that specific nodes survive the tie-breaking process, perhaps
because of certain hardware characteristics, or that certain resources survive, perhaps
because of particular databases or services. You can assign weight to particular
nodes, resources, or services, based on the following criteria:

* You can assign weight only to administrator-managed nodes.

* You can assign weight to servers or applications that are registered Oracle
Clusterware resources.

Weight contributes to importance of the component and influences the choice that
Oracle Clusterware makes when managing a split-brain situation. With other critical
factors being equal between the various cohorts, Oracle Clusterware chooses the
heaviest cohort to survive.

You can assign weight to various components, as follows:

* To assign weight to database instances or services, you use the -css_critical
yes parameter with the srvct| add dat abase or srvctl add servi ce commands
when adding a database instance or service. You can also use the parameter with
the srvctl nodify database and srvctl nodify servi ce commands.

e To assign weight to non ora.* resources, use the -attr "CSS CRI TI CAL=yes"
parameter with the crsctl add resource and crsctl modify resource
commands when you are adding or modifying resources.

e To assign weight to a server, use the -css_critical yes parameter with the
crsctl set server command.
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# Note:

* You must restart the Oracle Clusterware stack on the node for the values
to take effect. This does not apply to resources where the changes take
effect without having to restart the resource.

* If you change the environment from administrator managed to policy
managed, or a mixture of the two, any weight that you have assigned is
stored, but is not considered, meaning that it will no longer apply or be
considered unless and until you reconfigure the cluster back to being
administrator managed.

Overview of Oracle Database Quality of Service
Management

Oracle Database Quality of Service Management (Oracle Database QoS
Management) is an automated, policy-based product that monitors the workload
requests for an entire system.

Oracle Database QoS Management manages the resources that are shared across
applications, and adjusts the system configuration to keep the applications running at
the performance levels needed by your business. Oracle Database QoS Management
responds gracefully to changes in system configuration and demand, thus avoiding
additional oscillations in the performance levels of your applications.

Oracle Database QoS Management monitors and manages Oracle RAC database
workload performance objectives by identifying bottlenecked resources impacting
these objectives, and both recommending and taking actions to restore performance.
Administrator-managed deployments bind database instances to nodes but policy-
managed deployments do not, so the Oracle Database QoS Management server pool
size resource control is only available for the latter. All other resource management
controls are available for both deployments.

Oracle Database QoS Management supports administrator-managed Oracle RAC and
Oracle RAC One Node databases with its Measure-Only, Monitor, and Management
modes. This enables schema consolidation support within an administrator-managed
Oracle RAC database by adjusting the CPU shares of performance classes running in
the database. Additionally, database consolidation is supported by adjusting CPU
counts for databases hosted on the same physical servers.

Because administrator-managed databases do not run in server pools, the ability to
expand or shrink the number of instances by changing the server pool size that is
supported in policy-managed database deployments is not available for administrator-
managed databases. This new deployment support is integrated into the Oracle QoS
Management pages in Oracle Enterprise Manager Cloud Control.

Overview of Grid Naming Service

ORACLE

Oracle Clusterware uses Grid Naming Service (GNS) for address resolution in a
single-cluster or multi-cluster environment. You can configure your clusters with a
single, primary GNS instance, and you can also configure one or more secondary
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GNS instances with different roles to provide high availability address lookup and other
services to clients.

*  Network Administration Tasks for GNS and GNS Virtual IP Address

* Understanding Grid Naming Service Configuration Options

Network Administration Tasks for GNS and GNS Virtual IP Address

To implement GNS, your network administrator must configure the DNS to set up a
domain for the cluster, and delegate resolution of that domain to the GNS VIP. You
can use a separate domain, or you can create a subdomain of an existing domain for
the cluster.

GNS distinguishes between nodes by using cluster names and individual node
identifiers as part of the host name for that cluster node, so that cluster node 123 in
cluster A is distinguishable from cluster node 123 in cluster B.

However, if you configure host names manually, then the subdomain you delegate to
GNS should have no subdomains. For example, if you delegate the subdomain
nmydomai n. exanpl e. comto GNS for resolution, then there should be no

ot her. nydonai n. exanpl e. comdomains. Oracle recommends that you delegate a
subdomain to GNS that is used by GNS exclusively.

" Note:

You can use GNS without DNS delegation in configurations where static
addressing is being done, such as in Oracle Flex ASM or Oracle Flex
Clusters. However, GNS requires a domain be delegated to it if addresses
are assigned using DHCP.

Example 2-1 shows DNS entries required to delegate a domain called
mycl ust er gns. exanpl e. comto a GNS VIP address 10. 9. 8. 7.

The GNS daemon and the GNS VIP run on one node in the server cluster. The GNS
daemon listens on the GNS VIP using port 53 for DNS requests. Oracle Clusterware
manages the GNS daemon and the GNS VIP to ensure that they are always available.
If the server on which the GNS daemon is running fails, then Oracle Clusterware fails
over the GNS daemon and the GNS VIP to a surviving cluster member node. If the
cluster is an Oracle Flex Cluster configuration, then Oracle Clusterware fails over the
GNS daemon and the GNS VIP to a Hub Node.

" Note:

Oracle Clusterware does not fail over GNS addresses to different clusters.
Failovers occur only to members of the same cluster.

Example 2-1 DNS Entries

# Del egate to gns on nycluster
mycl ust er. exanpl e. com NS mycl ust er gns. exanpl e. com
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#Let the world know to go to the G\S vip
mycl ust ergns. exanpl e.com 10.9.8.7

Related Topics
*  Oracle Grid Infrastructure Installation and Upgrade Guide

*  Oracle Flex Clusters
An Oracle Flex Cluster scales Oracle Clusterware to large numbers of nodes.

Understanding Grid Naming Service Configuration Options

GNS can run in either automatic or standard cluster address configuration mode.
Automatic configuration uses either the Dynamic Host Configuration Protocol (DHCP)
for IPv4 addresses or the Stateless Address Autoconfiguration Protocol (autoconfig)
(RFC 2462 and RFC 4862) for IPv6 addresses.

This section includes the following topics:

* Highly-Available Grid Naming Service

e Automatic Configuration Option for Addresses
»  Static Configuration Option for Addresses

e Shared GNS Option for Addresses

Highly-Available Grid Naming Service

ORACLE

Highly-available GNS consists of one primary GNS instance and zero or more
secondary GNS instances.

The primary GNS instance services all updates from the clients, while both the primary
and the secondary GNS instances process the lookup queries. Additionally, the
secondary GNS instances act as backup for the primary GNS instance. Secondary
GNS instances can be promoted to the primary role whenever an existing primary
GNS instance fails or is removed by the cluster administrator.

Further, highly-available GNS provides fault tolerance by taking data backup on
secondary GNS instance using zone transfer. Secondary GNS instances get a copy of
data from the primary GNS instance during installation. Thereafter, any update on the
primary GNS instance gets replicated to the secondary GNS instances.

The primary GNS instance manages zone data and holds all records on the delegated
domain. It stores the zone data and its change history in the Oracle Cluster Registry
(OCR). Updating the zone data on a secondary GNS instance involves a zone
transfer, which can be one of two methods:

* Full zone transfer: The primary GNS instance replicates all zone data to the
secondary GNS instances.

* Incremental zone transfer: The primary GNS instance only replicates the
changed data to secondary GNS instances. GNS uses this transfer mechanism for
the following scenarios:

— When there is an update to the zone data in the primary GNS instance, the
instance notifies the secondary instances to initiate a data transfer. The
secondary GNS instances will ask for a data transfer only if the serial number
of the data in OCR of the primary GNS instance is greater than that of the data
of the secondary GNS instances.
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— When the refresh time of a secondary GNS instance expires, the instance
sends a query containing its data serial number to the primary GNS instance.
If the serial number of the secondary GNS instance is less than that of the
primary GNS instance, then GNS initiates a zone transfer.

# Note:

Refresh time must be long enough to reduce the load on the primary
GNS instance so that answering a secondary GNS instance does
not prevent the primary instance from being able to function. Default
refresh time is one hour but the cluster administrator can change this
value based on cluster size.

You must configure a primary GNS instance before you configure any secondary.
Once you successfully configure a primary GNS instance, you export client data for
clients and secondary GNS instances. You provide exported client data when you
configure secondary GNS instances. All secondary GNS instances register
themselves with the primary GNS instance and get a copy of zone data. Secondary
GNS instances contact the primary GNS instance for data updates using the zone
transfer mechanism, when either the refresh time of the secondary GNS instance
expires or in response to a notification.

Related Topics

»  Configuring Highly-Available GNS
Configuring highly-available GNS involves configuring primary and secondary
GNS instances. You can configure GNS during installation of Oracle Clusterware
using Oracle Universal Installer but you can only configure highly-available GNS
after you install Oracle Clusterware because you can only configure a secondary
GNS instance after you install Oracle Clusterware.

*  Removing Primary and Secondary GNS Instances
You can remove primary and secondary GNS instances from a cluster.

Automatic Configuration Option for Addresses

ORACLE

With automatic configurations, a DNS administrator delegates a domain on the DNS to
be resolved through the GNS subdomain. During installation, Oracle Universal Installer
assigns names for each cluster member node interface designated for Oracle Grid
Infrastructure use during installation or configuration. SCANs and all other cluster
names and addresses are resolved within the cluster, rather than on the DNS.

Automatic configuration occurs in one of the following ways:

» For IPv4 addresses, Oracle Clusterware assigns unique identifiers for each cluster
member node interface allocated for Oracle Grid Infrastructure, and generates
names using these identifiers within the subdomain delegated to GNS. A DHCP
server assigns addresses to these interfaces, and GNS maintains address and
name associations with the IPv4 addresses leased from the IPv4 DHCP pool.

e For IPv6 addresses, Oracle Clusterware automatically generates addresses with
autoconfig.
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Static Configuration Option for Addresses

With static configurations, no subdomain is delegated. A DNS administrator configures
the GNS VIP to resolve to a name and address configured on the DNS, and a DNS
administrator configures a SCAN name to resolve to three static addresses for the
cluster.

A DNS administrator also configures a static public IP name and address, and virtual
IP name and address for each cluster member node. A DNS administrator must also
configure new public and virtual IP names and addresses for each node added to the
cluster. All names and addresses are resolved by DNS.

GNS without subdomain delegation using static VIP addresses and SCANs enables
Oracle Flex Cluster and CloudFS features that require name resolution information
within the cluster. However, any node additions or changes must be carried out as
manual administration tasks.

Shared GNS Option for Addresses

With dynamic configurations, you can configure GNS to provide name resolution for
one cluster, or to advertise resolution for multiple clusters, so that a single GNS
instance can perform name resolution for multiple registered clusters. This option is
called shared GNS.

Shared GNS provides the same services as standard GNS, and appears the same to
clients receiving hame resolution. The difference is that the GNS daemon running on
one cluster is configured to provide name resolution for all clusters in domains that are
delegated to GNS for resolution, and GNS can be centrally managed using SRVCTL
commands. You can use shared GNS configuration to minimize network
administration tasks across the enterprise for Oracle Grid Infrastructure clusters.

You cannot use the static address configuration option for a cluster providing shared
GNS to resolve addresses in a multi-cluster environment. Shared GNS requires
automatic address configuration, either through addresses assigned by DHCP, or by
IPv6 stateless address autoconfiguration.

" Note:

All of the node names in a set of clusters served by GNS must be unique.

Oracle Universal Installer enables you to configure static addresses with GNS for
shared GNS clients or servers, with GNS used for discovery.

Administering Grid Naming Service

Use SRVCTL to administer Grid Naming Service (GNS) in both single-cluster and
multi-cluster environments.
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# Note:

The GNS server and client must run on computers using the same operating
system and processor architecture. Oracle does not support running GNS on
computers with different operating systems, processor architectures, or both.

This section includes the following topics:

»  Configuring Highly-Available GNS

* Removing Primary and Secondary GNS Instances

e Starting and Stopping GNS with SRVCTL

*  Converting Clusters to GNS Server or GNS Client Clusters

*  Moving GNS to Another Cluster

* Changing the GNS Subdomain when Moving from IPv4 to IPv6 Network

* Rolling Conversion from DNS to GNS Cluster Name Resolution

Configuring Highly-Available GNS

ORACLE

Configuring highly-available GNS involves configuring primary and secondary GNS
instances. You can configure GNS during installation of Oracle Clusterware using
Oracle Universal Installer but you can only configure highly-available GNS after you
install Oracle Clusterware because you can only configure a secondary GNS instance
after you install Oracle Clusterware.

Highly-available GNS provides the ability to run multiple GNS instances in multi-cluster
environment with different roles. There will be one primary GNS instance and zero or
more secondary instances. The primary instance manages update and resolution
operations. However, the secondary instance only manages resolution operations. If
you choose to use secondary GNS instances, then you must first configure a primary
GNS instance or change the existing GNS in a shared GNS environment to a primary
GNS instance.

1. As the cluster administrator, configure the primary GNS instance on any node in
an existing cluster, as follows:

# srvctl add gns -vip gns_vip -domain gns_subdonain
2. Start the primary GNS instance, as follows:

# srvctl start gns

There can be only one primary GNS instance in a multi-cluster environment. If
GNS detects more than one primary GNS instance, then it will abort the start
command. You can then configure this instance as a secondary GNS instance, as
described in step 5.

3. Create client data for the secondary GNS instances, as follows

# srvctl export gns -clientdata file_name -role secondary
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GNS stores this zone data information in OCR and updates secondary GNS
instances once they are configured.

4. Copy the client data file you created in the preceding step to the secondary GNS
instance.

5. Configure the secondary GNS instance, as follows:

# srvctl add gns -vip gns_vip -clientdata file_nane

6. Start the secondary GNS instance, as follows:

# srvctl start gns

Once you successfully configure and start a secondary GNS instance, it queries
the primary GNS instance for the zone data.

Removing Primary and Secondary GNS Instances

You can remove primary and secondary GNS instances from a cluster.

You cannot remove a primary GNS instance until you configure another primary GNS
instance. If you remove a primary GNS instance before you have another one to
replace it, then GNS will not function.

As the cluster administrator, select a secondary GNS instance and promote it to
primary, as follows:

# srvctl nmodify gns -role primary

1. Depending on whether you are removing a primary or secondary GNS instance,
stop the instance, as follows:

# srvctl stop gns
2. Remove the instance, as follows:

# srvctl renmove gns

" Note:

A DNS administrator can delete the instance's name server and AJAAAA
record entries from the DNS zone data, so that the client will not attempt
to query an instance which is no longer available.

Starting and Stopping GNS with SRVCTL

You use the srvctl command to start and stop GNS.

Start and stop GNS on the server cluster by running the following commands as r oot ,
respectively:
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# srvctl start gns
# srvctl stop gns

# Note:

You cannot start or stop GNS on a client cluster.

Converting Clusters to GNS Server or GNS Client Clusters

You can convert clusters that are not running GNS into GNS server or client clusters,
and you can change GNS cluster type configurations for server and client clusters.

This section includes the following cluster conversion scenarios:

» Converting a Non-GNS Cluster to a GNS Server Cluster
* Converting a Non-GNS Cluster to a Client Cluster
* Converting a Single Cluster Running GNS to a Server Cluster

» Converting a Single Cluster Running GNS to be a GNS Client Cluster

Converting a Non-GNS Cluster to a GNS Server Cluster

You can use the srvctl commandto convert a cluster that is not running GNS to a GNS
server cluster.

1. Add GNS to the cluster by running the following command as r oot , providing a
valid IP address and a domain:

# srvctl add gns -vip | P_address -domain domain
2. Start the GNS instance:

# srvctl start gns -node node_name

# Note:

e Specifying a domain is not required when adding a GNS VIP.

e The IP address you specify cannot currently be used by another GNS
instance.

e The configured cluster must have DNS delegation for it to be a GNS
server cluster.
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Converting a Non-GNS Cluster to a Client Cluster

To convert a cluster that is not running GNS to a client cluster, you must import the
credentials file from the server cluster.

Convert a cluster that is not running GNS to a GNS client cluster, as follows:

1.

Run the following command in the server cluster to export the GNS instance client
data configuration to a file:

$ srvctl export gns -clientdata path_to_file -role client

You must specify the fully-qualified path to the file.

# Note:

You can use the GNS configuration Client Data file you generate with
Oracle Universal Installer as an input file for creating shared GNS
clients.

Import the file you created in the preceding step on a node in the cluster to make
that cluster a client cluster by running the following command, as r oot :

# srvctl add gns -clientdata path to file

" Note:

You must copy the file containing the GNS data from the server cluster
to a node in the cluster where you run this command.

Change the SCAN name, as follows:

$ srvctl nodify scan -scanname
scan_nane. client_cluster nane.server GNS subdonain

Converting a Single Cluster Running GNS to a Server Cluster

You do not need to do anything to convert a single cluster running GNS to be a GNS
server cluster. It is automatically considered to be a server cluster when a client cluster
is added.

Converting a Single Cluster Running GNS to be a GNS Client Cluster

ORACLE

You can use the srvctl command to convert a single cluster running GNS to GNC
client cluster. Because it is necessary to stay connected to the current GNS during this
conversion process, the procedure is more involved than that of converting a single
cluster to a server cluster.

To convert a single cluster running GNS to a GNS client cluster:
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1. Run the following command in the server cluster to export the GNS client
information to a file:

$ srvctl export gns -clientdata path to client_data file

You must specify the fully-qualified path to the file.

2. Stop GNS on the cluster you want to convert to a client cluster.

# srvctl stop gns

# Note:

While the conversion is in progress, name resolution using GNS will be
unavailable.

3. Run the following command in the server cluster to export the GNS instance:

$ srvctl export gns -instance path to file

You must specify the fully-qualified path to the file.

4. Run the following command as r oot in the server cluster to import the GNS
instance file:

# srvctl inport gns -instance path_to file

You must specify the fully-qualified path to the file.

5. Run the following command as r oot on the node where you imported the GNS
instance file to start the GNS instance:

# srvctl start gns

By not specifying the name of the node on which you want to start the GNS
instance, the instance will start on a random node.

6. Remove GNS from the GNS client cluster using the following command:

# srvctl remove gns

7. Make the former cluster a client cluster, as follows:

# srvctl add gns -clientdata path_to_client_data file

# Note:

You must copy the file containing the GNS data from the server cluster
to a node in the cluster where you run this command.
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Modify the SCAN in the GNS client cluster to use the GNS subdomain qualified
with the client cluster name, as follows:

$ srvctl modify scan -scanname scan_nane. gns_domai n

In the preceding command, gns_donai n is in the form
client _cluster name. server GNS subdonain

Moving GNS to Another Cluster

If it becomes necessary to make another cluster the GNS server cluster, either
because a cluster failure, or because of an administration plan, then you can move
GNS to another cluster with the srvctl command.

ORACLE

# Note:

This procedure requires server cluster and client cluster downtime.
Additionally, you must import GNS client data from the new server cluster to
any Oracle Flex ASM and Fleet Patching and Provisioning Servers and
Clients.

To move GNS to another cluster:

1.

Stop the GNS instance on the current server cluster.
# srvctl stop gns
Export the GNS instance configuration to a file.

# srvctl export gns -instance path_to file

Specify the fully-qualified path to the file.

Remove the GNS configuration from the former server cluster.
# srvctl remove gns

Add GNS to the new cluster.

# srvctl add gns -domain domai n_nane -vip vip_nane

Alternatively, you can specify an IP address for the VIP.

Configure the GNS instance in the new server cluster using the instance
information stored in the file you created in step 2, by importing the file, as follows:

# srvctl inport gns -instance path_to file

# Note:

The file containing the GNS data from the former server cluster must
reside on the node in the cluster where you run the srvct! inport gns
command.

2-18



6.

Chapter 2
Administering Grid Naming Service

Start the GNS instance in the new server cluster.

# srvctl start gns

Changing the GNS Subdomain when Moving from IPv4 to IPv6

Network

When you move from an IPv4 network to an IPv6 network, you must change the GNS
subdomain.

To change the GNS subdomain, you must add an IPv6 network, update the GNS
domain, and update the SCAN, as follows:

1.

Add an IPv6 subnet using the srvct| modi fy network command, as follows:

$ srvctl modify network -subnet ipv6_subnet/ipv6_prefix_length[/
interface] -nettype autoconfig

Update the GNS domain, as follows:

$ srvctl stop gns -force

$ srvctl stop scan -force

$ srvctl renmove gns -force

$ srvctl add gns -vip gns_vip -domain gns_subdomain
$ srvctl start gns

Update the SCAN name with a new domain, as follows:
$ srvctl renove scan -force

$ srvctl add scan -scannane new_donai n

$ srvctl start scan

Convert the network IP type from IPv4 to both IPv4 DHCP and IPv6 autoconfig, as
follows:

$ srvct! nmodify network -iptype both

Transition the network from using both protocols to using only IPv6 autoconfig, as
follows:

$ srvctl nodify network -iptype ipv6

Rolling Conversion from DNS to GNS Cluster Name Resolution

You can convert Oracle Grid Infrastructure cluster networks using DNS for name
resolution to cluster networks using Grid Naming Service (GNS) obtaining name
resolution through GNS.

ORACLE

Use the following procedure to convert from a standard DNS name resolution network
to a GNS name resolution network, with no downtime:
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Log in as the Grid user (gri d), and use the following Cluster Verification Utility to
check the status for moving the cluster to GNS, where nodel i st is a comma-
delimited list of cluster member nodes:

$ cluvfy stage —-pre crsinst —-n nodeli st

As the Grid user, check the integrity of the GNS configuration using the following
commands, where domai n is the domain delegated to GNS for resolution, and
gns_vi p is the GNS VIP:

$ cluvfy conp gns -precrsinst -domain domain -vip gns_vip

Log in as r oot , and use the following SRVCTL command to configure the GNS
resource, where domai n_nane is the domain that your network administrator has
configured your DNS to delegate for resolution to GNS, and i p_addr ess is the IP
address on which GNS listens for DNS requests:

# srvctl add gns -domein domain_nane -vip ip_address

Use the following command to start GNS:

# srvctl start gns

GNS starts and registers VIP and SCAN names.

As r oot , use the following command to change the network CRS resource to
support a mixed mode of static and DHCP network addresses:

# srvctl nodify network -nettype M XED

The necessary VIP addresses are obtained from the DHCP server, and brought
up.

As the Grid user, enter the following command to ensure that Oracle Clusterware
is using the new GNS, dynamic addresses, and listener end points:

cluvfy stage -post crsinst -n all

After the verification succeeds, change the remote endpoints that previously used
the SCAN or VIPs resolved through the DNS to use the SCAN and VIPs resolved
through GNS.

For each client using a SCAN, change the SCAN that the client uses so that the
client uses the SCAN in the domain delegated to GNS.

For each client using VIP names, change the VIP name on each client so that they
use the same server VIP name, but with the domain name in the domain
delegated to GNS.

Enter the following command as r oot to update the system with the SCAN name
in the GNS subdomain:

# srvctl nodify scan -scannane scan_nane. gns_donain
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In the preceding command syntax, gns_domai n is the domain name you entered in
step 3 of this procedure.

9. Disable the static addresses once all clients are using the dynamic addresses, as
follows:

$ srvctl nmodify network -nettype DHCP

Related Topics

*  Oracle Grid Infrastructure Installation and Upgrade Guide

Node Falilure Isolation

ORACLE

Failure isolation is a process by which a failed node is isolated from the rest of the
cluster to prevent the failed node from corrupting data.

When a node fails, isolating it involves an external mechanism capable of restarting a
problem node without cooperation either from Oracle Clusterware or from the
operating system running on that node. To provide this capability, Oracle Clusterware
12c supports the Intelligent Platform Management Interface specification (IPMI) (also
known as Baseboard Management Controller (BMC)), an industry-standard
management protocol.

Typically, you configure failure isolation using IPMI during Oracle Grid Infrastructure
installation, when you are provided with the option of configuring IPMI from the Failure
Isolation Support screen. If you do not configure IPMI during installation, then you can
configure it after installation using the Oracle Clusterware Control utility (CRSCTL), as
described in a subsequent sectioin.

To use IPMI for failure isolation, each cluster member node must be equipped with an
IPMI device running firmware compatible with IPMI version 1.5, which supports IPMI
over a local area network (LAN). During database operation, failure isolation is
accomplished by communication from the evicting Cluster Synchronization Services
daemon to the failed node's IPMI device over the LAN. The IPMI-over-LAN protocol is
carried over an authenticated session protected by a user name and password, which
are obtained from the administrator during installation.

To support dynamic IP address assignment for IPMI using DHCP, the Cluster
Synchronization Services daemon requires direct communication with the local IPMI
device during Cluster Synchronization Services startup to obtain the IP address of the
IPMI device. (This is not true for HP-UX and Solaris platforms, however, which require
that the IPMI device be assigned a static IP address.) This is accomplished using an
IPMI probe command (OSD), which communicates with the IPMI device through an
IPMI driver, which you must install on each cluster system.

If you assign a static IP address to the IPMI device, then the IPMI driver is not strictly
required by the Cluster Synchronization Services daemon. The driver is required,
however, to use i pm tool oripmiutil to configure the IPMI device but you can also
do this with management consoles on some platforms.

Related Topics

* Post-installation Configuration of IPMI-based Failure Isolation Using CRSCTL
You use the crsctl command to configure IPMI-based failure isolation, after
installing Oracle Clusterware. You can also use this command to modify or remove
the IPMI configuration.
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Server Hardware Configuration for [PMI

You must first install and enable the IPMI driver, and configure the IPMI device, as
described in the Oracle Grid Infrastructure Installation and Upgrade Guide for your
platform.

Related Topics

e Oracle Grid Infrastructure Installation and Upgrade Guide

Post-installation Configuration of IPMI-based Failure Isolation Using
CRSCTL

You use the crsctl command to configure IPMI-based failure isolation, after installing
Oracle Clusterware. You can also use this command to modify or remove the IPMI
configuration.

This is described in the following topics:

* |PMI Postinstallation Configuration with Oracle Clusterware
*  Modifying IPMI Configuration Using CRSCTL
* Removing IPMI Configuration Using CRSCTL

IPMI Post-installation Configuration with Oracle Clusterware

After you install and enable the IPMI driver, configure the IPMI device, and complete
the server configuration, you can use the CRSCTL command to complete IPMI
configuration.

Before you started the installation, you installed and enabled the IPMI driver in the
server operating system, and configured the IPMI hardware on each node (IP address
mode, admin credentials, and so on), as described in Oracle Grid Infrastructure
Installation Guide. When you install Oracle Clusterware, the installer collects the IPMI
administrator user ID and password, and stores them in an Oracle Wallet in node-local
storage, in OLR.

After you complete the server configuration, complete the following procedure on each
cluster node to register IPMI administrators and passwords on the nodes.

# Note:

If IPMI is configured to obtain its IP address using DHCP, it may be
necessary to reset IPMI or restart the node to cause it to obtain an address.

1. Start Oracle Clusterware, which allows it to obtain the current IP address from
IPMI. This confirms the ability of the clusterware to communicate with IPMI, which
is necessary at startup.

If Oracle Clusterware was running before IPMI was configured, you can shut
Oracle Clusterware down and restart it. Alternatively, you can use the IPMI
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management utility to obtain the IPMI IP address and then use CRSCTL to store
the IP address in OLR by running a command similar to the following:

crsctl set css ipmaddr 192.168.10. 45

2. Use CRSCTL to store the previously established user ID and password for the
resident IPMI in OLR by running the crsct| set css i pni adni n command, and
supplying password at the prompt. For example:

crsctl set css ipmiadnmn admnistrator_name
|PM BMC password: password

This command validates the supplied credentials and fails if another cluster node
cannot access the local IPMI using them.

After you complete hardware and operating system configuration, and register the
IPMI administrator on Oracle Clusterware, IPMI-based failure isolation should be
fully functional.

Before you start the installation, you install and enable the IPMI driver in the server
operating system, and configure the IPMI hardware on each node (IP address
mode, admin credentials, and so on), as described in Oracle Grid Infrastructure
Installation Guide. When you install Oracle Clusterware, the installer collects the
IPMI administrator user ID and password, and stores them in an Oracle Walllet in
node-local storage, in OLR.

Modifying IPMI Configuration Using CRSCTL

ORACLE

You may need to modify an existing IPMI-based failure isolation configuration to
change IPMI passwords, or to configure IPMI for failure isolation in an existing
installation. You use CRSCTL with the IPMI configuration tool appropriate to your
platform to accomplish this.

For example, to change the administrator password for IPMI, you must first modify the
IMPI configuration as described in Oracle Grid Infrastructure Installation and Upgrade
Guide, and then use CRSCTL to change the password in OLR.

The configuration data needed by Oracle Clusterware for IPMI is kept in an Oracle
Wallet in OCR. Because the configuration information is kept in a secure store, it must
be written by the Oracle Clusterware installation owner account (the Grid user), so you
must log in as that installation user.

Use the following procedure to modify an existing IPMI configuration:

1. Enterthecrsctl set css ipmadnin adnnistrator_name command. For
example, with the user | PM adm

$ crsctl set css ipnmiadmin | PMadm

Provide the administrator password. Oracle Clusterware stores the administrator
name and password for the local IPMI in OLR.

After storing the new credentials, Oracle Clusterware can retrieve the new
credentials and distribute them as required.

2. Enterthe crsctl set css ipmaddr bnc_i p_address command. For example:

$ crsctl set css ipmaddr 192.0.2.244
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This command stores the new IPMI IP address of the local IPMI in OLR, After
storing the IP address, Oracle Clusterware can retrieve the new configuration and
distribute it as required.

3. Enterthe crsctl get css ipm addr command. For example:

$ crsctl get css ipniaddr

This command retrieves the IP address for the local IPMI from OLR and displays it
on the console.

4. Remove the IPMI configuration information for the local IPMI from OLR and delete
the registry entry, as follows:

$ crsctl unset css ipmiconfig

Related Topics
e Oracle Grid Infrastructure Installation and Upgrade Guide

* Oracle RAC Environment CRSCTL Commands
You can use the following commands only in an Oracle RAC environment.

Removing IPMI Configuration Using CRSCTL

ORACLE

You can remove an IPMI configuration from a cluster using CRSCTL if you want to
stop using IPMI completely or if IPMI was initially configured by someone other than
the user that installed Oracle Clusterware.

If the latter is true, then Oracle Clusterware cannot access the IPMI configuration data
and IPMI is not usable by the Oracle Clusterware software, and you must reconfigure
IPMI as the user that installed Oracle Clusterware.

To completely remove IPMI, perform the following steps. To reconfigure IPMI as the
user that installed Oracle Clusterware, perform steps 3 and 4, then repeat steps 2 and
3 in the previous section.

1. Disable the IPMI driver and eliminate the boot-time installation, as follows:

/ sbi n/ nodpr obe -r

2. Disable IPMI-over-LAN for the local IPMI using either i pmit ool oripmutil, to
prevent access over the LAN or change the IPMI administrator user ID and
password.

3. Ensure that Oracle Clusterware is running and then use CRSCTL to remove the
IPMI configuration data from OLR by running the following command:

$ crsctl unset css ipniconfig

4. Restart Oracle Clusterware so that it runs without the IPMI configuration by
running the following commands as r oot :

# crsctl stop crs
# crsctl start crs
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Related Topics

*  Modifying IPMI Configuration Using CRSCTL
You may need to modify an existing IPMI-based failure isolation configuration to
change IPMI passwords, or to configure IPMI for failure isolation in an existing
installation. You use CRSCTL with the IPMI configuration tool appropriate to your
platform to accomplish this.

*  Oracle Grid Infrastructure Installation and Upgrade Guide

Understanding Network Addresses on Manually Configured

Networks

It is helpful to understand the concepts and requirements for network addresses on
manually configured networks.

This section contains the following topics:

e Understanding Network Address Configuration Requirements
e Understanding SCAN Addresses and Client Service Connections

e SCAN Listeners and Service Registration Restriction With Valid Node Checking

Understanding Network Address Configuration Requirements

ORACLE

An Oracle Clusterware configuration requires at least one public network interface and
one private network interface.

* A public network interface connects users and application servers to access data
on the database server.

* A private network interface is for internode communication and used exclusively by
Oracle Clusterware.

You can configure a public network interface for either IPv4, IPv6, or both types of
addresses on a given network. If you use redundant network interfaces (bonded or
teamed interfaces), then be aware that Oracle does not support configuring one
interface to support IPv4 addresses and the other to support IPv6 addresses. You
must configure network interfaces of a redundant interface pair with the same IP
protocol.

You can configure one or more private network interfaces, using either IPv4 or IPv6
addresses for all the network adapters. You cannot mix IPv4 and IPv6 addresses for
any private network interfaces.

" Note:

You can only use IPv6 for private networks in clusters using Oracle
Clusterware 12c release 2 (12.2), or later.

All the nodes in the cluster must use the same IP protocol configuration. Either all the
nodes use only IPv4, or all the nodes use only IPv6, or all the nodes use both IPv4

and IPv6. You cannot have some nodes in the cluster configured to support only IPv6
addresses, and other nodes in the cluster configured to support only IPv4 addresses.
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The VIP agent supports the generation of IPv6 addresses using the Stateless Address
Autoconfiguration Protocol (RFC 2462), and advertises these addresses with GNS.
Run the srvct!l config network command to determine if DHCP or stateless address
autoconfiguration is being used.

This section includes the following topics:

e About IPv6 Address Formats

» Name Resolution and the Network Resource Address Type

About IPv6 Address Formats

Each node in an Oracle Grid Infrastructure cluster can support both IPv4 and IPv6
addresses on the same network. The preferred IPv6 address format is as follows,
where each x represents a hexadecimal character:

XXXXTXXXXTXXXXD XXXXD XXXX T XXXX T XXXXT XXXX

The IPv6 address format is defined by RFC 2460 and Oracle Grid Infrastructure
supports IPv6 addresses, as following:

e Global and site-local IPv6 addresses as defined by RFC 4193.

¢ Note:

Link-local and site-local IPv6 addresses as defined in RFC 1884 are not
supported.

* The leading zeros compressed in each field of the IP address.

*  Empty fields collapsed and represented by a "::' separator. For example, you could
write the IPv6 address 2001:0db8:0000:0000:0000:8a2€e:0370:7334 as
2001:db8::8a2e:370:7334.

* The four lower order fields containing 8-bit pieces (standard IPv4 address format).
For example 2001:db8:122:344::192.0.2.33.

Name Resolution and the Network Resource Address Type

ORACLE

You can review the network configuration and control the network address type using
the srvctl config network (to review the configuration) and srvct! nodify network
-i pt ype commands, respectively.

You can configure how addresses are acquired using the srvct| nodify network -
nett ype command. Set the value of the - net t ype parameter to dhcp or stati ¢ to
control how IPv4 network addresses are acquired. Alternatively, set the value of the -
nettype parameter to aut oconfi g or stati ¢ to control how IPv6 addresses are
generated.

The -nettype and -i pt ype parameters are not directly related but you can use -
nettype dhcp with -i ptype ipv4 and - nettype autoconfig with -i ptype ipv6.
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# Note:

If a network is configured with both IPv4 and IPv6 subnets, then Oracle does
not support both subnets having - net t ype set to ni xed.

Oracle does not support making transitions from IPv4 to IPv6 while - net t ype
is set to m xed. You must first finish the transition from st ati ¢ to dhcp before
you add IPv6 into the subnet.

Similarly, Oracle does not support starting a transition to IPv4 from IPv6
while - net t ype is set to ni xed. You must first finish the transition from
aut oconfi g to stati c before you add IPv4 into the subnet.

Related Topics
* Oracle Real Application Clusters Administration and Deployment Guide

*  Network Address Configuration in a Cluster
You can configure a network interface for either IPv4, IPv6, or both types of
addresses on a given network.

Understanding SCAN Addresses and Client Service Connections

ORACLE

Public network addresses are used to provide services to clients.

If your clients are connecting to the Single Client Access Name (SCAN) addresses,
then you may need to change public and virtual IP addresses as you add or remove
nodes from the cluster, but you do not need to update clients with new cluster
addresses.

# Note:

You can edit the | i st ener. or a file to make modifications to the Oracle Net
listener parameters for SCAN and the node listener. For example, you can
set TRACE_LEVEL | i stener_nanme. However, you cannot set protocol
address parameters to define listening endpoints, because the listener agent
dynamically manages them.

SCAN:Ss function like a cluster alias. However, SCANs are resolved on any node in the
cluster, so unlike a VIP address for a node, clients connecting to the SCAN no longer
require updated VIP addresses as nodes are added to or removed from the cluster.
Because the SCAN addresses resolve to the cluster, rather than to a node address in
the cluster, nodes can be added to or removed from the cluster without affecting the
SCAN address configuration.

The SCAN is a fully qualified name (host name and domain) that is configured to
resolve to all the addresses allocated for the SCAN. The SCAN resolves to all three
addresses configured for the SCAN name on the DNS server, or resolves within the
cluster in a GNS configuration. SCAN listeners can run on any node in the cluster.
SCANSs provide location independence for the databases, so that client configuration
does not have to depend on which nodes run a particular database.
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Oracle Database 119 release 2 (11.2), and later, instances only register with SCAN
listeners as remote listeners. Upgraded databases register with SCAN listeners as
remote listeners, and also continue to register with all node listeners.

# Note:

Because of the Oracle Clusterware installation requirement that you provide
a SCAN name during installation, if you resolved at least one IP address
using the server / et ¢/ host s file to bypass the installation requirement but
you do not have the infrastructure required for SCAN, then, after the
installation, you can ignore the SCAN and connect to the databases in the
cluster using VIPs.

Oracle does not support removing the SCAN address.

Related Topics

e Oracle Database Net Services Reference

SCAN Listeners and Service Registration Restriction With Valid Node

Checking

ORACLE

You can use valid node checking to specify the nodes and subnets from which the
SCAN listener accepts registrations. You can specify the nodes and subnet
information using SRVCTL. SRVCTL stores the node and subnet information in the
SCAN listener resource profile. The SCAN listener agent reads that information from
the resource profile and writes it to the | i st ener . or a file.

For non-cluster (single-instance) databases, the local listener accepts service
registrations only from database instances on the local node. Oracle RAC releases
before Oracle RAC 11g release 2 (11.2) do not use SCAN listeners, and attempt to
register their services with the local listener and the listeners defined by the

REMOTE_LI STENERS initialization parameter. To support service registration for these
database instances, the default value of val i d_node_check _for _registration_alias
for the local listener in Oracle RAC 12c is set to the value SUBNET, rather than to the
local node. To change the valid node checking settings for the node listeners, edit the
I'i stener. ora file.

The SCAN listener is aware of the HTTP protocol so that it can redirect HTTP clients
to the appropriate handler, which can reside on different nodes in the cluster than the
node on which the SCAN listener resides.

SCAN listeners must accept service registration from instances on remote nodes. For
SCAN listeners, the value of val i d_node_check _for _registration_alias is setto
SUBNET in the | i st ener. or a file so that the corresponding listener can accept service
registrations that originate from the same subnet.

You can configure the listeners to accept service registrations from a different subnet.
For example, you might want to configure this environment when SCAN listeners
share with instances on different clusters, and nodes in those clusters are on a
different subnet. Run the srvct| modfiy scan_listener -invitednodes -

i nvi t edsubnet s command to include the nodes in this environment.
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You must also run the srvct| nodi fy nodeapps -renoteservers host:port, ...
command to connect the Oracle Notification Service networks of this cluster and the
cluster with the invited instances.

Related Topics

*  Oracle Real Application Clusters Administration and Deployment Guide

e Oracle Database Net Services Administrator's Guide

Configuring Shared Single Client Access Names

A shared single client access hame (SCAN) enables you to share one set of SCAN
virtual IPs (VIPs) and listeners on a dedicated cluster with other clusters.

About Configuring Shared Single Client Access Names

You must configure the shared single client access name (SCAN) on both the
database server and the database client.

The use of a shared SCAN enables multiple clusters to use a single common set of
SCAN virtual IP (VIP) addresses to manage user connections, instead of deploying a
set of SCAN VIPs per cluster. For example, instead of 10 clusters deploying 3 SCAN
VIPs per cluster using a total of 30 IP addresses, with shared SCAN deployments, you
only deploy 3 SCAN VIPs for those same 10 clusters, requiring only 3 IP addresses.

Be aware the SCAN VIPs (shared or otherwise) are required for Oracle Real
Application Cluster (Oracle RAC) database clusters, but not for application member
clusters or the domain services cluster.

The general procedure for configuring shared SCANS is to use the srvct | utility to
configure first on the server (that is, the cluster that hosts the shared SCAN), then on
the client (the Oracle RAC cluster that will use this shared SCAN). On the server, in
addition to the configuration using srvct |, you must to set environment variables,
create a credential file, and ensure that the Oracle Notification Service (ONS) process
that is specific to a SCAN cluster can access its own configuration directory to create
and manage the ONS configuration.

Configuring the Use of Shared SCAN

ORACLE

Use SRVCTL to configure shared SCANs on the server that hosts the dedicated
cluster, in addition to performing other necessary configuration tasks.

1. Log in to the server cluster on which you want to configure the shared SCAN.

2. Create a SCAN listener that is exclusive to this shared SCAN cluster, as follows:

$ srvctl add scan_listener -clientcluster cluster_nane

3. Create a new Oracle Notification Service (ONS) resource that is specific to the
server cluster.

$ srvctl add ons -clientcluster cluster_name

The srvctl add ons command assigns an ID to the SCAN.
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Export the SCAN listener to the client cluster, as follows:

$ srvctl export scan_listener -clientcluster cluster_nane -clientdata
file_name

Export the ONS resource to the client cluster, as follows:

$ srvctl export ons -clientcluster cluster_name -clientdata file_nane

¢ Note:

You can use the same credential file name for both the SCAN listener
and ONS. SRVCTL creates a credential file that you will use when
adding these objects to the client cluster.

S

Configure shared SCAN on each cluster that will use this service.

a. Log in to the client cluster on which you want to configure the shared SCAN.
b. Add the SCAN to the client cluster, as follows:

$ srvctl add scan -clientdata file_nane

c. Create a SCAN listener that is exclusive to this client cluster, as follows:
$ srvctl add scan_listener -clientdata file_name

d. Create an ONS resource for this cluster, as follows:

$ srvctl add ons -clientdata file_name

" Note:

For each of the preceding commands, specify the name of the
credential file you created in the previous steps.

Changing Network Addresses on Manually Configured

Systems

ORACLE

You can perform network address maintenance on manually configured systems.

This is described in the following topics:

Changing the Virtual IP Addresses Using SRVCTL
Changing Oracle Clusterware Private Network Configuration
Creating a Network Using SRVCTL

Network Address Configuration in a Cluster

2-30



Chapter 2
Changing Network Addresses on Manually Configured Systems

* Changing Static IPv4 Addresses To Static IPv6 Addresses Using SRVCTL

* Changing Dynamic IPv4 Addresses To Dynamic IPv6 Addresses Using SRVCTL
e Changing an IPv4 Network to an IPv4 and IPv6 Network

* Transitioning from IPv4 to IPv6 Networks for VIP Addresses Using SRVCTL

Changing the Virtual IP Addresses Using SRVCTL

ORACLE

You can use SRVCTL to change a virtual IP address.

Clients configured to use public VIP addresses for Oracle Database releases before
Oracle Database 119 release 2 (11.2) can continue to use their existing connection
addresses. Oracle recommends that you configure clients to use SCANSs, but you are
not required to use SCANs. When an earlier version of Oracle Database is upgraded,
it is registered with the SCAN, and clients can start using the SCAN to connect to that
database, or continue to use VIP addresses for connections.

If you continue to use VIP addresses for client connections, you can modify the VIP
address while Oracle Database and Oracle ASM continue to run. However, you must
stop services while you modify the address. When you restart the VIP address,
services are also restarted on the node.

You cannot use this procedure to change a static public subnet to use DHCP. Only the
srvct! add network -subnet command creates a DHCP network.

# Note:

The following instructions describe how to change only a VIP address, and
assume that the host name associated with the VIP address does not
change. Note that you do not need to update VIP addresses manually if you
are using GNS, and VIPs are assigned using DHCP.

If you are changing only the VIP address, then update the DNS and the client
hosts files. Also, update the server hosts files, if those are used for VIP
addresses.

Perform the following steps to change a VIP address:

1. Stop all services running on the node whose VIP address you want to change
using the following command syntax, where dat abase_nane is the name of the
database, servi ce_name_| i st is a list of the services you want to stop, and
my_node is the name of the node whose VIP address you want to change:

srvctl stop service -db database nane -service "service_name_list" -
node node_name

The following example specifies the database name (gri d) using the - db option
and specifies the services (sal es, ol t p) on the appropriate node (nynode).

$ srvctl stop service -db grid -service "sales,oltp" -node nynode
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Confirm the current IP address for the VIP address by running the srvct!| config
vi p command. This command displays the current VIP address bound to one of
the network interfaces. The following example displays the configured VIP address
for a VIP named node03- vi p:

$ srvctl config vip -vipnane node03-vip
VI P exists: /node03-vip/192. 168. 2. 20/ 255. 255. 255. 0/ et h0

Stop the VIP resource using the srvct! stop vip command:

$ srvctl stop vip -node node_nane

Verify that the VIP resource is no longer running by running the i fconfig -a
command on Linux and UNIX systems (or issue the i pconfig /all command on
Windows systems), and confirm that the interface (in the example it was et h0: 1) is
no longer listed in the output.

Make any changes necessary to the / et ¢/ host s files on all nodes on Linux and
UNIX systems, or the 9% ndi r % syst enB2\ dri ver s\ et c\ host s file on Windows
systems, and make any necessary DNS changes to associate the new IP address
with the old host name.

To use a different subnet or network interface card for the default network before
you change any VIP resource, you must use the srvctl nodify network -subnet
subnet / net mask/ i nt erface command as r oot to change the network resource,
where subnet is the new subnet address, net nask is the new netmask, and

i nterface is the new interface. After you change the subnet, then you must
change each node's VIP to an IP address on the new subnet, as described in the
next step.

Modify the node applications and provide the new VIP address using the following
srvct! modify nodeapps syntax:

$ srvctl nodify nodeapps -node node name -address new vip_address

The command includes the following flags and values:
* -n node_nane is the node name

* -A new_vip_address is the node-level VIP address: nane| i p/ net mask/ [if1][]|
if2]...1]

For example, run the following command as the r oot user:

# srvct! nodify nodeapps -node nynode -address
192. 168. 2. 125/ 255. 255. 255. 0/ et hO

Attempting to run this command as the installation owner account may result
in an error. For example, if the installation owner is or acl e, then you may see
the error PRCN-2018: Current user oracle is not a privileged user.To
avoid the error, run the command as the r oot or system administrator
account.
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Start the node VIP by running the srvct!| start vip command:

$ srvctl start vip -node node_nane

The following command example starts the VIP on the node named nynode:

$ srvctl start vip -node mynode

Repeat the steps for each node in the cluster.

Because the SRVCTL utility is a clusterwide management tool, you can
accomplish these tasks for any specific node from any node in the cluster, without
logging in to each of the cluster nodes.

Run the following command to verify node connectivity between all of the nodes
for which your cluster is configured. This command discovers all of the network
interfaces available on the cluster nodes and verifies the connectivity between all
of the nodes by way of the discovered interfaces. This command also lists all of
the interfaces available on the nodes which are suitable for use as VIP addresses.

$ cluvfy conp nodecon -n all -verbose

Related Topics

Oracle Real Application Clusters Administration and Deployment Guide

Changing Oracle Clusterware Private Network Configuration

You can make changes to the Oracle Clusterware private network configuration.

This section describes the following topics:

About Private Networks and Network Interfaces
Redundant Interconnect Usage
Consequences of Changing Interface Names Using OIFCFG

Changing a Network Interface

About Private Networks and Network Interfaces

ORACLE

Oracle Clusterware requires that each node is connected through a private network (in
addition to the public network). The private network connection is referred to as the
cluster interconnect.

Table 2-1 describes how the network interface card and the private IP address are
stored.

Oracle only supports clusters in which all of the nodes use the same network interface
connected to the same subnet (defined as a global interface with the oi f cf g
command). You cannot use different network interfaces for each node (node-specific
interfaces).
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Table 2-1 Storage for the Network Interface, Private IP Address, and Private

Host Name

]

Entity Stored In... Comments

Network interface Operating system You can use wildcards when specifying network

name For example: interface names.
ethl For example: et h*

Private network  Oracle Configure an interface for use as a private interface

Interfaces Clusterware, in during installation by marking the interface as Private,
the Grid Plug and or use the 0i fcfg setif command to designate an
Play (GPnP) interface as a private interface.
Profile

Related Topics

»  Oracle Interface Configuration Tool (OIFCFG) Command Reference

Redundant Interconnect Usage

You can define multiple interfaces for Redundant Interconnect Usage by classifying
the role of interfaces as private either during installation or after installation using the
oifcfg setif command.

When you do, Oracle Clusterware creates from one to four (depending on the number
of interfaces you define) highly available IP (HAIP) addresses, which Oracle Database
and Oracle ASM instances use to ensure highly available and load balanced
communications.

The Oracle software (including Oracle RAC, Oracle ASM, and Oracle ACFS, all 11g
release 2 (11.2.0.2), or later), by default, uses the HAIP address of the interfaces
designated with the private role as the HAIP address for all of its traffic, enabling load
balancing across the provided set of cluster interconnect interfaces. If one of the
defined cluster interconnect interfaces fails or becomes non-communicative, then
Oracle Clusterware transparently moves the corresponding HAIP address to one of
the remaining functional interfaces.

For example, after installation, if you add a new interface to a server named et h3 with
the subnet number 172.16.2.0, then use the following command to make this interface
available to Oracle Clusterware for use as a private interface:

$ oifcfg setif -global eth3/172.16.2.0:cluster_interconnect

While Oracle Clusterware brings up a HAIP address on et h3 of 169.254.*.* (which is
the reserved subnet for HAIP), and the database, Oracle ASM, and Oracle ACFS use
that address for communication, Oracle Clusterware also uses the 172.16.2.0 address
for its own communication.
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Caution:

Do not use OIFCFG to classify HAIP subnets (169.264.*.*). You can use
OIFCFG to record the interface name, subnet, and type (public, cluster
interconnect, or Oracle ASM) for Oracle Clusterware. However, you cannot
use OIFCFG to modify the actual IP address for each interface.

Note:

Oracle Clusterware uses at most four interfaces at any given point,
regardless of the number of interfaces defined. If one of the interfaces fails,
then the HAIP address moves to another one of the configured interfaces in
the defined set.

When there is only a single HAIP address and multiple interfaces from which
to select, the interface to which the HAIP address moves is no longer the
original interface upon which it was configured. Oracle Clusterware selects
the interface with the lowest numeric subnet to which to add the HAIP
address.

Related Topics

e Oracle Grid Infrastructure Installation and Upgrade Guide

Consequences of Changing Interface Names Using OIFCFG

The consequences of changing interface names depend on which name you are
changing, and whether you are also changing the IP address.

In cases where you are only changing the interface names, the consequences are
minor. If you change the name for the public interface that is stored in OCR, then you
also must modify the node applications for the cluster. Therefore, you must stop the
node applications for this change to take effect.

Changing a Network Interface

ORACLE

You can change a network interface and its associated subnet address by using the
OIFCFG command..

This procedure changes the network interface and IP address on each node in the
cluster used previously by Oracle Clusterware and Oracle Database.

Caution:

The interface that the Oracle RAC (RDBMS) interconnect uses must be the
same interface that Oracle Clusterware uses with the host name. Do not
configure the private interconnect for Oracle RAC on a separate interface
that is not monitored by Oracle Clusterware.
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Ensure that Oracle Clusterware is running on all of the cluster nodes by running
the following command:

$ ol snodes -s

The command returns output similar to the following, showing that Oracle
Clusterware is running on all of the nodes in the cluster:

.lolsnodes -s

mycl ustera Active
mycl usterc Active
mycl usterb Active

Ensure that the replacement interface is configured and operational in the
operating system on all of the nodes. Use the i f confi g command (or i pconfi g on
Windows) for your platform. For example, on Linux, use:

$ /shin/ifconfig

Add the new interface to the cluster as follows, providing the name of the new
interface and the subnet address, using the following command:

$ oifcfg setif -global if_name/subnet:cluster_interconnect

You can use wildcards with the interface name. For example, oi fcfg setif -

gl obal "eth*/192.168.0.0:cluster_interconnect is valid syntax. However, be
careful to avoid ambiguity with other addresses or masks used with other cluster
interfaces. If you use wildcards, then you see a warning similar to the following:

eth*/192.168.0.0 gl obal cluster_interconnect
PRI F-29: VWarning: wildcard in network paraneters can cause mismatch
anong GPnP profile, OCR, and system

# Note:

Legacy network configuration does not support wildcards; thus wildcards
are resolved using current node configuration at the time of the update.

If you change the Oracle ASM network, then update the Oracle ASM listener, as
follows:

$ srvctl update listener -listener listener_name -asm-renove -force
$ srvctl add listener -listener |istener_name -asnlistener -subnet
subnet

After the previous step completes, you can remove the former subnet, as follows,
by providing the name and subnet address of the former interface:

oifcfg delif -global if_nane/subnet
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For example:

$ oifcfg delif -global ethl/10.10.0.0

Caution:

This step should be performed only after a replacement interface is
committed into the Grid Plug and Play configuration. Simple deletion of
cluster interfaces without providing a valid replacement can result in
invalid cluster configuration.

Verify the current configuration using the following command:

oifcfg getif

For example:

$ oifcfg getif
eth2 10.220.52.0 gl obal cluster_interconnect
eth0 10.220.16.0 gl obal public

If you change the private network, then stop Oracle Clusterware on all nodes by
running the following command as r oot on each node:

# crsctl stop crs

# Note:

If you configured HAIP on ethO and ethl, and you want to replace ethl
with eth3, then you do not have to stop Oracle Clusterware. If, however,
you want to add another set of interfaces, such as eth2 and eth3 to your
HAIP configuration, which you already configured on ethO and ethl, then
you must stop Oracle Clusterware.

When Oracle Clusterware stops, you can deconfigure the deleted network
interface in the operating system using the i f confi g command. For example:

$ ifconfig down

At this point, the IP address from network interfaces for the old subnet is
deconfigured from Oracle Clusterware. This command does not affect the
configuration of the IP address on the operating system.

You must update the operating system configuration changes, because changes
made using i f confi g are not persistent.
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9. Restart Oracle Clusterware by running the following command on each node in the
cluster as the r oot user:

# crsctl start crs

The changes take effect when Oracle Clusterware restarts.

If you use the CLUSTER_| NTERCONNECTS initialization parameter, then you must
update it to reflect the changes.

Related Topics

*  Oracle Interface Configuration Tool (OIFCFG) Command Reference

Creating a Network Using SRVCTL

You can use SRVCTL to create a network for a cluster member node, and to add
application configuration information.

Create a network for a cluster member node, as follows:
1. Loginasroot.
2. Add a node application to the node, using the following syntax, where:

srvct! add nodeapps -node node_name -address {vip |
addr}/netmask[/if1[|if2|...]] [-pingtarget "ping_target list"]

In the preceding syntax:

* node_nane is the name of the node

e vipisthe VIP name or addr is the IP address
* netmask is the netmask

o ifl[]if2]...] isapipe (| )-delimited list of interfaces bonded for use by the
application

e ping_target_l|ist isacomma-delimited list of IP addresses or host names to
ping

# Note:

e Use the - pi ngt ar get parameter when link status monitoring does
not work as it does in a virtual machine environment.

e Enterthe srvctl add nodeapps -hel p command to review other
syntax options.
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In the following example of using srvct| add nodeapps to configure an IPv4 node
application, the node name is nodel, the netmask is 255.255.252.0, and the
interface is ethO:

# srvctl add nodeapps -node nodel -address nodel-
vi p. mycl ust er. exanpl e. con 255. 255. 252. 0/ et h0

Related Topics

* Oracle Real Application Clusters Administration and Deployment Guide

Network Address Configuration in a Cluster

You can configure a network interface for either IPv4, IPv6, or both types of addresses
on a given network.

If you configure redundant network interfaces using a third-party technology, then
Oracle does not support configuring one interface to support IPv4 addresses and the
other to support IPv6 addresses. You must configure network interfaces of a
redundant interface pair with the same IP address type. If you use the Oracle
Clusterware Redundant Interconnect feature, then you must use IPv4 addresses for
the interfaces.

All the nodes in the cluster must use the same IP protocol configuration. Either all the
nodes use only IPv4, or all the nodes use only IPv6, or all the nodes use both IPv4

and IPv6. You cannot have some nodes in the cluster configured to support only IPv6
addresses, and other nodes in the cluster configured to support only IPv4 addresses.

The local listener listens on endpoints based on the address types of the subnets
configured for the network resource. Possible types are IPV4, IPV6, or both.

Changing Static IPv4 Addresses To Static IPv6 Addresses Using

SRVCTL

ORACLE

When you change from IPv4 static addresses to IPv6 static addresses, you add an
IPv6 address and modify the network to briefly accept both IPv4 and IPv6 addresses,
before switching to using static IPv6 addresses, only.

" Note:

If the IPv4 network is in mixed mode with both static and dynamic addresses,
then you cannot perform this procedure. You must first transition all
addresses to static.

To change a static IPv4 address to a static IPv6 address:

1. Add an IPv6 subnet using the following command as r oot once for the entire
network:

# srvctl nodify network —subnet ipv6 _subnet/prefix_|ength
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In the preceding syntax i pv6_subnet/ prefi x_I| engt h is the subnet of the IPv6
address to which you are changing along with the prefix length, such as 3001::/64.

Add an IPv6 VIP using the following command as r oot once on each node:

# srvctl nodify vip -node node_name -netnum network nunber -address
vi p_nane/ net mask

In the preceding syntax:
e node_nane is the name of the node
e network_nunber is the number of the network

e vip_nane/ net mask is the name of a local VIP that resolves to both IPv4 and
IPv6 addresses

The IPv4 netmask or IPv6 prefix length that follows the VIP hame must satisfy
two requirements:

— If you specify a netmask in IPv4 format (such as 255.255.255.0), then the
VIP name resolves to IPv4 addresses (but can also resolve to IPv6
addresses). Similarly, if you specify an IPv6 prefix length (such as 64),
then the VIP name resolves to IPv6 addresses (but can also resolve to
IPv4 addresses).

— If you specify an IPv4 netmask, then it should match the netmask of the
registered IPv4 network subnet number, regardless of whether the -
i pt ype of the network is IPv6. Similarly, if you specify an IPv6 prefix
length, then it must match the prefix length of the registered IPv6 network
subnet number, regardless of whether the -i pt ype of the network is IPv4.

Add the IPv6 network resource to OCR using the following command:

$ oifcfg setif -global if_name/subnet:public
Update the SCAN in DNS to have as many IPv6 addresses as there are IPv4

addresses. Add IPv6 addresses to the SCAN VIPs using the following command
as root once for the entire network:

# srvctl nodify scan -scannane scan_nane

scan_nane is the name of a SCAN that resolves to both IPv4 and IPv6 addresses.

Convert the network IP type from IPv4 to both IPv4 and IPv6 using the following
command as r oot once for the entire network:

srvctl nodify network -netnum network_nunber -iptype both
This command brings up the IPv6 static addresses.

Change all clients served by the cluster from IPv4 networks and addresses to IPv6
networks and addresses.
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Transition the network from using both protocols to using only IPv6 using the
following command:
# srvctl nodify network -iptype ipv6

Modify the VIP using a VIP name that resolves to IPv6 by running the following
command as r oot :

# srvctl nodify vip -node node_name -address vip_name -netnum
net wor k_nunber

Do this once for each node.

Modify the SCAN using a SCAN name that resolves to IPv6 by running the
following command:

# srvctl nodify scan -scannane scan_nanme

Do this once for the entire cluster.

Related Topics

Oracle Real Application Clusters Administration and Deployment Guide
OIFCFG Command Format

Changing Dynamic IPv4 Addresses To Dynamic IPv6 Addresses
Using SRVCTL

You change dynamic IPv4 addresses to dynamic IPv6 addresses by the SRVCTL
command.

ORACLE

# Note:

If the IPv4 network is in mixed mode with both static and dynamic addresses,
then you cannot perform this procedure. You must first transition all
addresses to dynamic.

To change dynamic IPv4 addresses to dynamic IPv6 addresses:

1.

Add an IPv6 subnet using the srvct| nodi fy network command.

To add the IPv6 subnet, log in as r oot and use the following command syntax:

# srvctl nodify network -netnum network_number -subnet ipv6_subnet/
i pv6_prefix_length[/interface] -nettype autoconfig

In the preceding syntax:

e network_nunber is the number of the network
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* i pv6_subnet is the subnet of the IPv6 addresses to which you are changing
(for example, 2001:db8:122:344:¢c0:2:2100::)

e ipv6_prefix_|ength isthe prefix specifying the IPv6 network addresses (for
example, 64)

For example, the following command modifies network 3 by adding an IPv6
subnet, 2001:db8:122:344:¢c0:2:2100::, and the prefix length 64:

# srvctl nodify network -netnum 3 -subnet
2001: db8: 122: 344: ¢0: 2: 2100: : / 64
-nettype autoconfig
Add the IPv6 network resource to OCR using the following command:
$ oifcfg setif -global if_name/subnet:public

Start the IPv6 dynamic addresses, as follows:

# srvct! nodify network -netnum network nunber -iptype both

For example, on network number 3:
# srvctl nmodify network -netnum 3 -iptype both
Change all clients served by the cluster from IPv4 networks and addresses to IPv6

networks and addresses.

At this point, the SCAN in the GNS-delegated domain scan_nane. gns_domai n will
resolve to three IPv4 and three IPv6 addresses.

Turn off the IPv4 part of the dynamic addresses on the cluster using the following
command:

# srvctl nodify network -iptype ipv6

After you run the preceding command, the SCAN (scan_nane. gns_domai n) will
resolve to only three IPv6 addresses.

Related Topics

OIFCFG Command Format

Changing an IPv4 Network to an IPv4 and IPv6 Network

ORACLE

You can change an IPv4 network to an IPv4 and IPv6 network by adding an IPv6
network to an existing IPv4 network.

This process is described in steps 1 through 5 of the procedure documented in
"Changing Static IPv4 Addresses To Static IPv6 Addresses Using SRVCTL".

After you complete those steps, log in as the Grid user, and run the following
command:

$ srvctl status scan
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Review the output to confirm the changes to the SCAN VIPs.

Transitioning from IPv4 to IPv6 Networks for VIP Addresses Using

SRVCTL

You use the SRVCTL command to remove an IPv4 address type from a combined
IPv4 and IPv6 network.

Enter the following command:

# srvctl nodify network -iptype ipv6

This command starts the removal process of IPv4 addresses configured for the
cluster.

Cross-Cluster Dependency Proxies

ORACLE

Cross-cluster dependency proxies are lightweight, fault-tolerant proxy resources on
Member Clusters for resources running on a Domain Services Cluster.

Member Clusters reduce the overhead of having infrastructure resources and it is
important to be able to effectively monitor the state of the shared infrastructure
resources, such as Oracle Automatic Storage Management (Oracle ASM), on a
Domain Services Cluster, so that resources on Member Clusters can properly adjust
their states.

Cross-cluster dependency proxies provide this functionality for Domain Services
Cluster resources, specifically, and, more generally, to reflect the state of resources
running on one cluster, in other clusters. Cross-cluster dependency proxies are
configured, by default, on Domain Services Clusters.
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Policy-Based Cluster and Capacity
Management

Oracle Clusterware uses policy-based management of servers and resources used by
Oracle databases or applications.
This chapter includes the following topics:

e Overview of Server Pools and Policy-Based Management

* Default Server Pools

e Overview of Server Categorization

e Overview of Cluster Configuration Policies and the Policy Set
e Server Weight-Based Node Eviction

* Load-Aware Resource Placement

»  Server Configuration and Server State Attributes

e Server Category Attributes

e An Example Policy Set Configuration

Overview of Server Pools and Policy-Based Management

ORACLE

Resources managed by Oracle Clusterware are contained in logical groups of servers
called server pools. This was introduced in Oracle Clusterware 11g release 2 (11.2).

Resources are hosted on a shared infrastructure and are contained within server
pools. Examples of resources that Oracle Clusterware manages are database
instances, database services, application VIPs, and application components.

In an Oracle Cluster you can use server pools to run particular types of workloads on
cluster member nodes, while providing simplified administration options. You can use
a cluster configuration policy set to provide dynamic management of cluster policies
across the cluster.

You can continue to manage resources in an Oracle Clusterware standard Cluster by
using the Oracle Clusterware 119 release 2 (11.2) server pool model, or you can
manually manage resources by using the traditional fixed, non-server pool method.

This section includes the following topics:

* Server Pools and Server Categorization

* Server Pools and Policy-Based Management
*  How Server Pools Work

» Default Server Pools

e Server Pool Attributes

* How Oracle Clusterware Assigns New Servers Using Server Pools
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* Managing Server Pools Using Default Attributes

Server Pools and Server Categorization

Administrators can deploy and manage servers dynamically using server pools by
identifying servers distinguished by particular attributes, a process called server
categorization. In this way, you can create clusters made up of heterogeneous nodes.

Related Topics

e Overview of Server Categorization
Server categorization enables you to organize servers into particular categories by
using attributes such as processor types, memory, and other distinguishing system
features.

Server Pools and Policy-Based Management

ORACLE

With policy-based management, administrators specify the server pool (excluding the
Generic and Free pools) in which the servers run.

For example, a database administrator uses SRVCTL to create a server pool for
servers hosting a database or database service. A clusterware administrator uses
CRSCTL to create server pools for non-database use, such as creating a server pool
for servers hosting an application.

Policy-based management:

» Enables online server reallocation based on a defined policy to satisfy workload
capacity requirements

*  Guarantees the allocation of required resources for critical work as defined by the
policy

» Ensures isolation where necessary, so that you can provide dedicated servers in a
cluster for applications and databases

» Enables policies to be configured to change pools in accordance with business
needs or application demand, so that pools provide the required capacity at the
right time

Server pools provide resource isolation to prevent applications running in one server
pool from accessing resources running in another server pool. Oracle Clusterware
provides fine-grained role separation between server pools. This capability maintains
required management role separation between these groups in organizations that
have clustered environments managed by separate groups.

Oracle Clusterware efficiently allocates servers in the cluster. Server pool attributes,
defined when the server pool is created, dictate placement and prioritization of servers
based on the | MPORTANCE server pool attribute.

Related Topics
e Oracle Clusterware Resource Reference

e Overview of Cluster Configuration Policies and the Policy Set
A cluster configuration policy is a document that contains exactly one definition for
each server pool managed by the cluster configuration policy set. A cluster
configuration policy set is a document that defines the names of all server pools
configured for the cluster and definitions for all policies.
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How Server Pools Work

Server pools divide the cluster into logical groups of servers hosting both singleton and
uniform applications. The application can be a database service or a non-database
application. An application is uniform when the application workload is distributed over
all servers in the server pool. An application is singleton when it runs on a single
server within the server pool. Oracle Clusterware role-separated management
determines access to and use of a server pool.

You manage server pools that contain Oracle RAC databases with the Server Control
(SRVCTL) utility. Use the Oracle Clusterware Control (CRSCTL) utility to manage all
other server pools. Only cluster administrators have permission to create top-level
server pools.

Database administrators use the Server Control (SRVCTL) utility to create and
manage server pools that will contain Oracle RAC databases. Cluster administrators
use the Oracle Clusterware Control (CRSCTL) utility to create and manage all other
server pools, such as server pools for non-database applications. Only cluster
administrators have permission to create top-level server pools.

Top-level server pools:

* Logically divide the cluster

* Are always exclusive, meaning that one server can only reside in one particular
server pool at a certain point in time

Default Server Pools

When Oracle Clusterware is installed, two internal server pools are created
automatically: Generic and Free. All servers in a new installation are assigned to the
Free server pool, initially. Servers move from Free to newly defined server pools
automatically.

The Free Server Pool

The Free server pool contains servers that are not assigned to any other server pools.
The attributes of the Free server pool are restricted, as follows:

e SERVER NAMES, M N_SI ZE, and MAX_SI ZE cannot be edited by the user
e | MPORTANCE and ACL can be edited by the user

The Generic Server Pool

ORACLE

The Generic server pool stores any server that is not in a top-level server pool and is
not policy managed. Servers that host non-policy-managed applications, such as
administrator-managed databases, are statically assigned to the Generic server pool.

The Generic server pool's attributes are restricted, as follows:

* No one can modify configuration attributes of the Generic server pool (all attributes
are read-only)

e You can only create administrator-managed databases in the Generic Pool, if the
server you want to create the database on is one of the following:
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— Online and exists in the Generic server pool

— Online and exists in the Free server pool, in which case Oracle Clusterware
moves the server into the Generic server pool

— Online and exists in any other server pool and the user is either a cluster
administrator or is allowed to use the server pool's servers, in which case, the
server is moved into the Generic server pool

— Offline and the user is a cluster administrator

Server Pool Attributes

ORACLE

You can use SRVCTL or CRSCTL to create server pools for databases and other
applications, respectively.

If you use SRVCTL to create a server pool, then you can only use a subset of the
server pool attributes described in this section. If you use CRSCTL to create server
pools, then you can use the entire set of server pool attributes.

Server pool attributes are the attributes that you define to create and manage server
pools.

The decision about which utility to use is based upon the type of resource being
hosted in the server pool. You must use SRVCTL to create server pools that host
Oracle databases. You must use CRSCTL to create server pools that host non-
database resources such as middle tiers and applications.

When you use SRVCTL to create a server pool, the server pool attributes available to
you are:

-cat egory
-inportance
-mn

- max

- server pool
-servers

SRVCTL prepends "ora." to the name of the server pool.

When you use CRSCTL to create a server pool, all attributes listed and described in
the following table are available to you.
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Table 3-1 Server Pool Attributes
]

Attribute

Description

ACL

ACTI VE_SERVERS

String in the following format:

OWNer: User: rwx, pgrp: group: rwx, ot her::r—

Defines the owner of the server pool and which privileges are
granted to various operating system users and groups. The server
pool owner defines the operating system user of the owner, and
which privileges that user is granted.

The value of this optional attribute is populated at the time a server
pool is created based on the ACL of the user creating the server
pool, unless explicitly overridden. The value can subsequently be
changed, if such a change is allowed based on the existing
privileges of the server pool.

In the string:

* owner: The operating system user of the server pool owner,
followed by the privileges of the owner

°  pgrp: The operating system group that is the primary group of
the owner of the server pool, followed by the privileges of
members of the primary group

* ot her: Followed by privileges of others

° r:Read only

* W Modify attributes of the pool or delete it
*  X: Assign resources to this pool

By default, the identity of the client that creates the server pool is
the owner . Also by default, r oot , and the user specified in owner
have full privileges. You can grant required operating system users
and operating system groups their privileges by adding the
following lines to the ACL attribute:

user:user_nane: r wx

group: gr oup_narme: r w

The operating system user that creates the server pool is the owner
of the server pool, and the ACL attribute for the server pool reflects
the UNIX-like read, write, and execute ACL definitions for the user,
primary group, group, and other.

A string of server names in the following format:

server_namel server_name2 ...

Oracle Clusterware automatically manages this attribute, which
contains the space-delimited list of servers that are currently
assigned to a server pool.
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Table 3-1 (Cont.) Server Pool Attributes
|

Attribute

Description

EXCLUSI VE_POOLS

| MPORTANCE

M N_SI ZE

MAX_SI ZE

PARENT_POCLS

ORACLE

This optional attribute indicates if servers assigned to this server
pool are shared with other server pools. A server pool can explicitly
state that it is mutually exclusive of any other server pool that has
the same value for this attribute. Two or more server pools are
mutually exclusive when the sets of servers assigned to them do
not have a single server in common. For example, server pools A
and B must be mutually exclusive if they both have the value of this
attribute set to the same string, such as pool s_A B.

Top-level server pools are mutually exclusive, by default.

Relative importance of the server pool, expressed as an integer
from 0 to 1000, with 0 denoting the lowest level of importance and
1000, the highest. This optional attribute is used to determine how
to reconfigure the server pools when a node joins or leaves the
cluster. The default value is 0.

The minimum size of a server pool expressed as any nonnegative
integer. If the number of servers contained in a server pool is below
the number you specify in this attribute, then Oracle Clusterware
automatically moves servers from other pools into this one until that
number is met.

Note: The value of this optional attribute does not set a hard limit. It
governs the priority for server assignment whenever the cluster is
reconfigured. The default value is 0.

The maximum number of servers a server pool can contain,
expressed as any nonnegative integer. This attribute is optional
and is set to - 1 (no limit), by default.

Note: A value of - 1 for this attribute spans the entire cluster.

The name of the server pool, which you must specify when you
create the server pool. Server pool names must be unique within
the domain of names of user-created entities, such as resources,
types, and servers. A server pool name has a 254 character limit
and can contain any platform-supported characters except the
exclamation point (!), the tilde (~), and spaces. A server pool hame
cannot begin with a period nor with ora.

Note: When you create server pools using SRVCTL, the utility
prepends "ora." to the name of the server pool.

Use of this attribute makes it possible to create nested server
pools. Server pools, listed as a string of space-delimited server
pool names, in this attribute are referred to as parent server pools.
A server pool included in a parent server pool is referred to as a
child server pool.

Note: If you use SRVCTL to create the server pool, then you
cannot specify this attribute.
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Table 3-1 (Cont.) Server Pool Attributes
|

Attribute

Description

SERVER_CATEGORY

SERVER_NAMES

The name of a registered server category, used as part of server
categorization. Oracle Clusterware standard clusters and Oracle
Flex Clusters have a default category of hub. When you create a
server pool, if you set a value for SERVER_CATEGORY, then you
cannot set a value for SERVER_NAMES. Only one of these
parameters may have a non-empty value.

Use the SERVER_CATEGCRY attribute to classify servers assigned to
a server pool based on server attributes. You can organize servers
and server pools in a cluster to match specific workload to servers
and server pools, based on server attributes that you define.

A list of candidate node names, expressed as a string of space-
delimited server names, that may be associated with a server pool.
If you do not provide a set of server names for this optional
attribute, then Oracle Clusterware is configured so that any server
may be assigned to any server pool, to the extent allowed by
values of other attributes, such as PARENT_POCLS.

The server names identified as candidate node names are not
validated to confirm that they are currently active cluster members.
Use this attribute to define servers as candidates that have not yet
been added to the cluster.

If you set a value for SERVER_NAMES, then you cannot set a value
for SERVER_CATEGORY; Only one of these attributes may have a
non-empty value.

Note: If you set the SERVER CATEGORY attribute and you need to
specify individual servers, then you can list servers by name using
the EXPRESSI ON server category attribute.

Related Topics

crsctl add serverpool

crsctl status server

Server Category Attributes

Oracle Real Application Clusters Administration and Deployment Guide

How Oracle Clusterware Assigns New Servers Using Server Pools

Oracle Clusterware assigns new servers to server pools in the following order:

ORACLE

1.
2.
3.

Generic server pool

Free server pool

User-created server pool

Oracle Clusterware continues to assign servers to server pools until the following

conditions are met:
1.
2.
3.

Until all server pools are filled in order of importance to their minimum (M N_SI ZE).
Until all server pools are filled in order of importance to their maximum (MAX_SI ZE).

By default, any servers not placed in a server pool go into the Free server pool.
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You can modify the | MPORTANCE attribute for the Free server pool. If the value of
the | MPORTANCE attribute of the Free server pool is greater than one or more of the
other server pools, then the Free server pool will receive any remaining servers
once the value of their M N_SI ZE attribute is met.

When a server joins a cluster, several things occur.

Consider the server pools configured in Table 3-2:

Table 3-2 Sample Server Pool Attributes Configuration
|

NAME IMPORTANCE MIN_SIZE MAX_SIZE PARENT_PO EXCLUSIVE_
oLs POOLS

spl 1 1 10

sp2 3 1 6

sp3 2 1 2

sp2_1 2 1 5 sp2 S123

sp2_2 1 1 5 sp2 S123

For example, assume that there are no servers in a cluster; all server pools are empty.
When a server, named ser ver 1, joins the cluster:

1. Server-to-pool assignment commences.

2. Oracle Clusterware only processes top-level server pools (those that have no
parent server pools), first. In this example, the top-level server pools are spl, sp2,
and sp3.

3. Oracle Clusterware lists the server pools in order of | MPORTANCE, as follows: sp2,
sp3, spl.

4. Oracle Clusterware assigns server 1 to sp2 because sp2 has the highest
| MPORTANCE value and its M N_SI ZE value has not yet been met.

5. Oracle Clusterware processes the remaining two server pools, sp2_1 and sp2_2.
The sizes of both server pools are below the value of the M N_SI ZE attribute (both
server pools are empty and have M N_SI ZE values of 1).

6. Oracle Clusterware lists the two remaining pools in order of | MPORTANCE, as
follows: sp2_1, sp2_2.

7. Oracle Clusterware assigns server 1 to sp2_1 but cannot assign server 1 to sp2_2
because sp2_1 is configured to be exclusive with sp2_2.

After processing, the cluster configuration appears, as follows
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Table 3-3 Post Processing Server Pool Configuration
|

Server Pool Name Assigned Servers
spl

sp2 serverl

sp3

sp2_1 serverl

sp2_2

Servers Moving from Server Pool to Server Pool

If the number of servers in a server pool falls below the value of the M N_SI ZE attribute
for the server pool (such as when a server fails), based on values you set for the

M N_SI ZE and | MPORTANCE attributes for all server pools, Oracle Clusterware can move
servers from other server pools into the server pool whose number of servers has
fallen below the value for M N_SI ZE. Oracle Clusterware selects servers from other
server pools to move into the deficient server pool that meet the following criteria:

» For server pools that have a lower | MPORTANCE value than the deficient server
pool, Oracle Clusterware can take servers from those server pools even if it
means that the number of servers falls below the value for the M N_SI ZE attribute.

»  For server pools with equal or greater | MPORTANCE, Oracle Clusterware only takes
servers from those server pools if the number of servers in a server pool is greater
than the value of its M N_SI ZE attribute.

Managing Server Pools Using Default Attributes

ORACLE

By default, each server pool is configured with the following attribute options for
managing server pools:

* M N_SI ZE: The minimum number of servers the server pool should contain.

If the number of servers in a server pool is below the value of this attribute, then
Oracle Clusterware automatically moves servers from elsewhere into the server
pool until the number of servers reaches the attribute value.

e MAX SI ZE: The maximum number of servers the server pool should contain.

* | MPORTANCE: A number from 0 to 1000 (O being least important) that ranks a server
pool among all other server pools in a cluster.

In addition, you can assign additional attributes to provide more granular management
of server pools, as part of a cluster configuration policy. Attributes such as

EXCLUSI VE_POOLS and SERVER _CATEGORY can assist you to create policies for your
server pools that enhance performance and build tuning design management into your
server pool.
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Overview of Server Categorization

Overview
Set

ORACLE

Server categorization enables you to organize servers into particular categories by
using attributes such as processor types, memory, and other distinguishing system
features.

You can configure server pools to restrict eligible members of the pool to a category of
servers, which share a particular set of attributes. Originally, server pools were
restricted to a set of basic attributes characterizing servers as belonging to a given
pool, with no way to distinguish between types of servers; all servers were considered
to be equal in relation to their processors, physical memory, and other characteristics.
Server categorization now provides a way to distinguish these servers.

# Note:

If you create policies with Oracle Database Quality of Service Management
(Oracle Database QoS Management), then you categorize servers by setting
server pool directive overrides, and CRSCTL commands using the pol i cy
and pol i cyset nouns are disabled. Also if you switch from using Oracle
Clusterware policies to using Oracle Database QoS Management policies,
then the Oracle Clusterware policies are replaced, because the two policy
types cannot coexist. Oracle recommends that you create a backup using
crsctl status policyset -file file_nane before you switch policies.

Related Topics
e Oracle Clusterware Control (CRSCTL) Utility Reference

of Cluster Configuration Policies and the Policy

A cluster configuration policy is a document that contains exactly one definition for
each server pool managed by the cluster configuration policy set. A cluster
configuration policy set is a document that defines the names of all server pools
configured for the cluster and definitions for all policies.

" Note:

Oracle Clusterware 11g release 2 (11.2) supports only a single server pool
configuration. You must manually make any changes to the server pool
configuration when you want the change to take effect.

In Oracle Clusterware 12c¢, you use the policies defined in the cluster configuration
policy set for server pool specification and management, and Oracle Clusterware
manages the server pools according to the policies in the policy set. With a cluster
configuration policy set, for example, you can allocate more servers to OLTP workload
during weekly business hours to respond to email demand, and on the weekends and
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evenings, allocate more servers to batch workloads, and perform transitions of server
pool configuration or server allocation, atomically.

At any point in time, only one policy is in effect for the cluster. But you can create
several different policies, so that you can configure pools of servers with parameters to
reflect differences in requirements for the cluster based on business needs or demand,
or based on calendar dates or times of the day.

Related Topics

*  An Example Policy Set Configuration

Load-Aware Resource Placement

ORACLE

You can configure a database so that Oracle Clusterware is aware of the CPU
requirements and limits for the given database.

Oracle Clusterware uses this information to place the database resource only on
servers that have a sufficient number of CPUs, amount of memory, or both.

If you have configured resources with CPU or memory requirements in Oracle
Clusterware, then Oracle Clusterware will only attempt to start those resources on the
servers that have that meet those requirements. For database resources, specifically,
you can configure the CPU or memory values into the CPU_COUNT and MEMORY_TARGET
instance parameters, respectively.

¢ Note:
Configuring the instance parameters requires the following:
e For CPU (Instance Caging), the Resource Manager must be enabled

e For memory, Automatic Memory Management must be used for the
database

When you add or modify a database instance, you can configure load-aware resource
placement, as follows:

$ srvctl nodify database -db db_uni que_nane -cpucount cpu_count -
menorytarget menory_target

In the preceding example, cpu_count refers to the number of workload CPUs and
menory_target refers to the target memory, in MB, used by the resource.

If the Resource Manager is enabled in the database, then Oracle Clusterware sets the
CPU_COUNT parameter to the value of - cpucount . Also, if Automatic Memory
Management is enabled for the database, then Oracle Clusterware sets the
MEMORY_TARGET database parameter to the value of - menor yt ar get .

Related Topics
e Oracle Database Reference
e Oracle Database Reference

e Oracle Database Administrator’s Guide
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Server Configuration and Server State Attributes

Oracle Clusterware assigns each server a set of attributes as soon as you add a
server to a cluster.

Some of these attributes describe the physical characteristics of the server, while
others describe the state conditions of the server. Also, there are other server
attributes which you can modify that help further categorize servers. If you remove the
server from the cluster, then Oracle Clusterware deletes the server object.

You use server configuration attributes to categorize servers, as part of a server
categorization management policy.

The following table lists and describes server configuration attributes.

Table 3-4 Server Configuration Attributes

Attribute

Description

ACTI VE_CSS_ROLE

CONFI GURED_CSS_ROLE

CPU_CLOCK_RATE
CPU_COUNT
CPU_EQUI VALENCY

CPU_HYPERTHREADI NG

MEMORY_S| ZE
NAVE

ORACLE

Role being performed by the server. A server can have the hub role, which is a
designated role for a server in an Oracle Flex Cluster or the designated role for
any node in an Oracle Clusterware standard Cluster.

Note: You cannot configure this attribute.
Configured role for the server. A server can have the hub role, which is the

designated role for a server in an Oracle Flex Cluster or the designated role for
any node in an Oracle Clusterware standard Cluster.

Note: You cannot configure this attribute.
CPU clock rate in megahertz (MHz)
Number of processors

The relative value (expressed as a positive integer greater than or equal to 1) that
Oracle Clusterware uses to describe that the CPU power provided by a server
may deviate (positively or negatively) from its physical representation using a
baseline of 1000, for example. A value lower than 1000 describes that, despite a
certain value for the CPU_COUNT and CPU_CLOCK_RATE parameters, the
equivalent power provided by this server is respectively lower.

Use the following commands to view or modify, respectively, this attribute on the
local server:

crsctl get cpu equival ency
crsctl set cpu equival ency

Status of hyperthreading for the CPU. A value of 0 signifies that hyperthreading is
not in use. A value of 1 signifies that hyperthreading is in use.

Memory size in megabytes (MB)
The name of the server.
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Table 3-4 (Cont.) Server Configuration Attributes

Attribute

Description

RESOURCE_USE_ENABLED

SERVER_LABEL

A server pool resource management parameter. If the value for this attribute is 1,
which is the default, then the server can be used for resource placement. If the
value is 0, then Oracle Clusterware disallows starting server pool resources on
the server. The server remains in the Free pool.

You can review the setting and control this attribute for each cluster member
node by using the crsct| get resource use andcrsctl set resource
use commands.

An arbitrary value that you can use to label the server. You can use this attribute
when setting up server categories. For example, you can specify a location (such
as building_A or building_B), which makes it possible to put servers into pools
where location is a requirement, by creating an appropriate server category and
using it for the server pool.

Use the following commands to view or modify, respectively, this attribute on the
local server:

crsctl get server |abel
crsctl set server |abel

The following table lists and describes read-only server state and configuration

attributes:

Table 3-5 Server State Attributes

Attribute Description
ACTI VE_POOLS A space-delimited list of the names of the server pools to which a server belongs.
Oracle Clusterware manages this list automatically.
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Table 3-5 (Cont.) Server State Attributes

_____________________________________________________________________________________________|]
Description

Attribute

STATE

ORACLE

A server can be in one of the following states:

ONLI NE: The server is a member of the cluster and is available for resource
placement.

OFFLI NE: The server is not currently a member of the cluster. Subsequently,
it is not available for resource placement.

JO NI NG When a server joins a cluster, Oracle Clusterware processes the
server to ensure that it is valid for resource placement. Oracle Clusterware
also checks the state of resources configured to run on the server. Once the
validity of the server and the state of the resources are determined, the
server transitions out of this state.

LEAVI NG When a planned shutdown for a server begins, the state of the
server transitions to LEAVI NG, making it unavailable for resource placement.

VI SI BLE: Servers that have Oracle Clusterware running, but not the Cluster
Ready Services daemon (CRSD), are put into the VI SI BLE state. This
usually indicates an intermittent issue or failure and Oracle Clusterware
trying to recover (restart) the daemon. Oracle Clusterware cannot manage
resources on servers while the servers are in this state.

RECONFI GURI NG When servers move between server pools due to server
pool reconfiguration, a server is placed into this state if resources that ran on
it in the current server pool must be stopped and relocated. This happens
because resources running on the server may not be configured to run in the
server pool to which the server is moving. As soon as the resources are
successfully relocated, the server is put back into the ONLI NE state.

Usethecrsctl status server command to obtain server information.
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Table 3-5 (Cont.) Server State Attributes

Attribute

Description

STATE_DETAI LS

This is a read-only attribute that Oracle Clusterware manages. The attribute
provides additional details about the state of a server. Possible additional details
about a server state are:

Server state: ONLI NE:
*  AUTOSTARTI NG RESOURCES

Indicates that the resource autostart procedure (performed when a server
reboots or the Oracle Clusterware stack is restarted) is in progress for the
server.

*  AUTOSTART QUEUED
The server is waiting for the resource autostart to commence. Once that
happens, the attribute value changes to AUTOSTARTI NG RESOURCES.
Server state: RECONFI GURI NG
e STOPPI NG RESCURCES
Resources that are restricted from running in a new server pool are stopping.
*  STARTI NG RESCURCES
Resources that can run in a new server pool are starting.
*  RECONFI G FAI LED
One or more resources did not stop and thus the server cannot transition into
the ONLI NE state. At this point, manual intervention is required. You must

stop or unregister resources that did not stop. After that, the server
automatically transitions into the ONLI NE state.

Server state: JO Nl NG
*  CHECKI NG RESOURCES

Whenever a server reboots, the Oracle Clusterware stack restarts, or CRSD
on a server restarts, the policy engine must determine the current state of
the resources on the server. While that procedure is in progress, this value is
returned.

Memory Pressure Management for Database Servers

ORACLE

Enterprise database servers can use all available memory due to too many open
sessions or runaway workloads. Running out of memory can result in failed
transactions or, in extreme cases, a restart of the server and the loss of a valuable
resource for your applications. Oracle Database QoS Management detects memory
pressure on a server in real time and redirects new sessions to other servers to
prevent using all available memory on the stressed server.

When Oracle Database QoS Management is enabled and managing an Oracle
Clusterware server pool, Cluster Health Monitor sends a metrics stream that provides
real-time information about memory resources for the cluster servers to Oracle
Database QoS Management. This information includes the following:

e Amount of available memory
*  Amount of memory currently in use

If Oracle Database QoS Management determines that a node is under memory stress,
then the database services managed by Oracle Clusterware are stopped on that node,
preventing new connections from being created. After the memory stress is relieved,
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the services on that node are restarted automatically, and the listener starts sending
new connections to that server. Memory pressure can be relieved in several ways (for
example, by closing existing sessions or by user intervention).

Rerouting new sessions to different servers protects the existing workloads on the
memory-stressed server and enables the server to remain available. Managing the
memory pressure for servers adds a new resource protection capability in managing
service levels for applications hosted on Oracle RAC databases.

Server Category Attributes

You define servers into named categories, and assign attributes that define servers as
members of that category.

Some attributes that you can use to define members of a category describe the state
conditions for the server, and others describe the physical characteristics of the server.
You can also create your own characteristics to define servers as members of a
particular category.

# Note:

If you change the value of any of the server attributes listed in the

EXPRESSI ON server category attribute, then you must restart the Oracle
Clusterware technology stack on the affected servers before the new values
take effect.

The following table lists and describes possible server category attributes.

Table 3-6 Server Category Attributes

Attribute

Description

NAVE

The name of the server category, which you must specify when you create the
server category. Server category names must be unique within the domain of
names of user-created entities, such as resources, types, and servers. A server
pool name has a 254 character limit and can contain any platform-supported
characters except the exclamation point (!) and the tilde (~). A server pool name
cannot begin with a period nor with ora.

ACTI VE_CSS_ROLE Active role for the server, which is hub for a server that is a Hub Node in either an

ORACLE

Oracle Flex Cluster or an Oracle Clusterware standard Cluster. This is the default
value in either case.
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Table 3-6 (Cont.) Server Category Attributes

Attribute

Description

EXPRESSI ON

A set of server attribute names, values, and conditions that can be evaluated for
each server to determine whether it belongs to the category. Table 3-4 lists and
describes server attributes.

Acceptable comparison operators include:
=: equal
eqi: equal, case insensitive
>: greater than
<: less than
I=: not equal
co: contains
coi: contains, case insensitive
st: starts with
en: ends with
nc: does not contain
nci: does not contain, case insensitive

Acceptable boolean operators include:

AND
OR

Note: Spaces must surround the operators used in the EXPRESSI ON string.
For example:

EXPRESSI ON=" ((NAME = serverl) OR (NAME = server2))'"

An Example Policy Set Configuration

ORACLE

In this example, you have a four-node cluster that is used by three different
applications, appl, app2, and app3, and that you have created three server pools,
pooll, pool2, and pool3. You configure the server pools such that each application is
assigned to run in its own server pool, and that appl1 wants to have two servers, and
app2 and app3 each want one server.

The server pool configurations are as follows:

$ crsctl status serverpool pooll -p
NAME=pool 1

| MPORTANCE=0

M N_SI ZE=2

MAX_SI ZE=2

SERVER_NAMES=

PARENT_POOLS=

EXCLUSI VE_POOLS=

ACL=owner : nj k: rwx, pgrp: g900: rwx, other::r--
SERVER_CATEGORY=

$ crsctl status serverpool pool2 -p

NAME=pool 2
| MPORTANCE=0
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M N_SI ZE=1

MAX_SI ZE=1

SERVER_NAMES=

PARENT_POOLS=

EXCLUSI VE_PQOLS=

ACL=owner : nmj k: rwx, pgr p: g900: rwx, ot her::r--
SERVER_CATEGORY=

$ crsctl status serverpool pool3 -p
NAME=pool 3

| MPORTANCE=0

M N_SI ZE=1

MAX_SI ZE=1

SERVER_NAMES=

PARENT_POOLS=

EXCLUSI VE_PQOLS=

ACL=owner : nmj k: rwx, pgr p: g900: rwx, ot her::r--
SERVER_CATEGORY=

# Note:

The crsctl status serverpool command shown in the preceding
examples only functions if you created the server pools using CRSCTL.

This configuration, however, does not consider the fact that some applications need
server time at different times of the day, week, or month. Email applications, for
example, typically use more resources during business hours and use less resources
at night and on weekends.

Further assume that app1 requires two servers during business hours, but only
requires one server at night and does not require any servers on weekends. At the
same time, app2 and app3 each require one server during business hours, while at
night, app2 requires two servers and app3 requires one. On the weekend, app2
requires one server and app3 requires three. This scenario suggests three
configurations that you must configure for the cluster:

1. Day Time:

appl uses two servers
app2 and app3 use one server, each

2. Night Time:

appl uses one server
app2 uses two servers
app3 uses one server

3. Weekend:

appl is not running (O servers)
app2 uses one server
app3 uses three servers

Policy Set Creation
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Given these assumptions, run the crsctl create policyset command to create a
policy set with a single policy named Def aul t , which reflects the configuration
displayed by the crsct| status serverpool command. You can use the Def aul t
policy to create other policies to meet the needs assumed in this example. The crsct |
create policyset command creates a text file similar to Example 3-1.

Example 3-1 Policy Set Text File

SERVER POOL_NAMES=Free pool 1 pool 2 pool 3
POLI CY
NAVE=Def aul t
SERVERPOOL
NAMVE=pool 1
| MPORTANCE=0
MAX_SI ZE=2
M N_SI ZE=2
SERVER_CATEGCORY=
SERVERPOOL
NAME=pool 2
| MPORTANCE=0
MAX_SI ZE=1
M N_SI ZE=1
SERVER_CATEGCRY=
SERVERPOOL
NAME=pool 3
| MPORTANCE=0
MAX_SI ZE=1
M N_SI ZE=1
SERVER_CATEGCORY=

Policy Modification

To modify the preceding policy set to meet the needs assumed in this example, edit
the text file to define policies for the three scenarios discussed previously, by changing
the name of the policy from Def aul t to DayTi me. Then, copy the policy and paste it
twice to form two subsequent policies, which you name Ni ght Ti me and Weekend, as
shown in Example 3-2.

Example 3-2 Modified Policy Set Text File

SERVER POOL_NAMES=Free pool 1 pool 2 pool 3
POLI CY
NAMVE=DayTime
SERVERPOOL
NAMVE=pool 1
| MPORTANCE=0
MAX_SIZE=2
MIN_SIZE=2
SERVER_CATEGCRY=
SERVERPOOL
NAMVE=pool 2
| MPORTANCE=0
MAX_SIZE=1
MIN_SIZE=1
SERVER_CATEGCRY=
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SERVERPOOL

NAME=pool 3

| MPORTANCE=0
MAX_SIZE=1
MIN_SIZE=1
SERVER_CATEGCRY=

POLI CY
NAME=NightTime
SERVERPOOL

NAME=pool 1

| MPORTANCE=0
MAX_SIZE=1
MIN_SIZE=1
SERVER_CATEGCRY=

SERVERPOOL

NAME=pool 2

| MPORTANCE=0
MAX_SI1ZE=2
MIN_SI1ZE=2
SERVER_CATEGCRY=

SERVERPOOL

NAME=pool 3

| MPORTANCE=0
MAX_SIZE=1
MIN_SIZE=1
SERVER_CATEGCRY=

POLI CY
NAMVE=Weekend
SERVERPOOL

NAME=pool 1

| MPORTANCE=0
MAX_SI1ZE=0
MIN_SI1ZE=0
SERVER_CATEGCRY=

SERVERPOOL

NAME=pool 2

| MPORTANCE=0
MAX_SI1ZE=1
MIN_SIZE=1
SERVER_CATEGCRY=

SERVERPOOL

NAME=pool 3

| MPORTANCE=0
MAX_SI1ZE=3
MIN_SI1ZE=3
SERVER_CATEGCRY=

Chapter 3
An Example Policy Set Configuration

Notice that, in addition to changing the names of the individual policies, the MAX_SI ZE
and M N_SI ZE policy attributes for each of the server pools in each of the policies were
also modified according to the needs of the applications.
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The following command registers the policy set stored in a file with Oracle
Clusterware:

$ crsctl modify policyset -file file_name

You can achieve the same results as shown in the previous examples by editing the
Def aul t policy set, as a whole, using the crsct! nodi fy policyset command, and by
using the crsctl nodify serverpool command to change individual server pool
attributes for a specific policy.

The following command modifies the Def aul t policy set to manage the three server
pools:

$ crsctl nodify policyset —attr "SERVER POOL_NAMES=Free pool 1 pool 2 pool 3"

The following commands add the three policies:

$ crsctl add policy DayTime
$ crsctl add policy NightTime
$ crsctl add policy Weekend

The following commands configure the three server pools according to the
requirements of the policies:

$ crsctl modify serverpool pooll -attr "M N_SIZE=2, MAX_SI ZE=2" -policy
DayTi ne

$ crsctl modify serverpool pooll -attr "M N_SIZE=1, MAX_SI ZE=1" -policy
Ni ght Ti ne

$ crsctl modify serverpool pooll -attr "M N_SIZE=0, MAX_SI ZE=0" - policy
Vieekend

$ crsctl modify serverpool pool2 -attr "M N_SIZE=1, MAX_SI ZE=1" -policy
DayTi ne

$ crsctl modify serverpool pool2 -attr "M N_SIZE=2, MAX_SI ZE=2" -policy
Ni ght Ti ne

$ crsctl modify serverpool pool2 -attr "M N_SIZE=1, MAX_SI ZE=1" -policy
Vieekend

$ crsctl modify serverpool pool3 -attr "M N_SIZE=1, MAX_SI ZE=1" -policy
DayTi ne

$ crsctl modify serverpool pool3 -attr "M N_SIZE=1, MAX_SI ZE=1" -policy
Ni ght Ti ne

$ crsctl modify serverpool pool3 -attr "M N_SIZE=3, MAX_SI ZE=3" -policy
Vieekend

There are now three distinct policies to manage the server pools to accommodate the
requirements of the three applications.

Policy Activation

The policy set is now configured and controlling the three server pools with three
different policies. You can activate policies when necessary, prompting Oracle
Clusterware to reconfigure a server pool according to each policy's configuration.
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The following command activates the DayTi me policy:

$ crsctl nodify policyset -attr "LAST_ACTI VATED POLI CY=DayTime"

The current status of the resources is as follows:

$ crsctl status resource -t

Nane Target State Server State details

appl

1 ONLINE  ONLI NE m k_has3_2 STABLE

2 ONLINE  ONLI NE m k_has3_0 STABLE
app2

1 ONLINE  ONLI NE m k_has3_1 STABLE
app3

1 ONLINE  ONLI NE m k_has3_3 STABLE

The status of the server pools is as follows:

$ crsctl stat serverpool
NAVE=Fr ee
ACTI VE_SERVERS=

NAME=Generi ¢
ACT| VE_SERVERS=

NAME=pool 1
ACTI VE_SERVERS=nj k_has3 0 njk_has3 2

NAME=pool 2
ACTI VE_SERVERS=nj k_has3_1

NAMVE=pool 3
ACTI VE_SERVERS=nj k_has3_3

The servers are allocated according to the DayTi ne policy and the applications run on
their respective servers.

The following command activates the Weekend policy (remember, because the server
pools have different sizes, as servers move between server pools, some applications
will be stopped and others will be started):

$ crsctl nodify policyset -attr "LAST ACTI VATED POLI CY=Weekend"
CRS-2673: Attenpting to stop 'appl' on 'njk _has3 2'

CRS-2673: Attenpting to stop 'appl' on 'njk _has3 0'

CRS-2677: Stop of 'appl' on 'njk_has3_0" succeeded

CRS-2672: Attenpting to start 'app3' on 'njk_has3 0'
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CRS-2677: Stop of '"appl' on 'njk_has3_2' succeeded
CRS-2672: Attenpting to start 'app3' on 'njk_has3_2'
CRS-2676: Start of "app3' on 'njk_has3 2' succeeded
CRS-2676: Start of "app3' on 'njk_has3 0" succeeded

The current status of the resources is as follows:

$ crsctl status resource -t

Name Target State Server State

appl
1 ONLINE  OFFLI NE STABLE
2 ONLINE  OFFLI NE STABLE
app2
1 ONLINE  ONLI NE m k_has3_1 STABLE
app3
1 ONLINE  ONLI NE m k_has3_0 STABLE
2 ONLINE  ONLI NE m k_has3_2 STABLE
3 ONLINE  ONLI NE m k_has3_3 STABLE

The status of the server pools is as follows:

$ crsctl status serverpool
NAVE=Fr ee
ACTI VE_SERVERS=

NAME=Generi ¢
ACTI VE_SERVERS=

NAVE=pool 1
ACTI VE_SERVERS=

NAVE=pool 2
ACTI VE_SERVERS=nj k_has3_1

NAVE=pool 3
ACTI VE_SERVERS=nj k_has3_0 nj k_has3_2 njk_has3_3

Using the crsct] nodi fy policyset command, Oracle Clusterware changed server
pool configuration, moved servers according to the requirements of the policy, and
stopped and started the applications.

Related Topics
e Oracle Clusterware Control (CRSCTL) Utility Reference
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An Oracle Flex Cluster scales Oracle Clusterware to large numbers of nodes.
This chapter includes the following topics:

e Overview of Oracle Flex Clusters
e Managing Oracle Flex Clusters

¢ Oracle Extended Clusters

Overview of Oracle Flex Clusters

Oracle Grid Infrastructure installed in an Oracle Flex Cluster configuration is a
scalable, dynamic, robust network of nodes.

Oracle Flex Clusters provide a platform for a variety of applications, including Oracle
Real Application Clusters (Oracle RAC) databases with large numbers of nodes.
Oracle Flex Clusters also provide a platform for other service deployments that require
coordination and automation for high availability.

All nodes in an Oracle Flex Cluster belong to a single Oracle Grid Infrastructure
cluster. This architecture centralizes policy decisions for deployment of resources
based on application needs, to account for various service levels, loads, failure
responses, and recovery.

Oracle Flex Clusters contain Hub Nodes and any number of other supported nodes.
The number of Hub Nodes in an Oracle Flex Cluster can be as many as 64. The
number of other nodes can be many more. Hub Nodes can host different types of
applications.

Hub Nodes are similar to Oracle Grid Infrastructure nodes in an Oracle Clusterware
standard Cluster configuration: they are tightly connected, and have direct access to
shared storage. Use Hub Nodes to host read-write database instances.

Other supported nodes in an Oracle Flex Cluster are different from standard Oracle
Grid Infrastructure nodes, in that they do not require direct access to shared storage,
but instead request data through Hub Nodes. Use other nodes to host read-only
database instances.

# Note:

Read-write and read-only database instances of the same primary database
can coexist in an Oracle Flex Cluster.

Hub Nodes can run in an Oracle Flex Cluster configuration without having any other
nodes as cluster member nodes, but other nodes must be members of a cluster that
includes at least one Hub Node.
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# Note:

If you upgrade an Oracle Flex Cluster, then Oracle recommends that you
upgrade the Hub Nodes first, and that you also have any upgraded Hub
Nodes up and running as part of the upgrade process.

Reader Nodes

You can use other nodes to host Oracle RAC database instances that run in read-only
mode, which become reader nodes. You can optimize these nodes for parallel query
operations by provisioning nodes with a large amount of memory so that data is
cached in the hosting node.

A hosting node sends periodic heartbeat messages to its associated Hub Node, which
is different from the heartbeat messages that occur between Hub Nodes. During
planned shutdown of the Hub Nodes, a hosting node attempts to connect to another
Hub Node, unless the hosting node is connected to only one Hub Node. If the Hub
Node is evicted, then the hosting node is also evicted from the cluster.

Managing Oracle Flex Clusters

Use CRSCTL to manage Oracle Flex Clusters after successful installation of Oracle
Grid Infrastructure for either a small or large cluster.

This section includes the following topics:

*  Changing the Cluster Mode

* Changing the Node Role

Related Topics

*  Oracle Grid Infrastructure Installation and Upgrade Guide
*  Oracle Clusterware Control (CRSCTL) Utility Reference

Changing the Cluster Mode

ORACLE

You can change the mode of an existing Oracle Clusterware standard Cluster to be an
Oracle Flex Cluster.

# Note:

e Changing the cluster mode requires cluster downtime.

e Oracle does not support changing an Oracle Flex Cluster to an Oracle
Clusterware standard Cluster.

e Oracle Flex Cluster requires Grid Naming Service (GNS).

e Zone delegation is not required.
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Changing an Oracle Clusterware Standard Cluster to an Oracle Flex Cluster

Use CRSCTL to change an existing Oracle Clusterware standard Cluster to an Oracle
Flex Cluster.

Perform the following steps:

1.

Run the following command to determine the current mode of the cluster:

$ crsctl get cluster node status

Run the following command to ensure that the Grid Naming Service (GNS) is
configured with a fixed VIP:

$ srvctl config gns

This procedure cannot succeed unless GNS is configured with a fixed VIP. If there
is no GNS, then, as r oot , create one, as follows:

# srvctl add gns -vip vip_nanme | ip_address

Run the following command as r oot to start GNS:

# srvctl start gns

Use the Oracle Automatic Storage Management Configuration Assistant (ASMCA)
to enable Oracle Flex ASM in the cluster before you change the cluster mode.

Run the following command as r oot to change the mode of the cluster to be an
Oracle Flex Cluster:

# crsctl set cluster node flex

Stop Oracle Clusterware by running the following command as r oot on each node
in the cluster:

# crsctl stop crs

Start Oracle Clusterware by running the following command as r oot on each node
in the cluster:

# crsctl start crs -wait

# Note:

Use the - wai t option to display progress and status messages.

Related Topics

ORACLE

Oracle Automatic Storage Management Administrator's Guide
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Changing the Node Role

The configured role of a node, whether it is a Hub Node or a Leaf Node, is kept locally,
and is initially set at the time of installation.

At startup, a node tries to come up in whatever role it was last configured.
Use CRSCTL to change the role of a node, as follows:

1. Run the following command to determine the current role of the local node:

$ crsctl get node role config

2. Run the following command as r oot to change the role of the local node:

# crsctl set node role {hub | leaf}

" Note:

If you are changing a Leaf Node to a Hub Node, then you may have to
runsrvctl add vip toadd a VIP, if a VIP does not already exist on the
node. Leaf Nodes are not required to have VIPs.

If you installed the cluster with DHCP-assigned VIPs, then there is no
need to manually add a VIP.

3. Asroot, stop Oracle High Availability Services on the node where you changed
the role, as follows:

# crsctl stop crs

4. If you are changing a Leaf Node to a Hub Node, then configure the Oracle ASM
Filter Driver as r oot , as follows:

# $ORACLE_HOME/ bi n/ asncnd af d_configure

5. Asroot, restart Oracle High Availability Services on the node where you changed
the role, as follows:

# crsctl start crs -wait

# Note:

Use the - wai t option to display progress and status messages.

6. Perform steps 3 and 5 on the local node.

Related Topics

e srvctl add vip
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*  Oracle Automatic Storage Management Administrator's Guide

e Oracle RAC Environment CRSCTL Commands

Oracle Extended Clusters

You can extend an Oracle RAC cluster across two, or more, geographically separate
sites, each equipped with its own storage. In the event that one of the sites fails, the
other site acts as an active standby.

Both Oracle ASM and the Oracle Database stack, in general, are designed to use
enterprise-class shared storage in a data center. Fibre Channel technology, however,
enables you to distribute compute and storage resources across two or more data
centers, and connect them through ethernet cables and Fibre Channel, for compute
and storage needs, respectively.

While you can configure Oracle Extended Clusters when you install Oracle Grid
Infrastructure, you can also do so post installation using the Convert ToExt ended script.
You manage your Oracle Extended Cluster using CRSCTL.

Configuring Oracle Extended Clusters

ORACLE

This procedure is only supported for clusters that have been installed with or upgraded
to Oracle Grid Infrastructure 12c release 2 (12.2), or later, which are typically
configured with one site (default site).

" Note:

This procedure requires that all nodes in the cluster be accessible. There will
also be a cluster outage during which time database access is disrupted.

You can configure an Oracle Extended Cluster with one or many disk groups and with
multiple failure groups. Using the Convert ToExt ended script you can create multiple
data sites and associate a node with each data site. All Oracle Flex ASM storage
remains associated with the default cluster site because there is no mechanism to
convert an existing disk group to an extended disk group. After you convert your
cluster to an Oracle Extended Cluster, the voting file membership remains flat, and not
hierarchical.

You must also add an extended disk group, and migrate the voting files to the
extended disk group to take advantage of a site-specific hierarchical voting file
algorithm.

Use CRSCTL to query the cluster, as follows, to determine its extended status:

$ crsctl get cluster extended
CRS-6579: The cluster is 'NOT EXTENDED

$ crsctl query cluster site -all
Site 'crsclus' identified by ' 7b7b3bef 4c1f 5f f 9f f 8765bceb45433a’ in state
' ENABLED ,

and contains nodes 'nodel, node2, node3, node4', and di sks
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The preceding example identifies a cluster called cr scl us that has four nodes—node1,
node2, node3, and node4—and a disk group—dat adg. The cluster has one site
configured.

Shut down the Oracle Clusterware stack to prevent some Oracle Flex ASM instances,
cssd, and cr sd from considering the cluster mode is not extended, and other
components to consider that it is extended. The advantage to keeping the Grid Plug
and Play daemon (gpnpd) online is that the profile gets updated on the remote nodes.
When you next start the Oracle Clusterware stack, the cluster mode will be extended.

# crsctl stop cluster -all

1.

On the first node in the cluster, run the following command:

$ rootcrs.sh -converttoextended -firstnode -sites site list -site
site_nane

Run crsctl check css to ensure that Cluster Synchronization Servcies (CSS) is
not running on any remote nodes.

Generate the site names and the site GUIDs, using the following command:

$ crsctl query cluster site -all

The preceding command displays output similar to the following:

Site 'SiteA identified by GUD "' 7b7b3bef 4c1f 5f f 9f f 8765bceb45433a’ in
state

"ONLINE' contains nodes 'nodel, node2, node3', and disks 'diskl, disk2,
di sk3'.
Site 'SiteB identified by GUD '23453hef 4c1f 5f f 9f f 8765bceb45433a’ in
state

" QUARANTI NED' contai ns nodes 'node4, node5, node6', and disks 'disk4,
di sk5, diske6".
Site 'SiteQ identified by GUD '98763bef 4c1f5ff of f 8765bceb45433a’ in
state

"ONLINE' contains no nodes and disk 'disk7'.
Site 'SiteD identified by GUD '4abcd453c6bc6f clf f d3a58849d5hadl' in
state

"ONLINE' contains nodes 'cuj1234' and no disk

Update the checkpoint with this information, and copy it to the rest of the nodes in
the cluster.

Update the Grid Plug and Play profile and set ext _node to TRUE using the
following commands:

$ cd $Gid_home/ gpnp/ host _nanme/ profil es/ peer

$ gpnptool getpval -p=profile.xm -prf_sq -o=tenp_file //
run_gpnpt ool _get pval ()

$ gpnptool edit -p=profile.xm -asmext=
o=profile_ext.xm

prf _sq=seq+l -
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# Note:

The value of prf_sq must be greater than what is in the current profile for
the Profi | eSequence key.

$ gpnptool sign -p=profile_ext.xm -o=profile_ext_sign.xm
$ nmv profile_ext_sign. xm profile. xn
$ gpnptool put -p=profile.xn

5. Add sites to the local configuration, as follows:

$ crsctl add crs site site_name -guid site_guid -1ocal

6. Add sites to the global configuration, as follows (this requires that OCR be
running):

$ crsctl add crs site site_name -guid site_guid

7. Update the to-site mapping in the local configuration for this node, as follows:
$ crsctl nodify cluster site site_name -n |ocal _host -Iocal

8. Update the node-to-site mapping, as follows:
$ crsctl nmodify cluster site site_name -n hostl, host2,

9. Stop and then start the Oracle High Availability Services stack, as follows:

# crsctl stop crs
# crsctl start crs

Do the following on the rest of the nodes in the cluster:

1. Extend the cluster to the specific node, as follows:

$ rootcrs.sh -converttoextended -site site_name

2. Ensure that CSS is not running on any remote nodes.
3. Look up new sites and the site GUIDs using the previous checkpoint information.

4. Add sites to the local configuration, as follows:
$ crsctl add crs site site_name -guid site_guid -1ocal
5. Update the to-site mapping in the local configuration for this node, as follows:

$ crsctl nodify cluster site site name -n local host -local
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6. Stop and then start the Oracle High Availability Services stack, as follows:

# crsctl stop crs
# crsctl start crs

After you finish configuring the Oracle Extended Cluster, run the following command to
verify the configuration:

$ crsctl get cluster extended
CRS- XXXX: The cluster is ' EXTENDED

$ crsctl query cluster site -all

Site 'crsclus' identified by ' 7b7b3bef 4c1f 5f f 9f f 8765bceb45433a’ is
"ONLINE', and

contains nodes '', and disks
Site 'ny' identified by '888b3bef4clf5ff9of f8765bceb45433a" is ' ONLINE
and \

cont ai ns nodes 'nodel, node2', and disks '"'.

Site 'nj' identified by '999b3bef 4c1f 5ff 9f f 8765bceb45433a’ is ' ONLINE
and \

cont ai ns nodes 'node3, node4', and disks '"'.

The output in the preceding command examples is similar to what CRSCTL displays
when you run the commands.
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Fleet Patching and Provisioning and
Maintenance

Fleet Patching and Provisioning is a software lifecycle management method for
provisioning and maintaining Oracle homes.

Fleet Patching and Provisioning enables mass deployment and maintenance of
standard operating environments for databases, clusters, and user-defined software
types. With Fleet Patching and Provisioning, you can also install clusters and
provision, patch, scale, and upgrade Oracle Grid Infrastructure and Oracle Database
11g release 2 (11.2), and later. Additionally, you can provision applications and
middleware.

Fleet Patching and Provisioning is a service in Oracle Grid Infrastructure that you can
use in either of the following modes:

* As a central server (Fleet Patching and Provisioning Server), that stores and
manages standardized images, called gold images. You can deploy gold images
to any number of nodes across a data center. You can use the deployed homes to
create new clusters and databases, and patch, upgrade, and scale existing
installations.

The server manages software homes on the cluster hosting the Fleet Patching and
Provisioning Server, itself, Fleet Patching and Provisioning Clients, and can also
manage installations running Oracle Grid Infrastructure 11g release 2 (11.2.0.3
and 11.2.0.4) and 12c release 1 (12.1.0.2). The server can also manage
installations running no grid infrastructure.

A Fleet Patching and Provisioning Server can provision new installations and can
manage existing installations without any changes to the existing installations
(such as no agent, daemon, or configuration prerequisites). Fleet Patching and
Provisioning Servers also include capabilities for automatically sharing gold
images among peer Fleet Patching and Provisioning Servers to support
enterprises with geographically distributed data centers.

* As aclient (Fleet Patching and Provisioning Client), that can be managed from the
central Fleet Patching and Provisioning Server or directly by running commands
on the Fleet Patching and Provisioning Client, itself. As with the Fleet Patching
and Provisioning Server, the Fleet Patching and Provisioning Client is a service
built in to Oracle Grid Infrastructure and is available with Oracle Grid Infrastructure
12c release 2 (12.2.0.1), and later. The Fleet Patching and Provisioning Client
service can retrieve gold images from the Fleet Patching and Provisioning Server,
upload new images based on policy, and apply maintenance operations to itself.

For patching operations, a third option is available with Oracle Database and Oracle
Grid Infrastructure 18c. The procedures for updating database and grid infrastructure
homes have been modularized into independent automatons that are included with
Oracle Database and Oracle Grid Infrastructure, and can be run locally without any
central Fleet Patching and Provisioning Server in the architecture. This provides an
immediate entry point to the capabilities of Fleet Patching and Provisioning as soon as
you bring up an Oracle Database or cluster.
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Managing Oracle software using Fleet Patching and Provisioning:

Ensures standardization and enables high degrees of automation with gold images
and managed lineage of deployed software.

Minimizes the maintenance window by deploying new homes (gold images) out-of-
place, without disrupting active databases or clusters.

Simplifies maintenance by providing automatons that are invoked with an API
across database versions and deployment models.

Reduces maintenance risk with built-in validations and a dry-run mode to ensure
operations will succeed end-to-end.

In the event of an issue, commands are resumable and restartable, further
reducing risk of maintenance operations.

Minimizes and, in many cases, eliminates the impact of patching and upgrades,
with features that include:

— Zero-downtime database upgrade: A fully-automated upgrade executed
entirely within the deployment with no extra nodes or external storage
required.

— Adaptive management of database sessions and OJVM during rolling
patching.

— Options for fine-grained management of consolidated deployments.

The deployment and maintenance operations are extensible, allowing customizations
to include environment-specific actions into the automated workflow.

Fleet Patching and Provisioning Automatons

ORACLE

Zero-downtime database upgrade automates all of the steps involved in a
database upgrade to minimize or even eliminate application downtime while
upgrading an Oracle database. It also minimizes resource requirements and
provides a fallback path in case the upgrade must be rolled back.

Adaptive Oracle RAC Rolling Patching for OJVM Deployments: In a clustered
environment, the default approach for Fleet Patching and Provisioning for patching
a database is Oracle RAC rolling patching. However non-rolling may be required if
the patched database home contains OJVM patches. In this case, Fleet Patching
and Provisioning determines whether rolling patching is possible and does so, if
applicable.

Dry-run command evaluation: Before running any command, Fleet Patching and
Provisioning checks various preconditions to ensure the command will succeed.
However, some conditions cannot be detected prior to a command running. And,
while Fleet Patching and Provisioning allows a failed command to be reverted or
resumed after an error condition is corrected, it is preferable to address as many
potential issues as possible before the command is run. The command evaluation
mode will test the preconditions for a given command, without making any
changes, and report potential problems and correct them before the command is
actually run.

Independent automatons: Prior to Oracle Database 18c, performing any Fleet
Patching and Provisioning operation (for example, switching a database home to a
later version) required the presence of a central Fleet Patching and Provisioning
Server. Beginning with Oracle Database 18c, key functionality can be performed
independently, with no central Fleet Patching and Provisioning Server in the
architecture.
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# Note:

When you install Oracle Grid Infrastructure, the Fleet Patching and
Provisioning Server is configured, by default, in the local mode to
support the local switch home capability. If you must configure the
general Fleet Patching and Provisioning Server product, then you must
remove the current local-mode Fleet Patching and Provisioning Server,
using the following commands, as r oot :

# srvctl stop rhpserver

Ignore a message similar to "Fleet Patching and Provisioning Server is
not running".

# srvctl remove rhpserver

Global Fleet Standardization and Management

Sharing gold images between peer Fleet Patching and Provisioning Servers:
Large enterprises typically host multiple data centers and, within each data center,
there may be separate network segments. In the Fleet Patching and Provisioning
architecture, one Fleet Patching and Provisioning Server operates on a set of
targets within a given data center (or network segment of a data center). Therefore
each data center requires at least one Fleet Patching and Provisioning Server.

While each data center may have some unique requirements in terms of the gold
images that target servers will use, the goal of standardization is using the same
gold image across all data centers whenever possible. To that end, Fleet Patching
and Provisioning supports peer-to-peer sharing of gold images to easily propagate
gold images among multiple Fleet Patching and Provisioning Servers.

Gold image drift detection and aggregation: After you provision a software home
from a gold image, you may have to apply a patch directly to the deployed home.
At this point the deployed home has drifted from the gold image. Fleet Patching
and Provisioning provides two capabilities for monitoring and reporting drift:

— Fleet Patching and Provisioning compares a specific home to its parent gold
image and lists any patches that are applied to the home but that are not in
the gold image.

— Fleet Patching and Provisioning compares a specific gold image to all of its
descendant homes and lists the aggregation of all patches applied to those
homes that are not in the gold image. This provides a build specification for a
new gold image that could be applied to all of the descendants of the original
gold image, such that no patches will be lost from any of those deployments.

Configuration collection and reporting: The Fleet Patching and Provisioning Server
can collect and retain operating system configuration and the root file system
contents of specified Fleet Patching and Provisioning Clients. If a Fleet Patching
and Provisioning Client node is rendered unusable (for example, a user
accidentally deletes or changes operating system configuration or the root file
system), then it can be difficult to determine the problem and correct it. This
feature automates the collection of relevant information, enabling simple
restoration in the event of node failure.
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Flexibility and Extensibility

RESTful API: Fleet Patching and Provisioning provides a RESTful API for many
common operations, including provisioning, patching, upgrading, and query
operations.

¢ See Also:
Oracle Database REST API Reference

Customizable authentication: Host-to-host authentication in certain environments,
particularly in compliance-conscious industries, such as financials and e-
commerce, often uses technologies and products that are not supported, natively,
by Fleet Patching and Provisioning. This feature allows integrating Fleet Patching
and Provisioning authentication with the mechanisms in use at your data center.

Command scheduler: The ability to schedule and bundle automated tasks is
essential for maintenance of a large database estate. Fleet Patching and
Provisioning supports scheduling tasks such as provisioning software homes,
switching to a new home, and scaling a cluster. Also, you can add a list of clients
to a command, facilitating large-scale operations.

Configurable connectivity: As security concerns and compliance requirements
increase, so do the restrictions on connectivity across the intranets of many
enterprises. You can configure the small set ports used for communication
between the Fleet Patching and Provisioning Server and its Clients, allowing low-
impact integration into firewalled or audit-conscious environments.

Other Fleet Patching and Provisioning Features

ORACLE

Zero-downtime upgrade: Automation of all of upgrade steps involved minimizes or
even eliminates application downtime while upgrading an Oracle Database. It also
minimizes resource requirements and provides a fallback path in case you must
roll back the upgrade. You can run a zero-downtime upgrade on certain versions
of Oracle RAC and Oracle RAC One Node databases.

Provision new server pools: The Fleet Patching and Provisioning Server can install
and configure Oracle Grid Infrastructure (119 release 2 (11.2.0.4), and 12c release
1(12.1.0.2) and release 2 (12.2)) on nodes that have no Oracle software inventory
and can then manage those deployments with the full complement of Fleet
Patching and Provisioning functionality.

Provision and manage any software home: Fleet Patching and Provisioning
enables you to create a gold image from any software home. You can then
provision that software to any Fleet Patching and Provisioning Client or target as a
working copy of a gold image. The software may be any binary that you will run on
a Fleet Patching and Provisioning Client or target.

Provision, scale, patch, and upgrade Oracle Grid Infrastructure: The Fleet
Patching and Provisioning Server can provision Oracle Grid Infrastructure 11g
release 2 (11.2.0.4) homes, and later, add or delete nodes from an Oracle Grid
Infrastructure configuration, and can also be used to patch and upgrade Oracle
Grid Infrastructure homes. In addition, there is a rollback capability that facilitates
undoing a failed patch procedure. While patching Oracle Grid Infrastructure, you
can use Fleet Patching and Provisioning to optionally patch any database homes
hosted on the cluster.
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Provision, scale, patch, and upgrade Oracle Database: You can use Fleet
Patching and Provisioning, you can provision, scale, and patch Oracle Database
11g release 2 (11.2.0.4), and later. You can also upgrade Oracle Databases from
1lg release 2 (11.2.0.3) to 11g release 2 (11.2.0.4); from 119 release 2 (11.2.0.4)
to 12c release 1 (12.1.0.2); and from 11g release 2 (11.2.0.4) or 12c release 1
(12.1.0.2) to 12c release 2 (12.2).

When you provision such software, Fleet Patching and Provisioning offers
additional features for creating various types of databases (such as Oracle RAC,
single instance, and Oracle Real Application Clusters One Node (Oracle RAC One
Node) databases) on different types of storage, and other options, such as using
templates and creating container databases (CDBs). The Fleet Patching and
Provisioning Server can add nodes to an Oracle RAC configuration, and remove
nodes from an Oracle RAC configuration. Fleet Patching and Provisioning also
improves and makes more efficient patching of database software, allowing for
rapid and remote patching of the software, in most cases, without any downtime
for the database.

Support for single-instance databases: You can use Fleet Patching and
Provisioning to provision, patch, and upgrade single-instance databases running
on clusters or Oracle Restart, or on single, standalone nodes.

Advanced patching capabilities: When patching an Oracle Grid Infrastructure or
Oracle Database home, Fleet Patching and Provisioning offers a batch mode that
speeds the patching process by patching some or all nodes of a cluster in parallel,
rather than sequentially.

For Oracle Database homes, you can define disjoint sets of nodes. Each set of
nodes is updated sequentially. By defining sets with reference to the database
instances running on them, you can minimize the impact of rolling updates by
ensuring that services are never taken completely offline. A “smartmove” option is
available to help define the sets of batches to meet this goal.

Integration with Application Continuity is another enhancement to help eliminate
the impact of maintenance. This provides the ability to gracefully drain and
relocate services within a cluster, completely masking the maintenance from
users.

Notifications:The Fleet Patching and Provisioning Server is the central repository
for the software homes available to the data center. Therefore, it is essential that
administrators throughout the data center be aware of changes to the inventory
which might impact their areas of responsibility.

Fleet Patching and Provisioning enables you and other users to subscribe to
image series events. Anyone subscribed will be notified by email of any changes
to the images available in a particular image series. Also, users can be notified by
email when a working copy of a gold image is added to or deleted from a client.

Custom workflow support: You can create actions for various Fleet Patching and
Provisioning operations, such as importing images, adding or deleting working
copies of the gold images, and managing a software home. You can define
different actions for each operation, and further differentiate by the type of image
to which the operation applies. Actions that you define can be executed before or
after the given operation, and are executed on the deployment the operation
applies to, whether it is the Fleet Patching and Provisioning Server, a target that is
not running a Fleet Patching and Provisioning Client, or a target that is running a
Fleet Patching and Provisioning Client.

Resume failed operations: If an operation, such as adding an image, provisioning
a working copy of a gold image, or performing a scale, patch or upgrade fails, then
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Fleet Patching and Provisioning reports the error and stops. After the problem is
corrected (for example, a directory permissions or ownership misconfiguration on
a target node), you can rerun the RHPCTL command that failed, and it will resume
from the point of failure. This avoids redoing any work that may have been
completed prior to the failure.

* Audit command: The Fleet Patching and Provisioning Server records the
execution of all Fleet Patching and Provisioning operations and also records their
outcome (whether success or failure). An audit mechanism enables you to query
the audit log in a variety of dimensions, and also to manage its contents and size.

# Note:

e Oracle does not support Fleet Patching and Provisioning on HP-UX or
Windows operating systems.

« The Fleet Patching and Provisioning Server does not manage operating
system images.

This section includes the following topics:

* Fleet Patching and Provisioning Architecture

* Fleet Patching and Provisioning Implementation
e Oracle Grid Infrastructure Management

* Oracle Database Software Management

*  Zero-Downtime Upgrade

*  Persistent Home Path During Patching

* Managing Fleet Patching and Provisioning Clients

Related Topics

* Oracle Real Application Clusters Installation Guide

Fleet Patching and Provisioning Architecture

ORACLE

Conceptual information regarding Fleet Patching and Provisioning architecture.

The Fleet Patching and Provisioning architecture consists of a Fleet Patching and
Provisioning Server and any number of Fleet Patching and Provisioning Clients and
targets. Oracle recommends deploying the Fleet Patching and Provisioning Server in a
multi-node cluster so that it is highly available.

The Fleet Patching and Provisioning Server cluster is a repository for all data, of which
there are primarily two types:

e Gold images
» Metadata related to users, roles, permissions, and identities

The Fleet Patching and Provisioning Server acts as a central server for provisioning
Oracle Database homes, Oracle Grid Infrastructure homes, and other application
software homes, making them available to the cluster hosting the Fleet Patching and
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Provisioning Server and to the Fleet Patching and Provisioning Client clusters and
targets.

Users operate on the Fleet Patching and Provisioning Server or Fleet Patching and
Provisioning Client to request deployment of Oracle homes or to query gold images.
When a user makes a request for an Oracle home, specifying a gold image, the Fleet
Patching and Provisioning Client communicates with the Fleet Patching and
Provisioning Server to pass on the request. The Fleet Patching and Provisioning
Server processes the request by taking appropriate action to instantiate a copy of the
gold image, and to make it available to the Fleet Patching and Provisioning Client
cluster using available technologies such as Oracle Automatic Storage Management
Cluster File System (Oracle ACFS) and local file systems.

The Fleet Patching and Provisioning Server communicates with Fleet Patching and
Provisioning Clients (running Oracle Grid Infrastructure 12c¢ release 2 (12.2.0.1) or
later), and targets (a target is an installation with Oracle Grid Infrastructure 12c release
1(12.1.0.2) or release 11.2, or with no Oracle Grid Infrastructure installed) using the
following ports, several of which you can configure, as described in Table 5-1.
Additionally, differences in ports used when communicating with Fleet Patching and
Provisioning Clients versus targets are noted.

Table 5-1 Fleet Patching and Provisioning Communication Ports
|

Client, Protocol Port Purpose Description

Target, or

Both

Target TCP 22 SSH Authentication-based

operations involving
clientless targets.

Client TCP 22 SSH Provisioning of Oracle
Grid Infrastructure 12¢
release 2 (12.2.0.1) or
later requires an SSH
port. (Subsequent Fleet
Patching and Provisioning
Server/Client interactions
use the JMX path.)

Client TCP 23795 JMX registry and  For establishing Fleet
server port Patching and Provisioning

Server communication
with Fleet Patching and
Provisioning Clients.
You can configure this
port using the srvct |
modi fy rhpserver -
port port_nunber
command.

Note: The preceding
command requires you to
restart the service.
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Port Purpose

Table 5-1 (Cont.) Fleet Patching and Provisioning Communication Ports
|

Description

Port 53 must be GNS port
open only on the

Fleet Patching and
Provisioning

Server to accept

incoming

connections.

GNS is used for Fleet
Patching and Provisioning
Clients to locate the Fleet
Patching and Provisioning
Server.

You can configure GNS
with or without zone
delegation.

e Oneportper Command
RHPCTL progress listener
command
from
ephemeral
port range, or
one port as
specified with
the srvct |
modi fy
rhpserver -
pl _port
port nunber
command.

*  Progress
listener port
must be open
to accept
incoming
connections
on the server
where
RHPCTL is
run (whether a
Fleet Patching
and
Provisioning
Server or
Client).

Fleet Patching and
Provisioning Server opens
a random port from the
ephemeral range to
monitor progress on the
client or target, or uses
the fixed port you specify
with the srvct| modi fy
rhpserver —pl _port
port _nunber and
multiplexes across clients/
targets.
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Table 5-1 (Cont.) Fleet Patching and Provisioning Communication Ports

Client, Protocol Port Purpose Description
Target, or
Both
Clients TCP You must have six Gold image Transferring copies of
running ports for gold transfers to Oracle gold images from the
Oracle image provisioning Database 18c Fleet Patching and
Database on a Fleet clients and clients  Provisioning Server to
18c or Patching and with the 2018 clients uses six ports
Oracle Provisioning Client January RU chosen from the
Database server to accept (running the ephemeral range, or six
12c release incoming rhpct!l add ports from the range you
2(12.2.0.1) connections. wor ki ngcopy define using the srvct |
with the command onthe nodify rhpserver -
January Fleet Patching and port _range
2018 RU, or Provisioning port_nunber _range. In
later Server) this case, specify a range
to accommodate the
anticipated degree of
parallelism (concurrent
transfers) you will use.
Both TCP/UDP  Fixed and NFS Fleet Patching and

configurable ports,
as described in
Table 5-2

Provisioning Server
transfers software homes
to targets and Oracle
Database 12c release 2
(12.2.0.1) pre-January
2018 RU clients using
temporary NFS mount
points. NFS is also used
for remote command
execution support on
clients and targets (all
versions).

Table 5-2 Ports for NFS

_________________________________________________________________________|
Port Description

2049, 111 Fixed NFS ports

Six ports chosen from Configurable NFS ports, with each item followed by its
ephemeral range (default) configuration file entry:

or defined _in /etcl/ rpc: STATD_PORT
sysconfig/nfs rpc status out: STATD_OUTGOING_PORT
rpc quota: RQUOTAD_PORT
rpc mountd: MOUNTD_PORT
rpc lockd tcp: LOCKD_TCPPORT
rpc lockd udp: LOCKD_UDPPORT
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Fleet Patching and Provisioning Server

The Fleet Patching and Provisioning Server is a highly available software provisioning
system that uses Oracle Automatic Storage Management (Oracle ASM), Oracle
Automatic Storage Management Cluster File System (Oracle ACFS), Grid Naming
Service (GNS), and other components.

The Fleet Patching and Provisioning Server primarily acts as a central server for
provisioning Oracle homes, making them available to Fleet Patching and Provisioning
Client and targets.

Features of the Fleet Patching and Provisioning Server:

« Efficiently stores gold images and image series for the managed homes, including
separate binaries, and metadata related to users, roles, and permissions.

* Provides a list of available homes to clients upon request.

» Patch a software home once and then deploy the home to any Fleet Patching and
Provisioning Client or any other target, instead of patching every site.

* Provides the ability to report on existing deployments.
* Deploys homes on physical servers and virtual machines.
* Notifies subscribers of changes to image series.

* Maintains an audit log of all RHPCTL commands run.

Fleet Patching and Provisioning Targets

ORACLE

Computers of which Fleet Patching and Provisioning is aware are known as targets.

Fleet Patching and Provisioning Servers can create new targets, and can also install
and configure Oracle Grid Infrastructure on targets with only an operating system
installed. Subsequently, Fleet Patching and Provisioning Server can provision
database and other software on those targets, perform maintenance, scale the target
cluster, in addition to many other operations. All Fleet Patching and Provisioning
commands are run on the Fleet Patching and Provisioning Server. Targets running the
Fleet Patching and Provisioning Client in Oracle Clusterware 12c release 2 (12.2), and
later, may also run many of the Fleet Patching and Provisioning commands to request
new software from the Fleet Patching and Provisioning Server and initiate
maintenance themselves, among other tasks.

" Note:

If you have targets running the Fleet Patching and Provisioning Client in
Oracle Clusterware prior to 12c¢ release 2 (12.2), then you can import images
using the RHPCTL utility without making them clients. For clients running in
Oracle Clusterware 12c release 2 (12.2), and later, you must configure and
enable Fleet Patching and Provisioning Clients to simplify connectivity and
credential issues.
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Fleet Patching and Provisioning Clients

The Fleet Patching and Provisioning Client is part of the Oracle Grid Infrastructure.
Users operate on a Fleet Patching and Provisioning Client to perform tasks such as
requesting deployment of Oracle homes and listing available gold images.

When a user requests an Oracle home specifying a gold image, the Fleet Patching
and Provisioning Client communicates with the Fleet Patching and Provisioning Server
to pass on the request. The Fleet Patching and Provisioning Server processes the
request by instantiating a working copy of the gold image and making it available to
the Fleet Patching and Provisioning Client using Oracle ACFS or a different local file
system.

The Fleet Patching and Provisioning Client:

* Can use Oracle ACFS to store working copies of gold images which can be rapidly
provisioned as local homes; new homes can be quickly created or undone using
Oracle ACFS snapshots.

# Note:

Oracle supports using other local file systems besides Oracle ACFS.

* Provides a list of available homes from the Fleet Patching and Provisioning
Server.

» Has full functionality in Oracle Clusterware 12c release 2 (12.2) and can
communicate with Fleet Patching and Provisioning Servers from Oracle
Clusterware 12c release 2 (12.2), or later.

Related Topics

*  Creating a Fleet Patching and Provisioning Client
Users operate on a Fleet Patching and Provisioning Client to perform tasks such
as requesting deployment of Oracle homes and querying gold images.

Authentication Options for Fleet Patching and Provisioning Operations

ORACLE

Some RHPCTL commands show authentication choices as an optional parameter.

Specifying an authentication option is not required when running an RHPCTL
command on a Fleet Patching and Provisioning Client, nor when running an RHPCTL
command on the Fleet Patching and Provisioning Server and operating on a Fleet
Patching and Provisioning Client, because the server and client establish a trusted
relationship when the client is created, and authentication is handled internally each
time a transaction takes place. (The only condition for server/client communication
under which an authentication option must be specified is when the server is
provisioning a new Oracle Grid Infrastructure deployment—in this case, the client does
not yet exist.)

To operate on a target that is not a Fleet Patching and Provisioning Client, you must
provide the Fleet Patching and Provisioning Server with information allowing it to
authenticate with the target. The options are as follows:

» Provide the r oot password (on st di n) for the target
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*  Provide the sudo user name, sudo binary path, and the password (st di n) for target

e Provide a password (either root or sudouser) non-interactively from local
encrypted store (using the - cr ed authentication parameter)

*  Provide a path to the identity file stored on the Fleet Patching and Provisioning
Server for SSL-encrypted passwordless authentication (using the - aut h sshkey
option)

Passwordless Authentication Details

The Fleet Patching and Provisioning Server can authenticate to targets over SSH
using a key pair. To enable this option, you must establish user equivalence between
the cr susr on the Fleet Patching and Provisioning Server and r oot or a sudouser on
the target.

# Note:

The steps to create that equivalence are platform-dependent and so not
shown in detail here. For Linux, see commands ssh- keygen to be run on the
target and ssh- copy-i d to be run on the Fleet Patching and Provisioning
Server.

For example, assuming that you have established user equivalency between cr susr
on the Fleet Patching and Provisioning Server and r oot on the target node,

nonRHPC i ent 4004. exanpl e. com and saved the key information on the Fleet Patching
and Provisioning Server at / hone/ or acl e/ r hp/ ssh- key/ key —pat h, then the
following command will provision a copy of the specified gold image to the target node
with passwordless authentication:

$ rhpctl add workingcopy -worki ngcopy db12102_160607wcl —i mage
dh12102_160607
-target node nonRHPC i ent 4004. exanpl e. com —path /u01/app/ oracl e/ 12. 1/ r hp/
dbhone_1
-oracl ebase /u0l/app/oracle -auth sshkey -argl user:root -arg2
identity file:/honel/oraclel/rhp/ssh-key/key

For equivalency between cr susr on the Fleet Patching and Provisioning Server and a
privileged user (other than r oot ) on the target, the - aut h portion of the command
would be similar to the following:

-auth sshkey -argl user:ssh_user -arg2
identity file:path_ to_ identity file on_RHPS
-arg3 sudo_l ocation:path_to_sudo_binary_on_target

Related Topics
* rhpctl add credentials
* rhpctl delete credentials

* rhpctl add workingcopy
Creates a working copy on a client cluster.
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Fleet Patching and Provisioning Roles

An administrator assigns roles to Fleet Patching and Provisioning users with access-
level permissions defined for each role. Users on Fleet Patching and Provisioning
Clients are also assigned specific roles. Fleet Patching and Provisioning includes
basic built-in and composite built-in roles.

Basic Built-In Roles

ORACLE

The basic built-in roles and their functions are:

GH_ROLE_ADMIN: An administrative role for everything related to roles. Users
assigned this role are able to run rhpct!| verb rol e commands.

GH_SITE_ADMIN: An administrative role for everything related to Fleet Patching
and Provisioning Clients. Users assigned this role are able to run rhpct!| verb
cli ent commands.

GH_SERIES_ADMIN: An administrative role for everything related to image
series. Users assigned this role are able to run rhpct| verb seri es commands.

GH_SERIES_CONTRIB: Users assigned this role can add images to a series
using therhpct| insertimge series command, or delete images from a series
using the rhpct| del et ei mage seri es command.

GH_WC_ADMIN: An administrative role for everything related to working copies of
gold images. Users assigned this role are able to run rhpct| verb worki ngcopy
commands.

GH_WC_OPER: A role that enables users to create a working copy of a gold
image for themselves or others using the rhpct| add wor ki ngcopy command with
the - user option (when creating for others). Users assigned this role do not have
administrative privileges and can only administer the working copies of gold
images that they create.

GH_WC_USER: A role that enables users to create a working copy of a gold
image using the rhpct| add worki ngcopy command. Users assigned this role do
not have administrative privileges and can only delete working copies that they
create.

GH_IMG_ADMIN: An administrative role for everything related to images. Users
assigned this role are able to run rhpct| verb i mage commands.

GH_IMG_USER: A role that enables users to create an image using the r hpct |
add | inport inmage commands. Users assigned this role do not have
administrative privileges and can only delete images that they create.

GH_IMG_TESTABLE: A role that enables users to add a working copy of an
image that is in the TESTABLE state. Users assigned this role must also be
assigned either the GH_WC_ADMIN role or the GH_WC_USER role to add a
working copy.

GH_IMG_RESTRICT: A role that enables users to add a working copy from an
image that is in the RESTRI CTED state. Users assigned this role must also be
assigned either the GH_WC_ADMIN role or the GH_WC_USER role to add a
working copy.
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 GH_IMG_PUBLISH: Users assigned this role can promote an image to another
state or retract an image from the PUBLI SHED state to either the TESTABLE or
RESTRI CTED state.

 GH_IMG_VISIBILITY: Users assigned this role can modify access to promoted or
published images using the rhpct! all ow | disallow i mage commands.

Composite Built-In Roles

The composite built-in roles and their functions are:

*  GH_SA: The Oracle Grid Infrastructure user on a Fleet Patching and Provisioning
Server automatically inherits this role.

The GH_SA role includes the following basic built-in roles: GH_ROLE_ADMIN,
GH_SITE_ADMIN, GH_SERIES_ADMIN, GH_SERIES_CONTRIB,
GH_WC_ADMIN, GH_IMG_ADMIN, GH_IMG_TESTABLE, GH_IMG_RESTRICT,
GH_IMG_PUBLISH, and GH_IMG_VISIBILITY.

* GH_CA: The Oracle Grid Infrastructure user on a Fleet Patching and Provisioning
Client automatically inherits this role.

The GH_CA role includes the following basic built-in roles: GH_SERIES_ADMIN,
GH_SERIES_CONTRIB, GH_WC_ADMIN, GH_IMG_ADMIN,
GH_IMG_TESTABLE, GH_IMG_RESTRICT, GH_IMG_PUBLISH, and
GH_IMG_VISIBILITY.

* GH_OPER: This role includes the following built-in roles: GH_WC_OPER,
GH_SERIES_ADMIN, GH_IMG_TESTABLE, GH_IMG_RESTRICT, and
GH_IMG_USER. Users assigned this role can delete only images that they have
created.

Consider a gold image called Gl that is available on the Fleet Patching and
Provisioning Server.

Further consider that a user, UL, on a Fleet Patching and Provisioning Client, d 1, has
the GH_WC_USER role. If Ul requests to provision an Oracle home based on the gold
image Gl, then Ul can do so, because of the permissions granted by the
GH_WC_USER role. If Ul requests to delete G1, however, then that request would be
denied because the GH_WC_USER role does not have the necessary permissions.

The Fleet Patching and Provisioning Server can associate user-role mappings to the
Fleet Patching and Provisioning Client. After the Fleet Patching and Provisioning
Server delegates user-role mappings, the Fleet Patching and Provisioning Client can
then modify user-role mappings on the Fleet Patching and Provisioning Server for all
users that belong to the Fleet Patching and Provisioning Client. This is implied by the
fact that only the Fleet Patching and Provisioning Server qualifies user IDs from a
Fleet Patching and Provisioning Client site with the client cluster name of that site.
Thus, the Fleet Patching and Provisioning Client CL1 will not be able to update user
mappings of a user on CL2, where CL2 is the cluster name of a different Fleet Patching
and Provisioning Client.

Fleet Patching and Provisioning Images

By default, when you create a gold image using either rhpct| inport inmage or
rhpct! add i mage, the image is ready to provision working copies. However, under
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certain conditions, you may want to restrict access to images and require someone to
test or validate the image before making it available for general use.

You can also create a set of gold images on the Fleet Patching and Provisioning
Server that can be collectively categorized as a gold image series which relate to each
other, such as identical release versions, gold images published by a particular user,
or images for a particular department within an organization.

Related Topics
* Image State

* Image Series
An image series is a convenient way to group different gold images into a logical
sequence.

* Image Type
When you add or import a gold image, you must specify an image type.

Gold Image Distribution Among Fleet Patching and Provisioning

Servers

ORACLE

Fleet Patching and Provisioning can automatically share and synchronize gold images
between Fleet Patching and Provisioning Servers.

In the Fleet Patching and Provisioning architecture, one Fleet Patching and
Provisioning Server manages a set of Fleet Patching and Provisioning Clients and
targets within a given data center (or network segment of a data center). If you have
more than one data center or a segmented data center, you must have more than one
Fleet Patching and Provisioning Server.

In the Fleet Patching and Provisioning architecture, one Fleet Patching and
Provisioning Server manages a set of Fleet Patching and Provisioning Clients and
targets within a given data center (or network segment of a data center). If you have
more than one data center or a segmented data center, then you must have more than
one Fleet Patching and Provisioning Server to facilitate large-scale standardization
across multiple estates.

Fleet Patching and Provisioning Servers retain the ability to create and manage gold
images private to their scope, so local customizations are seamlessly supported.

You must first establish a peer relationship between two Fleet Patching and
Provisioning Servers. Registration uses the names of the Fleet Patching and
Provisioning Server clusters. The names of the two clusters can be the same but there
is one naming restriction: a Fleet Patching and Provisioning Server (RHPS_1, for
example) cannot register a peer Fleet Patching and Provisioning Server if that peer
has the same name as a Fleet Patching and Provisioning Client or target within the
management domain of RHPS 1.

1. On one Fleet Patching and Provisioning Server, create a file containing the
server’s configuration information, as follows:

$ rhpctl export server -serverdata file_path

2. Copy the file to a second Fleet Patching and Provisioning Server.
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3. Complete the registration of the second Fleet Patching and Provisioning Server,
as follows:

$ rhpctl register server -server server cluster nane -serverdata file {-
root
| {-sudouser user _name -sudopath sudo_path}}

The credentials are the login credentials for the first Fleet Patching and
Provisioning Server.

Once you register a Fleet Patching and Provisioning Server as a peer, the following
command displays the peer (or peers) of the server:

$ rhpctl query peerserver

You can inspect the images on a peer Fleet Patching and Provisioning Server, as
follows:

$ rhpctl query imge -server server_cluster_name

The preceding command displays all images on a specific peer Fleet Patching and
Provisioning Server. Additionally, you can specify a peer server along with the - i mage
i mage_narme parameter to display details of a specific image on a specific peer server.

A Fleet Patching and Provisioning Server can have multiple peers. Oracle does not
support chained relationships between peers, however, such as, if RHPS 1 is a peer of
RHPS 2, and RHPS 2 is also a peer of RHPS_3, then no relationship is established or
implied between RHPS 1 and RHPS 3, although you can make them peers if you want.

Retrieve a copy or copies of gold images from a peer Fleet Patching and Provisioning
Server, as follows:

$ rhpctl instantiate image —server server_cluster_nane

Running the rhpct| instantiate imge command activates an auto-update
mechanism. From that point on, when you create gold images on a peer Fleet
Patching and Provisioning Server (such as RHPS 2), they are candidates for being
automatically copied to the Fleet Patching and Provisioning Server that performed the
instantiate operation (such as RHPS_1). Whether a new gold image is automatically
copied depends on that image’s relevance to any instantiate parameters that you may
include in the command:

e -all: Creates an automatic push for all gold images created on RHPS_2 to RHPS 1

* -imge imge_nane: Creates an automatic push for all new descendant gold
images of the named image created on RHPS_2 to RHPS_1. A descendant of the
named image is an image that is created on RHPS 2 using the rhpct| add i mage
command.

e -series series_nane: Creates an automatic push for all gold images added to the
named series on RHPS 2 to RHPS 1

° -imgetype image_type: Creates an automatic push for all gold images created of
the named image type on RHPS 2 to RHPS 1
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To stop receiving updates that were established by the rhpct| instantiate inage
command, runrhpct| uninstantiate i mage and specify the peer Fleet Patching and
Provisioning Server and one of the following: all, image name, image series name, or
image type.

End the peer relationship, as follows, on any one of the Fleet Patching and
Provisioning Servers:

$ rhpctl unregister server -server server_cluster_nane

Related Topics

* rhpctl export server

* rhpctl register server

* rhpctl query peerserver

* rhpctl query image

* rhpctl instantiate image

e rhpctl uninstantiate image

* rhpctl unregister server

Fleet Patching and Provisioning Server Auditing

The Fleet Patching and Provisioning Server records the execution of all Fleet Patching
and Provisioning operations, and also records whether those operations succeeded or
failed.

An audit mechanism enables administrators to query the audit log in a variety of
dimensions, and also to manage its contents and size.

Fleet Patching and Provisioning Notifications

The Fleet Patching and Provisioning Server is the central repository for the software
homes available to the data center. Therefore, it is essential for administrators
throughout the data center to be aware of changes to the inventory that may impact
their areas of responsibility.

You can create subscriptions to image series events. Fleet Patching and Provisioning
notifies a subscribed role or number of users by email of any changes to the images
available in the series, including addition or removal of an image. Each series may
have a unique group of subscribers.

Also, when a working copy of a gold image is added to or deleted from a target, the
owner of the working copy and any additional users can be notified by email. If you
want to enable notifications for additional Fleet Patching and Provisioning events, you
can create a user-defined action as described in the next section.

Fleet Patching and Provisioning Implementation

Implementing Fleet Patching and Provisioning involves creating a Fleet Patching and
Provisioning Server, adding gold images to the server, and creating working copies of
gold images to provision software.
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After you install and configure Oracle Clusterware, you can configure and start using
Fleet Patching and Provisioning. You must create a Fleet Patching and Provisioning
Server where you create and store gold images of database and other software
homes.

Creating a Fleet Patching and Provisioning Server

ORACLE

The Fleet Patching and Provisioning Server uses a repository that you create in an
Oracle ACFS file system in which you store all the software homes that you want to
make available to clients and targets.

To create a Fleet Patching and Provisioning Server:

1. Use the Oracle ASM configuration assistant (ASMCA) to create an Oracle ASM
disk group on the Fleet Patching and Provisioning Server to store software, as
follows:

$ Gid_hone/ bin/asnta

Because this disk group is used to store software, Oracle recommends a minimum
of 50 GB for this disk group.

# Note:

You must set Oracle ASM Dynamic Volume Manager (Oracle ADVM)
compatibility settings for this disk group to 12. 1.

2. Provide a mount path that exists on all nodes of the cluster. The Fleet Patching
and Provisioning Server uses this path to mount gold images.

$ nkdir -p storage_path/images
3. Asroot, create the Fleet Patching and Provisioning Server resource, as follows:

# Grid_hone/bin/srvctl add rhpserver -storage storage path
-di skgroup di sk_group_nanme

4. Start the Fleet Patching and Provisioning Server, as follows:

$ Gid_hone/bin/srvctl start rhpserver

After you start the Fleet Patching and Provisioning Server, use the Fleet Patching and
Provisioning Control (RHPCTL) utility to further manage Fleet Patching and
Provisioning.

Related Topics
*  Oracle Automatic Storage Management Administrator's Guide

*  Fleet Patching and Provisioning Control (RHPCTL) Command Reference
Use the Fleet Patching and Provisioning Control (RHPCTL) utility to manage Fleet
Patching and Provisioning in your cluster.
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»  Server Control (SRVCTL) Command Reference
Use the Server Control (SRVCTL) utility to manage various components and
applications in your cluster.

Adding Gold Images to the Fleet Patching and Provisioning Server

ORACLE

Use RHPCTL to add gold images for later provisioning of software.

The Fleet Patching and Provisioning Server stores and serves gold images of software
homes. These images must be instantiated on the Fleet Patching and Provisioning
Server.

# Note:

Images are read-only, and you cannot run programs from them. To create a
usable software home from an image, you must create a working copy of a
gold image. You cannot directly use images as software homes. You can,
however, use images to create working copies (software homes).

You can import software to the Fleet Patching and Provisioning Server using any one
of the following methods:

e You can import an image from an installed home on the Fleet Patching and
Provisioning Server using the following command:

rhpctl inport image -image image name -path path_to_installed_hone
[-imaget ype ORACLEDBSOFTWARE | ORACLEG SOFTWARE | ORACLEGGSOFTWARE |
SOFTWARE]

* You can import an image from an installed home on a Fleet Patching and
Provisioning Client, using the following command run from the Fleet Patching and
Provisioning Client:

rhpctl inport image -image inmage name -path path _to installed hone

* You can create an image from an existing working copy using the following
command:

rhpctl add inmage -image image_nane -wor ki ngcopy wor ki ng_copy_name

Use the first two commands in the preceding list to seed the image repository, and to
add additional images over time. Use the third command on the Fleet Patching and
Provisioning Server as part of the workflow for creating a gold image that includes
patches applied to a pre-existing gold image.

The preceding three commands also create an Oracle ACFS file system in the Fleet
Patching and Provisioning root directory, similar to the following:

[ u01/rhp/images/ i mages/ RDBMS 121020617524
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Related Topics

» Patching Oracle Database Software
To patch an Oracle database, you move the database home to a new home, which
includes the patches you want to implement.

* RHPCTL Command Reference
This section describes RHPCTL command usage information, and lists and
describes RHPCTL commands.

You can set the state of an image to TESTABLE or RESTRI CTED so that only users with
the GH_IMG_TESTABLE or GH_IMG_RESTRICT roles can provision working copies
from this image. Once the image has been tested or validated, you can change the
state and make the image available for general use by running the rhpct| pronote

i mage -image i mage_name -state PUBLI SHED command. The default image state is
PUBLI SHED when you add a new gold image, but you can optionally specify a different
state with the rhpct| add image and rhpct!l inport image commands.

An image series is a convenient way to group different gold images into a logical
sequence.

Fleet Patching and Provisioning treats each image as an independent entity with
respect to other images. No relationship is assumed between images, even if they
follow some specific nomenclature. The image administrator may choose to name
images in a logical manner that makes sense to the user community, but this does not
create any management grouping within the Fleet Patching and Provisioning
framework.

Use the rhpct| add seri es command to create an image series and associate one or
more images to this series. The list of images in an image series is an ordered list.
Use therhpct! insertinmage series andrhpct! del etei mage series to add and
delete images in an image series. You can also change the order of images in a series
using these commands.

The i nsertimage and del et ei mage commands do not instantiate or delete actual gold
images but only change the list. Also, an image can belong to more than one series (or
no series at all).

When you add or import a gold image, you must specify an image type.

Oracle Clusterware provides the following built-in base image types:

ORACLEDBSOFTWARE
ORACLEGISOFTWARE
ORACLEGGSOFTWARE
SOFTWARE

Every gold image must have an image type, and you can create your own image
types. A new image type must be based on one of the built-in types. The image type
directs Fleet Patching and Provisioning to apply its capabilities for managing Oracle
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Grid Infrastructure and Oracle Database homes. Fleet Patching and Provisioning also
uses image type to organize the custom workflow support framework.

Creating a Custom Image Type
Use the rhpct| add i nmaget ype command to create custom image types.

For example, to create an image type called DBTEST, which is based on the
ORACLEDBSOFTWARE image type:

$ rhpctl add i magetype -inmagetype DBTEST -basetype ORACLEDBSOFTWARE

" Note:

When you create an image type that is based on an existing image type, the
new image type does not inherit any user actions (for custom workflow
support) from the base type.

Provisioning Copies of Gold Images

Use RHPCTL to provision copies of gold images to Fleet Patching and Provisioning
Servers, Clients, and targets.

After you create and import a gold image, you can provision software by adding a copy
of the gold image (called a working copy) on the Fleet Patching and Provisioning
Server, on a Fleet Patching and Provisioning Client, or a target. You can run the
software provisioning command on either the Server or a Client.

* To create a working copy on the Fleet Patching and Provisioning Server:

$ rhpctl add workingcopy -worki ngcopy worki ng_copy_nane -image
i mge_name

* To create a working copy in a local file system on a Fleet Patching and
Provisioning Client:

$ rhpctl add workingcopy -worki ngcopy worki ng_copy_nane -image
i mage_name
-storagetype LOCAL -path path_to_software_hone

e To create a working copy on a Fleet Patching and Provisioning Client from the
Fleet Patching and Provisioning Server:

$ rhpct! add worki ngcopy -worki ngcopy worki ng_copy_nane -i mage

i mage_name
-client client_cluster name
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# Note:

«  The directory you specify in the - pat h parameter must be empty.

e You can re-run the provisioning command in case of an interruption or
failure due to system or user errors. After you fix the reported errors, re-
run the command and it will resume from the point of failure.

Related Topics

e Storage Options for Provisioned Software
Choose one of three storage options where Fleet Patching and Provisioning stores
working copies of gold images.

User Group Management in Fleet Patching and Provisioning

ORACLE

When you create a working copy of a gold image as part of a move or upgrade
operation, Fleet Patching and Provisioning configures the operating system groups in
the new working copy to match those of the source software home (either the
unmanaged or the managed home from which you move or upgrade).

When you create a gold image of SOFTWARE image type, any user groups in the
source are not inherited and images of this type never contain user group information.
When you provision a working copy from a SOFTWARE gold image using the r hpct |
add wor ki ngcopy command, you can, optionally, configure user groups in the working
copy using the - gr oups parameter.

The rhpct| nove dat abase, rhpct! nove gi hone, rhpctl upgrade dat abase, and
rhpct! upgrade gi home commands all require you to specify a source home (either
an unmanaged home or a managed home (working copy) that you provisioned using
Fleet Patching and Provisioning), and a destination home (which must be a working

copy).

When you have provisioned the destination home using the rhpct| add wor ki ngcopy
command, prior to performing a move or upgrade operation, you must ensure that the
groups configured in the source home match those in the destination home. Fleet
Patching and Provisioning configures the groups as part of the add operation.

When you create a gold image of either the ORACLEGISOFTWARE or the
ORACLEDBSOFTWARE image type from a source software home (using the r hpct |

i nport i mage command) or from a working copy (using the rhpct| add i nage
command), the gold image inherits the Oracle user groups that were configured in the
source. You cannot override this feature.

You can define user groups for ORACLEGISOFTWARE and ORACLEDBSOFTWARE
working copies using the rhpct| add wor ki ngcopy command, depending on the
image type and user group, as discussed in the subsequent sections.

This section describes how Fleet Patching and Provisioning manages user group
configuration, and how the - gr oups command-line option of rhpct| add wor ki ngcopy
functions.
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ORACLEGISOFTWARE (Oracle Grid Infrastructure 11g release 2 (11.2), and 12¢
release 1 (12.1) and release 2 (12.2))

When you provision an Oracle Grid Infrastructure working copy of a gold image, the
groups are set in the working copy according to the type of provisioning (whether
regular provisioning or software only, and with or without the -1 ocal parameter), and
whether you specify the - gr oups parameter with rhpct| add wor ki ngcopy. You can
define OSDBA and OSASM user groups in Oracle Grid Infrastructure software with
either the - sof t war eonl y command parameter or by using a response file with the
rhpct! add wor ki ngcopy command.

If you are provisioning only the Oracle Grid Infrastructure software using the -

sof t war eonl y command parameter, then you cannot use the - gr oups parameter, and
Fleet Patching and Provisioning obtains OSDBA and OSASM user group information
from the active Grid home.

If you use the -1 ocal command parameter (which is only valid when you use the -
sof t war eonl y command parameter) with rhpct| add wor ki ngcopy, then Fleet
Patching and Provisioning takes the values of the groups from the command line
(using the - gr oups parameter) or uses the default values, which Fleet Patching and
Provisioning obtains from the osdbagr p binary of the gold image.

If none of the preceding applies, then Fleet Patching and Provisioning uses the
installer default user group.

If you are provisioning and configuring a working copy using information from a
response file, then Fleet Patching and Provisioning:

1. Uses the value of the user group from the command line, if provided, for OSDBA
or OSASM, or both.

2. If you provide no value on the command line, then Fleet Patching and Provisioning
retrieves the user group information defined in the response file.

If you are defining the OSOPER Oracle group, then, again, you can either use the -
sof t war eonl y command parameter or use a response file with the r hpct| add
wor ki ngcopy command.

If you use the - sof t war eonl y command parameter, then you can provide the value on
the command line (using the - gr oups parameter) or leave the user group undefined.

If you are provisioning and configuring a working copy of a gold image using
information from a response file, then you can provide the value on the command line,
use the information contained in the response file, or leave the OSOPER Oracle group
undefined.

ORACLEDBSOFTWARE (Oracle Database 11g release 2 (11.2), and 12c release 1
(12.1) and release 2 (12.2))

If you are provisioning a working copy of Oracle Database software and you want to
define Oracle groups, then use the - gr oups command parameter with the r hpct!| add
wor ki ngcopy command. Oracle groups available in the various Oracle Database
releases are as follows:

e Oracle Database 119 release 2 (11.2)

OSDBA
OSOPER
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e Oracle Database 12c release 1 (12.1)

OSDBA
OSOPER
OSBACKUP
OSDG
OSKM

*  Oracle Database 12c release 2 (12.2)

OSDBA
OSOPER
OSBACKUP
OSDG
OSKM
OSRAC

Regardless of which of the preceding groups you are defining (except for OSOPER),
Fleet Patching and Provisioning takes the values of the groups from the command line
(using the - gr oups parameter) or uses the default values, which Fleet Patching and
Provisioning obtains from the osdbagr p binary of the gold image.

If any group picked up from the osdbagr p binary is not in the list of groups to which the
database user belongs (given by the i d command), then Fleet Patching and
Provisioning uses the installer default user group. Otherwise, the database user is the
user running the rhpct| add wor ki ngcopy command.

Storage Options for Provisioned Software

ORACLE

Choose one of three storage options where Fleet Patching and Provisioning stores
working copies of gold images.

When you provision software using the rhpct| add wor ki ngcopy command, you can
choose from three storage options where Fleet Patching and Provisioning places that
software:

e In an Oracle ACFS shared file system managed by Fleet Patching and
Provisioning (for database homes only)

e In alocal file system not managed by Fleet Patching and Provisioning

Using the rhpct| add wor ki ngcopy command with the —st or aget ype and —pat h
parameters, you can choose where you store provisioned working copies. The
applicability of the parameters depends on whether the node (or nodes) to which you
are provisioning the working copy is a Fleet Patching and Provisioning Server, Fleet
Patching and Provisioning Client, or a non-Fleet Patching and Provisioning client. You
can choose from the following values for the —st r or aget ype parameter:

*  RHP_MANAGED: Choosing this value, which is available for Fleet Patching and
Provisioning Servers and Fleet Patching and Provisioning Clients, stores working
copies in an Oracle ACFS shared file system. The —pat h parameter is not used
with this option because Fleet Patching and Provisioning manages the storage
option.
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Notes:

— You cannot store Oracle Grid Infrastructure homes in RHP_MANAGED
storage.

— Oracle recommends using the RHP_MANAGED storage type, which is
available on Fleet Patching and Provisioning Servers, and on Clients
configured with an Oracle ASM disk group.

— If you provision working copies on a Fleet Patching and Provisioning
Server, then you do not need to specify the - st or aget ype option
because it will default to RHP_MANAGED.

— If you choose to provision working copies on a Fleet Patching and
Provisioning Client, and you do not specify the - pat h parameter,
then the storage type defaults to RHP_MANAGED only if there is an
Oracle ASM disk group on the client. Otherwise the command will
fail. If you specify a location on the client for the - pat h parameter,
then the storage type defaults to LOCAL with or without an Oracle
ASM disk group.

e LOCAL: Choosing this value stores working copies in a local file system that is not
managed by Fleet Patching and Provisioning. You must specify a path to the file
system on the Fleet Patching and Provisioning Server, Fleet Patching and
Provisioning Client, or non-Fleet Patching and Provisioning client, or to the Oracle
ASM disk group on the Fleet Patching and Provisioning Client.

In cases where you specify the —pat h parameter, if the file system is shared among all
of the nodes in the cluster, then the working copy gets created on this shared storage.
If the file system is not shared, then the working copy gets created in the location of
the given path on every node in the cluster.

# Note:

The directory you specify in the - pat h parameter must be empty.

Related Topics

*  rhpctl add workingcopy
Creates a working copy on a client cluster.

Provisioning for a Different User

ORACLE

If you want a different user to provision software other than the user running the
command, then use the - user parameter of the rhpct! add wor ki ngcopy command.

When the provisioning is completed, all files and directories of the provisioned
software are owned by the user you specified. Permissions on files on the remotely
provisioned software are the same as the permissions that existed on the gold image
from where you provisioned the application software.
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Propagating Images Between Fleet Patching and Provisioning Servers

With automatic image propagation, you can set up automated copies of software
images across different peer Fleet Patching and Provisioning Servers. Gold images
that you register at one site are copied to peer Fleet Patching and Provisioning
Servers.

In a peer-to-peer relationship between two Fleet Patching and Provisioning Servers,
one server is the source for software images and the other is the destination for
software images.

The criteria for copying software images between servers can be based on certain
policies, such as software image type, image series, or all software images. When you
register an image that meets the criteria for software image propagation, a copy of this
image propagates to all registered peer servers.

The following example procedure establishes a relationship between two Fleet
Patching and Provisioning Server sites, RHPS- A and RHPS- B, where RHPS- A is the
source and RHPS- B is the destination for software images.

1. Run the following command on RHPS- B:

$ rhpctl export server -server RHPS-A -serverdata file_path

The preceding command creates a file named RHPS- B. xnl in the directory path
you specify for the - server dat a parameter.

2. Run the following command to register a peer server to the current Fleet Patching
and Provisioning Server:

$ rhpct! register server -server RHPS-B -serverdata /tnp/ RHPS-B. xni

The preceding command copies the RHPS- B. xm file that was created in the
previous step to a location on the server where you run the command, which
is / t mp/ RHPS- B. xm , in this case.

The cluster in which you run the preceding command is the source site, and the
server that you specify on the command line is the destination site to which
software images are copied.

Use the rhpct| unregi ster server command to remove the peer-to-peer
relationship.

3. Run the following command on RHPS- B to propagate software images from RHPS- A
to RHPS- B:

$ rhpctl instantiate imge -server RHPS-A -all

The preceding command propagates all images from RHPS- A to RHPS- B. If an
image already exists on RHPS- B, then it is not propagated again.
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# Note:

Propagation of images is based on the image name. RHPCTL does not
compare the content of the images, themselves, to determine whether
they are different. If an image you want to propagate has a non-unique
name, then RHPCTL assumes that the images are identical and does
not propagate the image.

Use the rhpct| uninstantiate i mage command to cancel the propagation of a
particular image. Any propagation already in progress is not affected by this
command, and will continue until complete. The -al | parameter removes any
values for the - i naget ype and - seri es parameters.

Related Topics

e rhpctl export server

e rhpctl register server

e rhpctl unregister server
e rhpctl instantiate image

e rhpctl uninstantiate image

Oracle Grid Infrastructure Management

The Fleet Patching and Provisioning Server provides an efficient and secure platform
for the distribution of Oracle Grid Infrastructure homes to targets and Fleet Patching
and Provisioning Clients.

Also, Fleet Patching and Provisioning Clients have the ability to fetch Oracle Grid
Infrastructure homes from the Fleet Patching and Provisioning Server.

Oracle Grid Infrastructure homes are distributed in the form of working copies of gold
images. After a working copy has been provisioned, Fleet Patching and Provisioning
can optionally configure Oracle Grid Infrastructure. This gives Fleet Patching and
Provisioning the ability to create an Oracle Grid Infrastructure installation on a group of
one or more nodes that initially do not have Oracle Grid Infrastructure installed.

Fleet Patching and Provisioning also has commands for managing Oracle Grid
Infrastructure homes, such as switching to a patched home or upgrading to a new
Oracle Grid Infrastructure version. These are both single commands that orchestrate
the numerous steps involved. Reverting to the original home is just as simple. Also,
Fleet Patching and Provisioning can add or delete nodes from an Oracle Grid
Infrastructure configuration.

About Deploying Oracle Grid Infrastructure Using Fleet Patching and
Provisioning (FPP)

ORACLE

Fleet Patching and Provisioning (FPP) is a software lifecycle management method for
provisioning and maintaining Oracle homes. Fleet Patching and Provisioning enables
mass deployment and maintenance of standard operating environments for
databases, clusters, and user-defined software types.
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# Note:

Starting with Oracle Grid Infrastructure 19c, the feature formerly known as
Rapid Home Provisioning (RHP) is now Fleet Patching and Provisioning
(FPP).

Fleet Patching and Provisioning enables you to install clusters, and provision, patch,
scale, and upgrade Oracle Grid Infrastructure, Oracle Restart, and Oracle Database
homes. The supported versions are 11.2, 12.1, 12.2, 18c, and 19c. You can also
provision applications and middleware using Fleet Patching and Provisioning.

Fleet Patching and Provisioning is a service in Oracle Grid Infrastructure that you can
use in either of the following modes:

Central Fleet Patching and Provisioning Server

The Fleet Patching and Provisioning Server stores and manages standardized
images, called gold images. Gold images can be deployed to any number of
nodes across the data center. You can create new clusters and databases on the
deployed homes and can use them to patch, upgrade, and scale existing
installations.

The Fleet Patching and Provisioning Server can manage the following types of
installations:

— Software homes on the cluster hosting the Fleet Patching and Provisioning
Server itself.

— Fleet Patching and Provisioning Clients running Oracle Grid Infrastructure 12c
Release 2 (12.2), 18c, and 19c.

— Installations running Oracle Grid Infrastructure 11g Release 2 (11.2) and 12c
Release 1 (12.1).

— Installations running without Oracle Grid Infrastructure.

The Fleet Patching and Provisioning Server can provision new installations and
can manage existing installations without requiring any changes to the existing
installations. The Fleet Patching and Provisioning Server can automatically share
gold images among peer servers to support enterprises with geographically
distributed data centers.

Fleet Patching and Provisioning Client

The Fleet Patching and Provisioning Client can be managed from the Fleet
Patching and Provisioning Server, or directly by executing commands on the client
itself. The Fleet Patching and Provisioning Client is a service built into the Oracle
Grid Infrastructure and is available in Oracle Grid Infrastructure 12c Release 2
(12.2) and later releases. The Fleet Patching and Provisioning Client can retrieve
gold images from the Fleet Patching and Provisioning Server, upload new images
based on the policy, and apply maintenance operations to itself.

Fleet Patching and Provisioning

Deploying Oracle software using Fleet Patching and Provisioning has the following
advantages:

Ensures standardization and enables high degrees of automation with gold images
and managed lineage of deployed software.
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*  Minimizes downtime by deploying new homes as images (called gold images) out-
of-place, without disrupting active databases or clusters.

»  Simplifies maintenance by providing automatons which are invoked with a simple,
consistent AP| across database versions and deployment models.

* Reduces maintenance risk with built-in validations and a “dry run” mode to test the
operations.

» Enables you to resume or restart the commands in the event of an unforeseen
issue, reducing the risk of maintenance operations.

* Minimizes and often eliminates the impact of patching and upgrades, with features
that include:

— Zero-downtime database upgrade with fully automated upgrade, executed
entirely within the deployment without requiring any extra nodes or external
storage.

— Adaptive management of database sessions and OJVM during rolling
patching.

— Options for management of consolidated deployments.

*  The deployment and maintenance operations enable customizations to include
environment-specific actions into the automated workflow.

Related Topics

*  Oracle Clusterware Administration and Deployment Guide

¢ See Also:

Oracle Clusterware Administration and Deployment Guide for information
about setting up the Fleet Patching and Provisioning Server and Client, and
for creating and using gold images for provisioning and patching Oracle Grid
Infrastructure and Oracle Database homes.

Provisioning Oracle Grid Infrastructure Software

ORACLE

Fleet Patching and Provisioning has several methods to provision and, optionally,
configure Oracle Grid Infrastructure and Oracle Restart grid infrastructure homes.

Fleet Patching and Provisioning can provision and configure Oracle Grid Infrastructure
on one or more nodes that do not currently have a Grid home, and then configure
Oracle Grid Infrastructure to form a single-node or multi-node Oracle Grid
Infrastructure installation.

Use the rhpct| add wor ki ngcopy command to install and configure Oracle Grid
Infrastructure, and to enable simple and repeatable creation of standardized
deployments.

The Fleet Patching and Provisioning Server can also provision an Oracle Grid
Infrastructure home to a node or cluster that is currently running Oracle Grid
Infrastructure. The currently running Grid home can be a home that Fleet Patching and
Provisioning did not provision (an unmanaged home) or a home that Fleet Patching
and Provisioning did provision (a managed home).

You can also provision an Oracle Restart grid infrastructure to a node in the cluster.

5-29



Chapter 5
Oracle Grid Infrastructure Management

In either case, use the - sof t war eonl y parameter of the rhpct| add wor ki ngcopy
command. This provisions but does not activate the new Grid home, so that when you
are ready to switch to that new home, you can do so with a single command.

e Toinform Fleet Patching and Provisioning the nodes on which to install Oracle
Grid Infrastructure, and to configure Oracle Grid Infrastructure, you provide
directions in a response file, as in the following example:

$ rhpct! add worki ngcopy -workingcopy G _HOVE 11204_WCPY -i mage
G _HOME 11204 -responsefile /u0l/app/rhpinfo/d _11204 install.txt
{aut henti cati on_opti on}

The preceding command provisions the G _HOVE_11204_WCPY working copy based
on the @ HOME_ 11204 gold image to a target specified in the

G 11204 install.txt response file. In addition to identifying the target nodes,
the response file specifies information about the Oracle Grid Infrastructure
configuration, such as Oracle ASM and GNS parameters.

# Note:

The oracle.install.crs.rootconfig. executeRoot Scri pt=xxx
response file parameter is overridden and always set to f al se for Fleet
Patching and Provisioning, regardless of what you specify in the
response file.

e To provision an Oracle Grid Infrastructure home to a node or cluster that is
currently running Oracle Grid Infrastructure:

$ rhpctl add workingcopy -workingcopy G _HOVE 12201 PATCHED WCPY -i mage
G _HOME 12201 PSUL —client CLUST 002 -softwareonly

The preceding command provisions a new working copy based on the

G _HOWVE 12201 PSUL gold image to the Fleet Patching and Provisioning Client
(that is running Oracle Grid Infrastructure 12c¢ release 2 (12.2)) named CLUST_002.
When you provision to a target that is not running Oracle Grid Infrastructure 12¢
release 2 (12.2) (such as, a target running Oracle Grid Infrastructure 12c release 1
(12.1) or Oracle Grid Infrastructure 119 release 2 (11.2)), use the -t ar get node
parameter instead of - cl i ent .

»  Specify a target node on which you want to provision an Oracle Restart grid
infrastructure, as follows:

$ rhpct! add worki ngcopy -workingcopy SIHA G -inmage gol di mage -
targetnode renote_node_nane -resposnefile Oracle_Restart _resposne file
{aut henti cation_option}

Related Topics

e Authentication Options for Fleet Patching and Provisioning Operations
Some RHPCTL commands show authentication choices as an optional parameter.
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Patching Oracle Grid Infrastructure Software

Fleet Patching and Provisioning provides three methods to patch Oracle Grid
Infrastructure software homes: rolling, non-rolling, and in batches.

Patching Oracle Grid Infrastructure software involves moving the Grid home to a
patched version of the current Grid home. When the patching operation is initiated by
a Fleet Patching and Provisioning Server or Client, the patched version must be a
working copy of a gold image. The working copy to which you are moving the Grid
home can be at a lower patch level than the current home. This facilitates rollback if
any problems occur after moving to the higher-level patched home.

You can also perform this operation using the independent automaton in an
environment where no Fleet Patching and Provisioning Server is present. In this case,
the source and destination homes are not working copies of gold images, but are two
installed homes that you deployed with some method other than using Fleet Patching
and Provisioning.

This section includes the following topics:

» Patching Oracle Grid Infrastructure Using the Rolling Method

» Patching Oracle Grid Infrastructure Using the Non-Rolling Method

» Patching Oracle Grid Infrastructure Using Batches

» Combined Oracle Grid Infrastructure and Oracle Database Patching
Related Topics

* rhpctl add workingcopy

*  rhpctl move gihome

Patching Oracle Grid Infrastructure Using the Rolling Method

ORACLE

The rolling method for patching Oracle Grid Infrastructure is the default method.

You use therhpct| nove gi home command (an atomic operation), which returns after
the Oracle Grid Infrastructure stack on each node has been restarted on the new
home. Nodes are restarted sequentially, so that only one node at a time will be offline,
while all other nodes in the cluster remain online.

*  Move the Oracle Grid Infrastructure home to a working copy of the same release
level, as follows:

$ rhpctl nove gihome -client cluster_name —sourcewc Gid_honme_1 —destwe
Gid_hone 2

The preceding command moves the running Oracle Grid Infrastructure home from
the current managed home (the sour cewc) to the patched home (dest we) on the
specific client cluster. The patched home must be provisioned on the client.

» If the move operation fails at some point before completing, then you can rerun the
operation by running the command again and the operation will resume where it
left off. This enables you to fix whatever problem caused the failure and resume
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processing from the point of failure. Or you can undo the partially completed
operation and return the configuration to its initial state, as follows:

$ rhpctl nmove gi home -destwc destination_workingcopy name -revert
[authentication_option]

You can use the -revert parameter with an un-managed home.

¢ Notes:

* You cannot move the Grid home to a home that Fleet Patching and
Provisioning does not manage. Therefore, rollback (to the original home)
applies only to moves between two working copies. This restriction does
not apply when using the independent automaton since it operates on
unmanaged homes only.

¢ You can delete the source working copy at any time after moving a Grid
home. Once you delete the working copy, however, you cannot perform
a rollback. Also, use the rhpct| del et e wor ki ngcopy command (as
opposed to r m for example) to remove the source working copy to keep
the Fleet Patching and Provisioning inventory correct.

e If you use the - abort parameter to terminate the patching operation,
then Fleet Patching and Provisioning does not clean up or undo any of
the patching steps. The cluster, databases, or both may be in an
inconsistent state because all nodes are not patched.

Patching Oracle Grid Infrastructure Using the Non-Rolling Method

You can use the - nonrol | i ng parameter with the rhpct| nove gi home command,
which restarts the Oracle Grid Infrastructure stack on all nodes in parallel.

As with the rolling method, this is an atomic command which returns after all nodes are
online.

e Use the following command to patch Oracle Grid Infrastructure in an non-rolling
fashion:

$ rhpctl nove gihome -client cluster_name —sourcewc Grid_home_ 1 —destwec
Gid_home_2 -nonrolling

Patching Oracle Grid Infrastructure Using Batches

ORACLE

The third patching method is to sequentially process batches of nodes, with a number
of nodes in each batch being restarted in parallel.

This method maximizes service availability during the patching process. When you
patch Oracle Grid Infrastructure 12c¢ release 2 (12.2.x) software homes, you can define
the batches on the command line or choose to have Fleet Patching and Provisioning
generate the list of batches based on its analysis of the database services running in
the cluster.

There are two methods for defining batches:
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» User-Defined Batches

* Fleet Patching and Provisioning-Defined Batches

User-Defined Batches

When you use this method of patching, the first time you run the rhpct| move gi hone
command, you must specify the source home, the destination home, the batches, and
other options, as needed. The command terminates after the first node restarts.

To patch Oracle Grid Infrastructure using batches that you define:

1. Define a list of batches on the command line and begin the patching process, as in
the following example:

$ rhpctl nove gi home -sourcewc wel -destwe we2 -batches "(nl), (n2,n3),
(n4)"

The preceding command example initiates the move operation, and terminates
and reports successful when the Oracle Grid Infrastructure stack restarts in the
first batch. Oracle Grid Infrastructure restarts the batches in the order you
specified in the - bat ches parameter.

In the command example, node nl forms the first batch, nodes n2 and n3 form the
second batch, and node n4 forms the last batch. The command defines the source
working copy as wel and the patched (destination) working copy as wc2.

¢ Notes:

You can specify batches such that singleton services (policy-managed
singleton services or administrator-managed services running on one
instance) are relocated between batches and non-singleton services
remain partially available during the patching process.

2. You must process the next batch by running the rhpct| nove gi home command,
again, as follows:

$ rhpctl move gihome -destwe wc2 -continue

The preceding command example restarts the Oracle Grid Infrastructure stack on
the second batch (nodes n2 and n3). The command terminates by reporting that
the second batch was successfully patched.

3. Repeat the previous step until you have processed the last batch of nodes. If you
attempt to run the command with the - cont i nue parameter after the last batch has
been processed, then the command returns an error.

If the rhpct| move gi home command fails at any time during the above sequence,
then, after determining and fixing the cause of the failure, rerun the command with
the - cont i nue option to attempt to patch the failed batch. If you want to skip the
failed batch and continue with the next batch, use the - conti nue and - ski p
parameters. If you attempt to skip over the last batch, then the move operation is
terminated.
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Alternatively, you can reissue the command using the -revert parameter to undo
the changes that have been made and return the configuration to its initial state.

You can use the - abort parameter instead of the - cont i nue parameter at any
point in the preceding procedure to terminate the patching process and leave the
cluster in its current state.

¢ Notes:

e Policy-managed services hosted on a server pool with one active
server, and administrator-managed services with one preferred
instance and no available instances cannot be relocated and will go
OFFLINE while instances are being restarted.

e If a move operation is in progress, then you cannot initiate another
move operation from the same source home or to the same
destination home.

< After the move operation has ended, services may be running on
nodes different from the ones they were running on before the move
and you will have to manually relocate them back to the original
instances, if necessary.

e Ifyou use the - abort parameter to terminate the patching operation,
then Fleet Patching and Provisioning does not clean up or undo any
of the patching steps. The cluster, databases, or both may be in an
inconsistent state because all nodes are not patched.

« Depending on the start dependencies, services that were offline
before the move began could come online during the move.

Fleet Patching and Provisioning-Defined Batches

Using Fleet Patching and Provisioning to define and patch batches of nodes means
that you need only run one command, as shown in the following command example,
where the source working is wel and the destination working copy is wc2:

$ rhpctl move gihome -sourcewc wcl -destwe we2 -smartnove -saf Z+ [-eval]

There is no need for you to do anything else unless you used the - separ at e
parameter with the command. In that case, the move operation waits for user
intervention to proceed to the next batch, and then you will have to run the command
with the - cont i nue parameter after each batch completes.

If the move operation fails at some point before completing, then you can either rerun
the operation by running the command again, or you can undo the partially completed
operation, as follows:

$ rhpctl nove gihone -destwe destination_workingcopy_name -revert
[aut hentication_option]

You can use the -revert parameter with an un-managed home.

The parameters used in the preceding example are as follows:
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* -smartnove: This parameter restarts the Oracle Grid Infrastructure stack on
disjoint sets of nodes so that singleton resources are relocated before Oracle Grid
Infrastructure starts.

# Note:

If the server pool to which a resource belongs contains only one active
server, then that resource will go offline as relocation cannot take place.

The - smar t nove parameter:
— Creates a map of services and nodes on which they are running.

— Creates batches of nodes. The first batch will contain only the Hub node, if the
configuration is an Oracle Flex Cluster. For additional batches, a node can be
merged into a batch if:

*  The availability of any non-singleton service, running on this node, does
not go below the specified service availability factor (or the default of
50%).

*  There is a singleton service running on this node and the batch does not
contain any of the relocation target nodes for the service.
— Restarts the Oracle Grid Infrastructure stack batch by batch.

* Service availability factor (- saf Z+): You can specify a positive number, as a
percentage, that will indicate the minimum number of database instances on which
a database service must be running. For example:

If you specify - saf 50 for a service running on two instances, then only one
instance can go offline at a time.

— If you specify - saf 50 for a service running on three instances, then only one
instance can go offline at a time.

— If you specify - saf 75 for a service running on two instances, then an error
occurs because the target can never be met.

— The service availability factor is applicable for services running on at least two
instances. As such, the service availability factor can be 0% to indicate a non-
rolling move, but not 100%. The default is 50%.

— If you specify a service availability factor for singleton services, then the
parameter will be ignored because the availability of such services is 100%
and the services will be relocated.

* -eval : You can optionally use this parameter to view the auto-generated batches.
This parameter also shows the sequence of the move operation without actually
patching the software.

Related Topics

*  rhpctl move gihome
Moves the Oracle Grid Infrastructure software stack from one home to another.
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Combined Oracle Grid Infrastructure and Oracle Database Patching

ORACLE

When you patch an Oracle Grid Infrastructure deployment, Fleet Patching and
Provisioning enables you to simultaneously patch the Oracle Database homes on the
cluster, so you can patch both types of software homes in a single maintenance
operation.

# Note:

You cannot patch both Oracle Grid Infrastructure and Oracle Database in
combination, with the independent automaton.

The following optional parameters of the r hpct| move gi hone command are relevant
to the combined Oracle Grid Infrastructure and Oracle Database patching use case:

e -auto: Automatically patch databases along with patching Oracle Grid
Infrastructure

- dbhomes mappi ng_of _Oracl e_hones: Mapping of source and destination working
copies in the following format:

sour cewcl=destwcl, ..., source_oracl e_honme_pat h=dest wcN

-dbli st db_nane_list: Patch only the specified databases

e -excludedblist db_name_list: Patch all databases except the specified
databases

e -nodat apat ch: Indicates that dat apat ch is not be run for databases being moved

As an example, assume that a Fleet Patching and Provisioning Server with Oracle
Grid Infrastructure 12c release 2 (12.2) has provisioned the following working copies
on an Oracle Grid Infrastructure 12c release 1 (12.1.0.2) target cluster which includes
the node t est _749:

e @ 121WC1: The active Grid home on the Oracle Grid Infrastructure 12c release 1
(12.1.0.2) cluster

G 121W2: A software-only Grid home on the Oracle Grid Infrastructure 12c release
1(12.1.0.2) cluster

e DB121WC1: An Oracle RAC 12c release 1 (12.1.0.2.0) database home running
database instances

e DB121025WCL: An Oracle RAC 12c release 1 (12.1.0.2.5) database home with no
database instances (this is the patched home)

e DB112WCL: An Oracle RAC 11g release 2 (11.2.0.4.0) database home running
database instances

e DB112045WC1: An Oracle RAC 11g release 2 (11.2.0.4.5) database home with no
database instances (this is the patched home)

Further assume that you want to simultaneously move

e Oracle Grid Infrastructure from working copy G 121WC1 to working copy G 121WC2
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* Oracle RAC Database db1 from working copy DB121WC1 to working copy
DB121025WC1

* Oracle RAC Database db2 in working copy DB112WC1 to working copy DB112045WC1

The following single command accomplishes the moves:

$ rhpctl move gihome -sourcewc G 121WC1 -destwe G 121WC2 -auto
-dbhonmes DB121WC1=DB121025WC1, DB112WC1=DB112045WC1 -t ar get node test_749
{aut henti cation_option}

" Notes:

< If you have an existing Oracle home that is not currently a working copy,
then specify the Oracle home path instead of the working copy name for
the source home. In the preceding example, if the Oracle home path for
an existing 12.1.0.2 home is / u01/ app/ prod/ 12. 1. 0. 2/ dbhonel, then
replace DB121WC1=DB121025WCL with / u01/ app/ prod/ 12. 1. 0. 2/
dbhonme1=DB121025WC1.

< If the move operation fails at some point before completing, then you can
either resolve the cause of the failure and resume the operation by
rerunning the command, or you can undo the partially completed
operation by issuing the following command, which restores the
configuration to its initial state:

$ rhpctl nove gi home -destwe G 121IWC2 -revert
{aut hentication_option}

In the preceding command example, the Oracle Grid Infrastructure 12c release 1
(12.1.0.2) Grid home moves from working copy G 121WC1 to working copy G 121WC2,
databases running on working copy DB121WC1 move to working copy DB121025WC1, and
databases running on working copy DB112WC1 move to working copy DB112045WCL.

For each node in the client cluster, RHPCTL:

1. Runs any configured pre-operation user actions for moving the Oracle Grid
Infrastructure (move gi home).

2. Runs any configured pre-operation user actions for moving the database working
copies (nove dat abase).

3. Stops services running on the node, and applies drain and disconnect options.

4. Performs the relevant patching operations for Oracle Clusterware and Oracle
Database.

5. Runs any configured post-operation user actions for moving the database working
copies (nove dat abase).

6. Runs any configured post-operation user actions for moving the Oracle Grid
Infrastructure working copy (move gi hone).
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Related Topics

* rhpctl move gihome
Moves the Oracle Grid Infrastructure software stack from one home to another.

Patching Oracle Grid Infrastructure Using Local-Mode Configuration

ORACLE

When you install Oracle Grid Infrastructure or when you upgrade an older version to
this current version, the Fleet Patching and Provisioning Server is configured
automatically in local mode.

The local-mode operation enables you to perform grid infrastructure and database
patching operations on the local cluster in a simplified environment without having to
register or deploy gold images. Deploy either the grid infrastructure or the database
patched home and run the patch operation using either the rhpct| nove gi home or
rhpct! nove dat abase command, specifying the source and destination paths instead
of working copy names.

# Note:

You must enable and start the Fleet Patching and Provisioning Server using
the following commands before you can use the local-mode patching
operation:

$ srvctl enable rhpserver
$ srvctl start rhpserver

To switch the Fleet Patching and Provisioning Server from local mode to the regular,
central mode (to manage remote targets), you must delete the current Fleet Patching
and Provisioning Server in local mode, as follows:

$ srvctl stop rhpserver
$ srvctl remove rhpserver

Proceed with the steps described in "Creating a Fleet Patching and Provisioning
Server" to create the central-mode Fleet Patching and Provisioning Server.

* The independent automaton for patching Oracle Grid Infrastructure performs all of
the steps necessary to switch from one home to another. Because the automaton
is not aware of gold images, moving the database requires two home paths, as
follows:

$ rhpctl nove gi home —sourcehone Oracl e_home_path -destinationhonme
Oracl e_honme_path

Use the following rhpct| nove gi home command parameters for the patching
operation:

e -node: If the home you are moving is an Oracle Grid Infrastructure home installed
on more than one node, then the default operation is a rolling update on all nodes.
To apply a patch to just one node, specify the name of that node with this
parameter.
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e -nonrolling: If the home you are moving is an Oracle Grid Infrastructure home
installed on more than one node, then the default operation is a rolling update on
all nodes. To patch all nodes in a nonrolling manner, use this parameter instead of
the - node parameter.

e -jgnorewcpat ches: By default, Fleet Patching and Provisioning will not perform
the move operation if the destination home is missing any patches present in the
source home. You can override this functionality by using this parameter, for
example, to move back to a previous source home if you must undo an update.

Related Topics

» Creating a Fleet Patching and Provisioning Server
The Fleet Patching and Provisioning Server uses a repository that you create in an
Oracle ACFS file system in which you store all the software homes that you want
to make available to clients and targets.

Error Prevention and Automated Recovery Options

ORACLE

Fleet Patching and Provisioning has error prevention and automated recovery options
to assist you during maintenance operations.

During maintenance operations, errors must be avoided whenever possible and, when
they occur, you must have automated recovery paths to avoid service disruption.

Error Prevention

Many RHPCTL commands include the - eval parameter, which you can use to run the
command and evaluate the current configuration without making any changes to
determine if the command can be successfully run and how running the command will
impact the configuration. Commands that you run using the - eval parameter run as
many prerequisite checks as possible without changing the configuration. If errors are
encountered, then RHPCTL reports them in the command output. After you correct
any errors, you can run the command again using - eval to validate the corrections.
Running the command successfully using —eval provides a high degree of confidence
that running the actual command will succeed.

You can test commands with the - eval parameter outside of any maintenance
window, so the full window is available for the maintenance procedure, itself.

Automated Recovery Options

During maintenance operations, errors can occur either in-flight (for example, partway
through either an rhpct| nove dat abase or rhpctl nove gi hone command) or after a
successful operation (for example, after an rhpct| nove dat abase command, you
encounter performance or behavior issues).

In-Flight Errors

Should in-flight errors occur during move operations:

e Correct any errors that RHPCTL report and rerun the command, which will resume
running at the point of failure.

If rerunning the command succeeds and the move operation has a post-operation
user action associated with it, then the user action is run. If there is a pre-operation
user action, however, then RHPCTL does not rerun the command.
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* Run a new move command, specifying only the destination from the failed move

(working copy or unmanaged home), an authentication option, if required, and use
the -revert parameter. This will restore the configuration to its initial state.

No user actions associated with the operation are run.

* Run a new move command, specifying only the destination from the failed move

(working copy or unmanaged home), an authentication option if required, and the -
abort parameter. This leaves the configuration in its current state. Manual
intervention is required at this point to place the configuration in a final state.

No user actions associated with the operation are run.
Post-Update Issues

Even after a successful move operation to a new database or Oracle Grid
Infrastructure home, you still may need to undo the change and roll back to the prior
home. You can do this by rerunning the command with the source and destination
homes reversed. This is, effectively, a fresh move operation performed without
reference to the previous move operation.

# Note:

For the independent automatons, the source and destination homes are
always unmanaged homes (those homes not provisioned by Fleet Patching
and Provisioning). When the move operation is run on a Fleet Patching and
Provisioning Server or Fleet Patching and Provisioning Client, the destination
home must be a managed home that was provisioned by Fleet Patching and
Provisioning.

Upgrading Oracle Grid Infrastructure Software

ORACLE

If you are using Fleet Patching and Provisioning, then you can use a single command
to upgrade an Oracle Grid Infrastructure home.

Fleet Patching and Provisioning supports upgrades to Oracle Grid Infrastructure 12¢
release 1 (12.1.0.2) from 11g release 2 (11.2.0.3 and 11.2.0.4). Upgrading to Oracle
Grid Infrastructure 12c release 2 (12.2.0.1) is supported from 11g release 2 (11.2.0.3
and 11.2.0.4) and 12c release 1 (12.1.0.2). The destination for the upgrade can be a
working copy of a gold image already provisioned or you can choose to create the
working copy as part of this operation.

As an example, assume that a target cluster is running Oracle Grid Infrastructure on
an Oracle Grid Infrastructure home that was provisioned by Fleet Patching and
Provisioning. This Oracle Grid Infrastructure home is 11g release 2 (11.2.0.4) and the
working copy is named accordingly.

After provisioning a working copy version of Oracle Grid Infrastructure 12c release 2
(12.2.0.1) (named GIOH12201 in this example), you can upgrade to that working copy
with this single command:

$ rhpctl upgrade gi hone -sourcewe G OHL1204 -destwe G OH12201

Fleet Patching and Provisioning is able to identify the cluster to upgrade based on the
name of the source working copy. If the target cluster was running on an unmanaged
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Oracle Grid Infrastructure home, then you would specify the path of the source home
rather than providing a source working copy name, and you must also specify the
target cluster.

# Note:

You can delete the source working copy at any time after completing an
upgrade. Once you delete the working copy, however, you cannot perform a
rollback. Also, use the rhpct| del et e wor ki ngcopy command (as opposed
to rm for example) to remove the source working copy to keep the Fleet
Patching and Provisioning inventory correct.

Oracle Database Software Management

The Fleet Patching and Provisioning Server provides an efficient and secure platform
for the distribution of Oracle Database Homes to targets and Fleet Patching and
Provisioning Clients.

Also, Fleet Patching and Provisioning Clients have the ability to fetch database homes
from the Fleet Patching and Provisioning Server.

Oracle Database homes are distributed in the form of working copies of gold images.
Database instances (one or more) can then be created on the working copy.

Fleet Patching and Provisioning also has commands for managing existing databases,
such as switching to a patched home or upgrading to a new database version. These
are both single commands which orchestrate the numerous steps involved. Reverting
to the original home is just as simple.

Provisioning a Copy of a Gold Image of a Database Home

ORACLE

Use the rhpct] add wor ki ngcopy command to provision a working copy of a
database home on a Fleet Patching and Provisioning Server, Client, or target.

* Runtherhpctl add worki ngcopy command on a Fleet Patching and Provisioning
Server, similar to the following example:

$ rhpct! add workingcopy -image dbl2c -path /u01/app/ dbusr/ product/
12. 2.0/ db12201
-client client_007 -oracl ebase /u0l/app/dbusr/ -workingcopy we_dbl122 1

The preceding command example creates a working copy named we_db122_1 on
all nodes of the Fleet Patching and Provisioning Client cluster named cl i ent _007.
The gold image db12c is the source of the workingcopy. The directory path
locations that you specify in the command must be empty.

Related Topics
* rhpctl add workingcopy
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Creating an Oracle Database on a Copy of a Gold Image

Create an Oracle Database on a working copy.

The Fleet Patching and Provisioning Server can add a database on a working copy
that is on the Fleet Patching and Provisioning Server, itself, a Fleet Patching and
Provisioning Client, or a non-Fleet Patching and Provisioning Client target. A Fleet
Patching and Provisioning Client can create a database on a working copy that is
running on the Fleet Patching and Provisioning Client, itself.

e After you create a working copy of a gold image and provision that working copy to
a target, you can create an Oracle Database on the working copy using the r hpct |
add dat abase command, similar to the following command example, which
creates an Oracle Real Application Clusters (Oracle RAC) database called
dbh12201 on a working copy called we_db122_1:

$ rhpctl add database —workingcopy we_db122_1 —dbname db12201 - node
client_007_nodel, client 007 node2 -dbtype RAC -datafileDestination
DATA007_DG

The preceding example creates an administrator-managed Oracle RAC database on
two nodes in a client cluster. The data file destination is an Oracle ASM disk group that
was created prior to running the command. Additionally, you can create Oracle RAC
One Node and non-cluster databases.

¢ Note:

When you create a database using Fleet Patching and Provisioning, the
feature uses random passwords for both the SYS and SYSTEM schemas in
the database and you cannot retrieve these passwords. A user with the DBA
or operator role must connect to the database, locally, on the node where it
is running and reset the passwords to these two accounts.

Patching Oracle Database Software

ORACLE

To patch an Oracle database, you move the database home to a new home, which
includes the patches you want to implement.

Use the rhpct| nove dat abase command to move one or more database homes to a
working copy of the same database release level. The databases may be running on a
working copy, or on an Oracle Database home that is not managed by Fleet Patching
and Provisioning.

When the move operation is initiated by a Fleet Patching and Provisioning Server or
Client, the version moved to must be a working copy of a gold image. You can also
perform this operation using the independent automaton in an environment where no
Fleet Patching and Provisioning Server is present. In this case, the source and
destination homes are not working copies of gold images, but are two installed homes
that you deployed with some method other than using Fleet Patching and Provisioning.

The working copy to which you are moving the database can be at a lower patch level
than the current database home. This facilitates rollback in the event that you
encounter any problems after moving to the higher level patched home.
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The working copy to which you are moving the database home can be at the same
patch level as the original working copy. This is useful if you are moving a database
home from one storage location to another, or if you wish to convert an unmanaged
home to a managed home while staying at the same patch level.

Fleet Patching and Provisioning applies all patches out-of-place, minimizing the
downtime necessary for maintenance. Fleet Patching and Provisioning also preserves
the current configuration, enabling the rollback capability previously described. By
default, Fleet Patching and Provisioning applies patches in a rolling manner, which
reduces, and in many cases eliminates, service downtime. Use the - nonrol | i ng
option to perform patching in non-rolling mode. The database is then completely
stopped on the old ORACLE_HOME, and then restarted to make it run from the newly
patched ORACLE_HOME.

¢ Note:

Part of the patching process includes applying Datapatch. When you move
an Oracle Database 12c release 1 (12.1) or higher, Fleet Patching and
Provisioning completes this step for you. When you move to a version
previous to Oracle Database 12c release 1 (12.1), however, you must run
Datapatch manually. Fleet Patching and Provisioning is Oracle Data Guard-
aware, and will not apply Datapatch to Oracle Data Guard standbys.

Workflow for Database Patching

Assume that a database named nyor cl db is running on a working copy that was
created from an Oracle Database 12c release 2 (12.2) gold image named DB122. The
typical workflow for patching an Oracle Database home is as follows:

1. Create a working copy of the Oracle Database that you want to patch, in this case
DB122.

2.  Apply the patch to the working copy you created.
3. Test and validate the patched working copy.

4. Usetherhpctl add i mage command to create a gold image (for example,
DB122_PATCH) from the patched working copy.

¢ Note:

The working copy you specify in the preceding command must be hosted
on the Fleet Patching and Provisioning Server in Fleet Patching and
Provisioning-managed storage.

5. Delete the patched working copy with the patched Oracle Database using the
rhpct!| del ete worki ngcopy command.
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# Note:

Do not remove directly using the r mcommand or some other method,
because this does not update the Fleet Patching and Provisioning
inventory information.

6. Create a working copy from the patched gold image, (DB122_PATCH).
7. Move nyor cl db to the working copy you just created.

8. When you are confident that you will not need to roll back to the working copy on
which the database was running at the beginning of the procedure, delete that
working copy using the rhpct| del et e wor ki ngcopy command.

Patching Oracle Database Using Batches

During database patching, Fleet Patching and Provisioning can sequentially process
batches of nodes, with a number of nodes in each batch being restarted in parallel.
This method maximizes service availability during the patching process. You can
define the batches on the command line or choose to have Fleet Patching and
Provisioning generate the list of batches based on its analysis of the database
services running in the cluster.

Adaptive Oracle RAC-Rolling Patching for OJVM Deployments

In a clustered environment, the default approach for applying database maintenance
with Fleet Patching and Provisioning is Oracle RAC rolling. However, non-rolling may
be required if the new (patched) database home contains OJVM patches. In this case,
Fleet Patching and Provisioning determines whether the rolling approach is possible,
and rolls when applicable. (See MOS Note 2217053.1 for details.)

Related Topics

» Patching Oracle Grid Infrastructure Software

*  Provisioning Copies of Gold Images

* Adding Gold Images to the Fleet Patching and Provisioning Server
* RHPCTL Command Reference

Patching Oracle Database with the Independent Automaton

ORACLE

The independent local-mode automaton updates Oracle Database homes, including
Oracle Database single-instance databases in a cluster or standalone (with no Oracle
Grid Infrastructure), an Oracle RAC database, or an Oracle RAC One Node database.

In a clustered environment, the database source home can be Oracle Database 11g
(11.2.0.4), 12¢ (12.1.0.2), 12¢ (12.2.0.1), or later.

In a standalone (non-clustered) environment, the database home must be Oracle
Database 18c or later.

The automaton runs locally on the deployment and does not require a Fleet Patching
and Provisioning Server in the architecture. (If there is a Fleet Patching and
Provisioning Server in the architecture, then the automaton does not communicate
with it, and the Fleet Patching and Provisioning Server cannot interact with the
independent automaton.)
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* The independent automaton for Oracle Database patching performs all of the
steps necessary to switch from one home to another. Because the automaton is
not aware of gold images, moving the database requires two home paths, as
follows:

$ rhpctl nove database —sourcehome Oracle_hone_path -destinationhome
Oracl e_hone_pat h

Use the following rhpct| nmove dat abase command parameters for any of the patching
scenarios:

* -dbnane: If the database home is hosting more than one database, you can move
specific databases by specifying a comma-delimited list with this parameter.
Databases not specified are not moved. If you do not use this parameter, then
RHPCTL moves all databases.

# Note:

If you are moving a non-clustered (single-instance) database, then, for
the value of the - dbname parameter, you must specify the SID of the
database instead of the database name.

e -ignorewcpat ches: By default, Fleet Patching and Provisioning will not perform
the move operation if the destination home is missing any patches present in the
source home. You can override this functionality by using this parameter, for
example, to move back to a previous source home if you must undo an update.

The following parameters apply only to clustered environments:

e -node: If the home you are moving is a database home installed on more than one
node, then the default operation is a rolling update on all nodes. To apply a patch
to just one node, specify the name of that node with this parameter.

e -nonrolling: If the home you are moving is a database home installed on more
than one node, then the default operation is a rolling update on all nodes. To patch
all nodes in a nonrolling manner, use this parameter instead of the - node
parameter.

-di sconnect and - nor epl ay: Applies to single-instance Oracle Databases, and Oracle
RAC and Oracle RAC One Node database instances. Use the - di sconnect parameter
to disconnect all sessions before stopping or relocating services. If you choose to use
- di sconnect, then you can choose to use the - nor epl ay parameter to disable session
replay during disconnection.

-drai n_ti meout : Applies to single-instance Oracle Databases, and Oracle RAC, and
Oracle RAC One Node database instances. Use this parameter to specify the time, in
seconds, allowed for resource draining to be completed from each node. Accepted
values are an empty string ("), 0, or any positive integer. The default value is an
empty string, which means that this parameter is not set. This is applicable to older
versions to maintain traditional behavior. If it is set to 0, then the stop option is applied
immediately.

The draining period is intended for planned maintenance operations. During the
draining period, on each node in succession, all current client requests are processed,
but new requests are not accepted.
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- st opopt i on: Applies to single-instance Oracle Databases, and Oracle RAC, and
Oracle RAC One Node database instances. Specify a stop option for the database.
Stop options include: ABORT, IMMEDIATE, NORMAL, TRANSACTIONAL, and
TRANSACTIONAL_LOCAL.

# Note:

The rhpct| nove dat abase command is Oracle Data Guard-aware, and will
not run Datapatch if the database is an Oracle Data Guard standby.

Related Topics

*  rhpctl move database
Moves one or more databases from a source working copy or any Oracle
Database home to a patched working copy.

Patching Oracle Exadata Software

ORACLE

In addition to Oracle Grid Infrastructure and Oracle Database homes, Fleet Patching
and Provisioning supports patching the Oracle Exadata components: database nodes,
storage cells, and InfiniBand switches.

The first time you patch an Oracle Exadata system using Fleet Patching and
Provisioning, run the rhpct| add wor ki ngcopy command, which stores the Oracle
Exadata system information (list of nodes and the images with which they were last
patched) on the Fleet Patching and Provisioning Server, before patching the desired
Oracle Exadata nodes.

For subsequent patching, run the rhpct| updat e wor ki ngcopy command. After
patching, Fleet Patching and Provisioning updates the images of the nodes.

When you run the rhpct| query wor ki ngcopy command for a working copy based on
the EXAPATCHSOFTWARE image type, the command returns a list of nodes and their
images.

To use Fleet Patching and Provisioning to patch Oracle Exadata:

1. Import an image of the EXAPATCHSOFTWARE image type, using the rhpct| i nport
i mage command, similar to the following:

$ rhpctl inport imge -image EXAL -imgetype EXAPATCHSOFTWARE -
path /tnp/ Exadat aPat chBundl e
-version 12.1.2.2.3.160720

" Note:

You must rename the patch zip files to include the words storage,
database and, iso, so that Fleet Patching and Provisioning can
distinguish among them.
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If this is the first time you are using Fleet Patching and Provisioning to patch
Oracle Exadata, then use the rhpct| add wor ki ngcopy command, as follows:

$ rhpct! add workingcopy -image i mage_nane -root {[-dbnodes dbnode_li st]
[-cells cell list] [-ibswitches ibswitch_list]} [-fromode node_nane]
[-unkey] [-sntpfrom "address"] [-sntpto "addresses"] [-precheckonly]
[-nodi fyatprereq] [-resetforce] [-force]

The preceding command stores the list of nodes (database nodes, cells, and
InfiniBand switches) and the version of each node in Fleet Patching and
Provisioning on the working copy, in addition to the type of node and the type of
image.

For subsequent patching operations, after you create a gold image with updated
database, storage cell, and switch files, run the rhpct| updat e wor ki ngcopy
command to patch one, two, or all three Oracle Exadata components, as follows:

$ rhpct! update workingcopy -image i mage_nane -root {[-dbnodes
dbnode_list] [-cells cell_list]

[-ibswitches ibswitch_[ist]} [-fromode node_name] [-unkey] [-
snt pfrom "address"]

[-sntpto "addresses”] [-precheckonly] [-nodifyatprereq] [-resetforce]
[-force]

¢ Note:

The name of the working copy remains the same throughout the life
cycle of patching the given Oracle Exadata target.

You can choose to patch only the database nodes, cells, or InfiniBand switches or
any combination of the three. Patching occurs in the following order: InfiniBand
switches, cells, database nodes.

Display the list of nodes and their images, as follows:
$ rhpct! query worki ngcopy -worki ngcopy wor ki ng_copy_name
Delete the working copy, as follows:

rhpct| del ete workingcopy -workingcopy working_copy_nane

Related Topics

rhpctl import image
Creates an image on the Fleet Patching and Provisioning Server.

rhpctl add workingcopy
Creates a working copy on a client cluster.

rhpctl update workingcopy
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Upgrading Oracle Database Software

Fleet Patching and Provisioning provides two options for upgrading Oracle Database.
Both options are performed with a single command.

The rhpct| upgrade dat abase command performs a traditional upgrade incurring
downtime. The rhpct| zdtupgrade database command performs an Oracle RAC or
Oracle RAC One Node upgrade with minimal or no downtime.

Use the rhpct| upgrade database command to upgrade to Oracle Database 12¢
release 1 (12.1.0.2) from Oracle Database 11g release 2 (11.2.0.3 and 11.2.0.4).
Upgrading to Oracle Database 12c release 2 (12.2.0.1) is supported from Oracle
Database 11g release 2 (11.2.0.3 and 11.2.0.4) and Oracle Database 12c release 1
(12.1.0.2).

" Note:

The version of Oracle Grid Infrastructure on which the pre-upgrade database
is running must be the same version or higher than the version of the
database to which you are upgrading.

The destination for the upgrade can be a working copy already provisioned, or you can
choose to create the working copy of gold image as part of this operation.

The pre-upgrade database can be running on a working copy (a managed home that
was provisioned by Fleet Patching and Provisioning) or on an unmanaged home. In
the first case, you can roll back the upgrade process with a single RHPCTL command.

# Note:

You can delete the source working copy at any time after completing an
upgrade. Once you delete the working copy, however, you cannot perform a
rollback. Also, use the rhpct| del et e wor ki ngcopy command (as opposed
to r m for example) to remove the source working copy to keep the Fleet
Patching and Provisioning inventory correct.

Related Topics
* rhpctl upgrade database

e rhpctl zdtupgrade database

Zero-Downtime Upgrade

ORACLE

Using Fleet Patching and Provisioning, which automates and orchestrates database
upgrades, you can upgrade an Oracle RAC or Oracle RAC One Node database with
no disruption in service.

The zero-downtime upgrade process is resumable, restartable, and recoverable
should any errors interrupt the process. You can fix the issue then re-run the
command, and Fleet Patching and Provisioning continues from the error point. Oracle
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also provides hooks at the beginning and end of the zero-downtime upgrade process,
allowing call outs to user-defined scripts, so you can customize the process.

You can use the zero-downtime upgrade process to upgrade databases that meet the
following criteria:

- Database upgrade targets: Oracle RAC and Oracle RAC One Node, with the
following upgrade paths:

11g release 2 (11.2.0.4) to 12c release 1 (12.1.0.2)
1lgrelease 2 (11.2.0.4) to 12c release 2 (12.2.0.1)
12c release 1 (12.1.0.2) to 12c release 2 (12.2.0.1)

* Fleet Patching and Provisioning management: The source database home can
either be unmanaged (not provisioned by Fleet Patching and Provisioning service)
or managed (provisioned by Fleet Patching and Provisioning service)

+ Database state: The source database must be in archive log mode

Upgrading Container Databases

You can use Fleet Patching and Provisioning to upgrade CDBs but Fleet Patching and
Provisioning does not support converting a non-CDB to a CDB during upgrade. To
prepare for a zero-downtime upgrade, you complete configuration steps and validation
checks. When you run a zero-downtime upgrade using Fleet Patching and
Provisioning, you can stop the upgrade and resume it, if necessary. You can recover
from any upgrade errors, and you can restart the upgrade. You also have the ability to
insert calls to your own scripts during the upgrade, so you can customize your upgrade
procedure.

Zero-Downtime Upgrade Environment Prerequisites

* Server environment: Oracle Grid Infrastructure 18c with Fleet Patching and
Provisioning

» Database hosts: Databases hosted on one of the following platforms:
— Oracle Grid Infrastructure 18c Fleet Patching and Provisioning Client
— Oracle Grid Infrastructure 18c Fleet Patching and Provisioning Server

— Oracle Grid Infrastructure 12c¢ (12.2.0.1) Fleet Patching and Provisioning
Client

— Oracle Grid Infrastructure 12c¢ (12.1.0.2) target cluster

- Database-specific prerequisites for the environment: During an upgrade, Fleet
Patching and Provisioning manages replication to a local data file to preserve
transactions applied to the new database when it is ready. There are two
possibilities for the local data file:

Snap clone, which is available if the database data files and redo and archive
redo logs are on Oracle ACFS file systems
Full copy, for all other cases

» Fleet Patching and Provisioning requires either Oracle GoldenGate or Oracle Data
Guard during a zero-downtime database upgrade. As part of the upgrade
procedure, Fleet Patching and Provisioning configures and manages the Oracle
GoldenGate deployment.
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Running a Zero-Downtime Upgrade Using Oracle GoldenGate for

Replication

ORACLE

Run a zero-downtime upgrade using Oracle GoldenGate for replication.

Prepare the Fleet Patching and Provisioning Server.

Create gold images of the Oracle GoldenGate software in the image library of the
Fleet Patching and Provisioning Server.

# Note:

You can download the Oracle GoldenGate software for your platform
from Oracle eDelivery. The Oracle GoldenGate 12.3 installable kit
contains the required software for both Oracle Database 11g and Oracle
Database 12c databases.

If you download the Oracle GoldenGate software, then extract the software home
and perform a software only installation on the Fleet Patching and Provisioning
Server.

Create gold images of the Oracle GoldenGate software for both databases, as
follows:

$ rhpctl inport image -image 112ggi mage -path path -inmagetype
ORACLEGGSOFTWARE
$ rhpctl inport image -image 12ggi mage -path path -imagetype
ORACLEGGSOFTWARE

In both of the preceding commands, pat h refers to the location of the Oracle
GoldenGate software home on the Fleet Patching and Provisioning Server for
each release of the database.

Prepare the target database.

Provision working copies of the Oracle GoldenGate software to the cluster hosting
the database, as follows:

$ rhpctl add workingcopy -worki ngcopy GG Weopy_11g -image 112ggi mage -
user

user_name -node 12102 cluster_node -path path {-root | -sudouser
user _nane

-sudopat h sudo_bi n_pat h}
$ rhpctl add workingcopy -worki ngcopy GG Weopy_12c -image 12ggi mage -
user

user_name -node 12102 cluster_node -path path {-root | -sudouser
user _nane

-sudopat h sudo_bi n_pat h}

If the database is hosted on the Fleet Patching and Provisioning Server, itself,
then neither the -t ar get node nor - cl i ent parameters are required.
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# Note:

Working copy names must be unique, therefore you must use a different
working copy name on subsequent targets. You can create unique
working copy names by including the name of the target/client cluster
name in the working copy name.

Provision a working copy of the Oracle Database 12c¢ software home to the target
cluster.

# Note:

You can do this preparation ahead of the maintenance window without
disrupting any operations taking place on the target.

You can run the upgrade command on the Fleet Patching and Provisioning Server
to upgrade a database hosted on the server, an Oracle Database 12c release 1
(12.1.0.2) target cluster, or a database hosted on a Fleet Patching and
Provisioning Client 12¢ release 2 (12.2.0.1) or 18c. You can also run the command
a Fleet Patching and Provisioning Client 18c to upgrade a database hosted on the
client, itself.

Use the upgrade command similar to the following:

$ rhpctl zdtupgrade database -dbnanme sierra -destwc DB Wopy 121 -
ggsrcwe

GG Wopy_11g -ggdstwe GG Weopy_12c -targetnode 12102 cl uster_node -
root

In the preceding command, 12102_cl ust er _node refers to the Oracle Grid
Infrastructure 12c release 1 (12.1.0.2) cluster hosting the database you want to
upgrade.

Related Topics

rhpctl import image
Creates an image on the Fleet Patching and Provisioning Server.

rhpctl add workingcopy
Creates a working copy on a client cluster.

rhpctl zdtupgrade database

Running a Zero-Downtime Upgrade Using Oracle Data Guard for

Replication

ORACLE

Run a zero-downtime upgrade using Oracle Data Guard for replication.

You can run the zero-downtime upgrade command using Oracle Data Guard's
transient logical standby (TLS) feature. All of the steps involved are orchestrated by
the zero-downtime upgrade command.
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After you provision the destination database Home, the following prerequisites must be
met:

Data Guard Broker is not enabled
Flash recovery area (FRA) is configured

The following example of a zero-downtime upgrade using Oracle Data Guard
upgrades an Oracle Database 11g release 2 (11.2.0.4), si err a, running on the
target cluster, which includes a node, t ar get ¢l ust 003, to an Oracle Database 12¢
release 1 (12.1.0.2) (the destination working copy, which was provisioned from a
Gold Image stored on the Fleet Patching and Provisioning Server named

rhps. exanpl e. con:

$ rhpctl zdtupgrade database -dbnane sierra -destwe WC121DB4344 -
cl onedat adg DBDATA -t argetnode node90743 -root

Enter user "root" password:

node90753. exanpl e. com starting zero downtime upgrade operation ...
node90753. exanpl e. com verifying patches applied to Oracle hones ..
node90753. exanpl e.com verifying if database "sierra" can be upgraded
with zero downtine ..

node90743: 15:09:10.459: Verifying whether database "sierra" can be
cloned ...

node90743: 15:09:10.462: Verifying that database "sierra" is a primry
dat abase ...

node90743: 15:09:14.672: Verifying that connections can be created to
dat abase "sierra" ..

<... >

node90743: 15:14:58.015: Starting redo apply ...

node90743: 15:15:07.133: Configuring primary database "sierra" ...
HEHHHHH B R R R R R
node90753. exanpl e.com retrieving information about database

"xmvot kvd" ...

node90753. exanpl e. com creating services for snapshot database

"xmot kvd" ...

HEHHHHH B R R
node90743: 15:15:33.640: Macro step 1: Getting informtion and
val i dating setup ..

<... >

node90743: 15:16:02.844: Macro step 2: Backing up user environment in
case upgrade is aborted ...

node90743: 15:16:02.848: Stopping media recovery for database

"xmot kvd" ...

node90743: 15:16:05.858: Creating initial restore point
"NzDRU_0000_0001" ..

<... >

node90743: 15:16:17.611: Macro step 3: Creating transient |ogica
standby from existing physical standby ..

node90743: 15:16:18. 719: Stoppi ng i nstance "xnvotkvd2" of database
"xmot kvd" ...

node90743: 15:16:43.187: Verifying that database "sierra" is a primry
dat abase ...

<... >

node90743: 15:19:27.158: Macro step 4: Upgrading transient |ogica
standby dat abase ..
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node90743: 15:20:27.272: Disabling service "sierrasvc" of database
"xnmvot kvd" ...

node90743: 16:36:54.684: Macro step 5. Validating upgraded transient

| ogi cal standby database ..

node90743: 16:37:09.576: Creating checkpoint "NZDRU 0301" for database
"xmvot kvd" during stage "3" and task "1" ...

node90743: 16:37:09.579: Stopping media recovery for database

"xnmvot kvd" ...

node90743: 16:37:10.792: Creating restore point "NZDRU 0301" for

dat abase "xnvotkvd" ...

node90743: 16:37:11.998: Macro step 6: Switching role of transient

| ogi cal standby database ..

node90743: 16:37:12.002: Verifying that database "sierra" is a primary
dat abase ...

<. ..

node90743: 16:39: 07.425: Macro step 7: Flashback former primary

dat abase to pre-upgrade restore point and convert to physica

standby ...

node90743: 16:39: 08.833: Stopping instance "sierra2" of database
"sierra" ...

<. ..

node90743: 16:41:17.138: Macro step 8: Recovering former primry

dat abase ...

node90743: 16:41:19.045: Verifying that database "sierra" is nounted ...
<. ..

node90743: 17:20:21.378: Macro step 9: Switching back ..

<. ..

T R R R R R R R R
node90753. exanpl e. com del eting snapshot database "xmvotkvd" ...

Customizing Zero-Downtime Upgrades

ORACLE

You can customize zero-downtime upgrades using the user-action framework of Fleet
Patching and Provisioning.

To use the user-action framework, you can provide a separate script for any or all of
the points listed in the overall process.

Table 5-3 Zero-Downtime Upgrade Plugins
.

Plugin Type Pre or Post Plugin runs...

ZDTUPGRADE_DATABASE Pre Before Fleet Patching and Provisioning starts zero-
downtime upgrade.

Post After Fleet Patching and Provisioning completes

zero-downtime upgrade.

ZDTUPGRADE_DATABASE _ Pre Before creating the snapshot or full-clone database.

SNAPDB Post After starting the snapshot or full-clone database (but
before switching over).

ZDTUPGRADE _DATABASE  Pre Before running DBUA (after switching over).

DBUA Post After DBUA completes.
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Table 5-3 (Cont.) Zero-Downtime Upgrade Plugins
|

Plugin Type Pre or Post Plugin runs...
ZDTUPGRADE DATABASE  Pre Before switching back users to the upgraded source
SW TCHBACK database.
Post After switching back users to the upgraded source
database (before deleting snapshot or full-clone
database).

e To register a plugin to be run during a zero-downtime upgrade, run the following
command:

$ rhpct! add useraction -useraction user_action_nane -actionscript
scri pt_name
{-pre | -post} -optype {ZDTUPGRADE DATABASE |
ZDTUPGRADE_DATABASE_SNAPDB |
ZDTUPGRADE_DATABASE_DBUA | ZDTUPGRADE_DATABASE_SW TCHBACK}

You can specify run-time input to the plugins using the - user act i ondat a option of
therhpct!| zdtupgrade database command.

Persistent Home Path During Patching

ORACLE

Oracle recommends out-of-place patching when applying updates.

Out-of-place patching involves deploying the patched environment in a new directory
path and then switching the software home to the new path. This approach allows for
non-disruptive software distribution because the existing home remains active while
the new home is provisioned, and also facilitates rollback because the unpatched
software home is available should any issues arise after the switch. Additionally, out-
of-place patching for databases enables you to choose to move a subset of instances
to the new home if more than one instance is running on the home, whereas with in-
place patching, you must patch all instances at the same time.

A potential impediment to traditional out-of-place patching is that the software home
path changes. While Fleet Patching and Provisioning manages this internally and
transparently for Oracle Database and Oracle Grid Infrastructure software, some users
have developed scripts which depend on the path. To address this, Fleet Patching and
Provisioning uses a file system feature that enables separation of gold image software
from the site-specific configuration changes, so the software home path is persistent
throughout updates.

This feature is available with Oracle Database 12c release 2 (12.2) and Oracle Grid
Infrastructure 12c release 2 (12.2) working copies provisioned in local storage. Also, if
you provision an Oracle Database 12c release 2 (12.2) or an Oracle Grid Infrastructure
12c release 2 (12.2) home without using this feature, then, during a patching operation
using either the rhpct| move dat abase orrhpctl nove gi home command, you can
convert to this configuration and take advantage of the feature.
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# Note:

You can only patch Oracle Grid Infrastructure on a Fleet Patching and
Provisioning Client with a home that is based on a persistent home path from
a Fleet Patching and Provisioning Server.

Managing Fleet Patching and Provisioning Clients

Management tasks for Fleet Patching and Provisioning Clients include creation,
enabling and disabling, creating users and assigning roles to those users, and
managing passwords.

Using SRVCTL and RHPCTL, you can perform all management tasks for a Fleet
Patching and Provisioning Client.

Creating a Fleet Patching and Provisioning Client

ORACLE

Users operate on a Fleet Patching and Provisioning Client to perform tasks such as
requesting deployment of Oracle homes and querying gold images.

To create a Fleet Patching and Provisioning Client:

1. If there is no highly available VIP (HAVIP) on the Fleet Patching and Provisioning
Server, then, as the r oot user, create an HAVIP, as follows:

# srvctl add havip -id id -address {host _nane | ip_address}

You can specify either a host name or IPv4 or IPv6 IP address. The IP address
that you specify for HAVIP or the address that is resolved from the specified host
name must not be in use when you run this command.

# Note:

The highly available VIP must be in the same subnet as the default
network configured in the Fleet Patching and Provisioning Server cluster.
You can obtain the subnet by running the following command:

$ srvctl config network -netnum network_nunber

2. On the Fleet Patching and Provisioning Server as the Grid home owner, create the
client data file, as follows:

$ rhpctl add client -client client_cluster_name -toclientdata path

RHPCTL creates the client data file in the directory path you specify after the -
tocl i ent dat a flag. The name of the client data file is cl i ent _cl ust er _name. xni .
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# Note:

The client _cl uster_name must be unique and it must match the cluster
name of the client cluster where you run step 4.

3. Copy the client data file that you created in the previous step to a directory on the
client cluster that has read/write permissions to the Grid home owner on the Fleet
Patching and Provisioning Client.

4. Create the Fleet Patching and Provisioning Client by running the following
command as r oot on the client cluster:

# srvctl add rhpclient -clientdata path to client data
[-di skgroup di sk_group_name -storage base path]

If you want to provision working copies to Oracle ACFS storage on this cluster,
and you have already created a disk group for this purpose, then specify this disk
group in the preceding command. In this case, also specify a storage path which
will be used as a base path for all mount points when creating Oracle ACFS file
systems for storing working copies.

# Note:

Once you configure a disk group on a Fleet Patching and Provisioning
Client, you cannot remove it from or change it in the Fleet Patching and
Provisioning Client configuration. The only way you can do either
(change or remove) is to completely remove the Fleet Patching and
Provisioning Client using the srvct| renove client command, and then
add it back with a different disk group, if necessary. Before you remove a
Fleet Patching and Provisioning Client, ensure that you remove all
registered users from this cluster and all working copies provisioned on
this cluster.

5. Start the Fleet Patching and Provisioning Client, as follows:
$ srvctl start rhpclient

6. Check the status of the Fleet Patching and Provisioning Client, as follows:
$ srvctl status rhpclient

Related Topics
e Oracle Real Application Clusters Administration and Deployment Guide

e Fleet Patching and Provisioning Control (RHPCTL) Command Reference
Use the Fleet Patching and Provisioning Control (RHPCTL) utility to manage Fleet
Patching and Provisioning in your cluster.
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Enabling and Disabling Fleet Patching and Provisioning Clients

On the Fleet Patching and Provisioning Server, you can enable or disable a Fleet
Patching and Provisioning Client.

Fleet Patching and Provisioning Clients communicate with the Fleet Patching and
Provisioning Server for all actions. You cannot run any RHPCTL commands without a
connection to a Fleet Patching and Provisioning Server.

To enable or disable a Fleet Patching and Provisioning Client, run the following
command from the Fleet Patching and Provisioning Server cluster:

$ rhpct! nodify client -client client_nane -enabled TRUE | FALSE

To enable a Fleet Patching and Provisioning Client, specify - enabl ed TRUE.
Conversely, specify - enabl ed FALSE to disable the client. When you disable a Fleet
Patching and Provisioning Client cluster, all RHPCTL commands from that client
cluster will be rejected by the Fleet Patching and Provisioning Server, unless and until
you re-enable the client.

" Note:

Disabling a Fleet Patching and Provisioning Client cluster does not disable
any existing working copies on the client cluster. The working copies will
continue to function and any databases in those working copies will continue
to run.

Deleting a Fleet Patching and Provisioning Client

ORACLE

Use the following procedure to delete a Fleet Patching and Provisioning Client.

1. Before deleting the Fleet Patching and Provisioning Client, you must first delete
the working copies and users on the Fleet Patching and Provisioning Server, as
follows:

a. Query the list of working copies that have been provisioned on the Fleet
Patching and Provisioning Client cluster.

Run the following command:
$ rhpctl query workingcopy -client client_nane

b. Delete each of the working copies listed in the output of the preceding
command.

Run the following command for each working copy and specify the name of
the working copy you want to delete:

$ rhpct! del ete worki ngcopy -workingcopy working_copy_nane

c. Query the list of users from the Fleet Patching and Provisioning Client cluster.
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Run the following command:
$ rhpctl query user -client client_name

d. Delete the users listed in the output of the preceding command, as follows:

Run the following command and specify the name of the user you want to
delete and the name of the client:

$ rhpctl delete user -user user_nane —lient client_nanme

2. On the Fleet Patching and Provisioning Client cluster, delete the client, as follows:
a. Stop the Fleet Patching and Provisioning Client daemon.

Run the following command:

$ srvctl stop rhpclient

b. Delete the Fleet Patching and Provisioning Client configuration.

Run the following command:

$ srvctl renmove rhpclient

3. Delete the client site configuration on the Fleet Patching and Provisioning Server
cluster.

Run the following command and specify the name of the client:

$ rhpctl delete client -client client_nane

Creating Users and Assigning Roles for Fleet Patching and
Provisioning Client Cluster Users

When you create a Fleet Patching and Provisioning Client with the rhpct| add client
command, you can use the - mapr ol es parameter to create users and assign roles to
them. You can associate multiple users with roles, or you can assign a single user
multiple roles with this command.

After the client has been created, you can add and remove roles for users using the
rhpct! grant rol e command and the rhpct| revoke rol e, respectively.

Managing the Fleet Patching and Provisioning Client Password

ORACLE

The Fleet Patching and Provisioning Client uses a password stored internally to
authenticate itself with the RHP server. You cannot query this password, however, if
for some reason, you are required to reset this password, then you can do so, as
follows, on the RHP server cluster:

1. Run the following command on the Fleet Patching and Provisioning Server cluster
to generate a new password and store it in the client credential:

$ rhpctl nodify client -client client_nane -password
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2. Run the following command on the Fleet Patching and Provisioning Server cluster
to generate a credential file:

$ rhpctl export client -client client_nane -clientdata file_path

For example, to generate a credential file for a Fleet Patching and Provisioning
Client named nj k9394:

$ rhpctl export client -client njk9394 -clientdata /tnp/njk9394. xn

3. Continuing with the preceding example, transport the generated credential file
securely to the Fleet Patching and Provisioning Client cluster and then run the
following command on any node in the Fleet Patching and Provisioning Client
cluster:

$ srvctl nodify rhpclient -clientdata path_to_njk9394. xm

4. Restart the Fleet Patching and Provisioning Client daemon by running the
following commands on the Fleet Patching and Provisioning Client cluster:

$ srvctl stop rhpclient
$ srvctl start rhpclient

User-Defined Actions

ORACLE

You can create actions for various Fleet Patching and Provisioning operations, such
as import image, add and delete working copy, and add, delete, move, and upgrade a
software home.

You can create actions for various Fleet Patching and Provisioning operations, such
as import image, add and delete working copy of a gold image, and add, delete, move,
and upgrade a software home. You can define different actions for each operation,
which can be further differentiated by the type of image to which the operation applies.
User-defined actions can be run before or after a given operation, and are run on the
deployment on which the operation is run, whether it be a Fleet Patching and
Provisioning Server, a Fleet Patching and Provisioning Client (12c release 2 (12.2), or
later), or a target that is not running a Fleet Patching and Provisioning Client.

User-defined actions are shell scripts which are stored on the Fleet Patching and
Provisioning Server. When a script runs, it is given relevant information about the
operation on the command line. Also, you can associate a file with the script. The Fleet
Patching and Provisioning Server will copy that file to the same location on the Client
or target where the script is run.

For example, perhaps you want to create user-defined actions that are run after a
database upgrade, and you want to define different actions for Oracle Database 11g
and 12c. This requires you to define new image types, as in the following example
procedure.

1. Create a new image type, (DB11l MAGE, for example), based on the
ORACLEDBSOFTWARE image type, as follows:

$ rhpctl add i magetype -imagetype DB11l MAGE - basetype ORACLEDBSOFTWARE

When you add or import an Oracle Database 11g gold image, you specify the
image type as DB11l MAGE.
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2. Define a user action and associate it with the DB11l MAGE image type and the
upgrade operation. You can have different actions that are run before or after

upgrade.

3. To define an action for Oracle Database 12c, create a new image type
(DB12Il MAGE, for example) that is based on the ORACLEDBSOFTWARE image
type, as in the preceding step, but with the DB12| MAGE image type.

¢ Note:

If you define user actions for the base type of a user-defined image type
(in this case the base type is ORACLEDBSOFTWARE), then Fleet
Patching and Provisioning performs those actions before the actions for
the user-defined image type.

You can modify the image type of an image using the rhpct| nodify inage
command. Additionally, you can modify, add, and delete other actions. The following
two tables, Table 5-4 and Table 5-5, list the operations you can customize and the
parameters you can use to define those operations, respectively.

Table 5-4 Fleet Patching and Provisioning User-Defined Operations

Operation

Parameter List

| MPORT | MAGE

ADD_WORKI NGOOPY

ADD_DATABASE

DELETE_WORKI NGCOPY

DELETE_DATABASE

MOVE_G HOME

ORACLE

RHP_OPTYPE, RHP_PHASE, RHP_PATH, RHP_PATHOWNER,
RHP_PROGRESSL| STENERHCST, RHP_PROGRESSLI STENERPCRT,
RHP_I MAGE, RHP_I MAGETYPE, RHP_VERSI ON, RHP_CLI,
RHP_USERACT! ONDATA

RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY, RHP_PATH,
RHP_STORAGETYPE, RHP_USER, RHP_NCDES, RHP_CRACLEBASE,
RHP_DBNAME, RHP_PROGRESSLI STENERHOST,
RHP_PROCGRESSLI STENERPORT, RHP_I MAGE, RHP_I MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY, RHP_CLI ENT,
RHP_DBNAME, RHP_PROGRESSLI STENERHOST,
RHP_PROCGRESSLI STENERPORT, RHP_I MAGE, RHP_I MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY, RHP_CLI ENT,
RHP_PATH, RHP_PROGRESSLI STENERHCS,

RHP_PROCGRESSLI STENERPORT, RHP_I MAGE, RHP_I MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY, RHP_CLI ENT,
RHP_DBNAME, RHP_PROCGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_I MAGE, RHP_I MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

RHP_CPTYPE, RHP_PHASE, RHP_SCQURCEWC, RHP_SOURCEPATH,
RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH, RHP_I MACE,
RHP_I MAGETYPE, RHP_PROGRESSLI STENERHCS,
RHP_PROGRESSL| STENERPORT, RHP_VERSI ON, RHP_CL,
RHP_USERACTI ONDATA
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Table 5-4 (Cont.) Fleet Patching and Provisioning User-Defined Operations

_________________________________________________________________________|
Operation Parameter List

MOVE_DATABASE RHP_OPTYPE, RHP_PHASE, RHP_SOURCEWC, RHP_SOURCEPATH,
RHP_DESTI NATI ONAC, RHP_DESTI NATI ONPATH, RHP_DBNAME,
RHP_| MAGE, RHP_| MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_VERSI ON, RHP_CLI
RHP_DATAPATCH, RHP_USERACTI ONDATA

UPGRADE_G HOVE RHP_OPTYPE, RHP_PHASE, RHP_SOURCEWC, RHP_SOURCEPATH,
RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH, RHP_| MACE,
RHP_I MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSL| STENERPORT, RHP_VERSI ON, RHP_CLI ,
RHP_USERACTI ONDATA

UPGRADE_DATABASE RHP_OPTYPE, RHP_PHASE, RHP_SOURCEWC, RHP_SOURCEPATH,
RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH, RHP_DBNAME,
RHP_| MAGE, RHP_| MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_VERSI ON, RHP_CLI
RHP_USERACTI ONDATA

ADDNODE_DATABASE RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY, RHP_CLI ENT,
RHP_DBNAME, RHP_PROGRESSLI STENERHOST,
RHP_PROCGRESSLI STENERPORT, RHP_| MAGE, RHP_I MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

DELETENCDE_DATABASE  RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY, RHP_CLI ENT,
RHP_DBNAME, RHP_PROGRESSLI STENERHOST,
RHP_PROCGRESSLI STENERPORT, RHP_I MAGE, RHP_I MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

ADDNODE_G HOMVE RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY, RHP_CLI ENT,
RHP_PATH, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_I MAGE, RHP_I MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

DELETENCDE_G HOMVE RHP_OPTYPE, RHP_PHASE, RHP_WORKI NGCOPY, RHP_CLI ENT,
RHP_PATH, RHP_PROGRESSLI STENERHOST,
RHP_PROCGRESSLI STENERPORT, RHP_I MAGE, RHP_I MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

ADDNODE_WORKI NGCOPY  RHP_CPTYPE, RHP_PHASE, RHP_WORKI NGCCOPY, RHP_CLI ENT,
RHP_PATH, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_I MAGE, RHP_| MAGETYPE,
RHP_VERSI ON, RHP_CLI , RHP_USERACTI ONDATA

ZDTUPGRADE_DATABASE RHP_OPTYPE, RHP_PHASE, RHP_SOURCEWC, RHP_SOURCEPATH,
RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH, RHP_SRCGGAC,
RHP_SRCGGPATH, RHP_DSTGGWC, RHP_DSTGGPATH, RHP_DBNAME,
RHP_I MAGE, RHP_I MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROCGRESSLI STENERPORT, RHP_VERSI ON, RHP_CLI ,
RHP_USERACT! ONDATA
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Table 5-4 (Cont.) Fleet Patching and Provisioning User-Defined Operations
|

Operation Parameter List
ZDTUPGRADE_DATABASE_ RHP_OPTYPE, RHP_PHASE, RHP_SOURCEWC, RHP_SOURCEPATH,
SNAPDB RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH, RHP_SRCGGWC,

RHP_SRCGGPATH, RHP_DSTGGWC, RHP_DSTGGPATH, RHP_DBNAME,
RHP_I MAGE, RHP_I MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSL| STENERPCRT, RHP_VERSI ON, RHP_CLI ,
RHP_USERACTI ONDATA

ZDTUPGRADE_DATABASE_ RHP_OPTYPE, RHP_PHASE, RHP_ SOURCEVIC, RHP_ SOURCEPATH,

DBUA RHP_DESTI NATI ONWC, RHP_DESTI NATI ONPATH, RHP_SROGGIC,
RHP_SRCGGPATH, RHP_DSTGGWC, RHP_DSTGGPATH, RHP_DBNAME,
RHP_| MAGE, RHP_| MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_VERSI ON, RHP_CLI
RHP_USERACTI ONDATA

ZDTUPGRADE_DATABASE_ RHP_OPTYPE, RHP_PHASE, RHP_SOURCEWC, RHP_SOURCEPATH,

SW TCHBACK RHP_DESTI NATI OMAC, RHP_DESTI NATI ONPATH, RHP_SROGGIC,
RHP_SROGGPATH, RHP_DSTGGWC, RHP_DSTGGPATH, RHP_DBNAME,
RHP_| MAGE, RHP_| MAGETYPE, RHP_PROGRESSLI STENERHOST,
RHP_PROGRESSLI STENERPORT, RHP_VERS| ON, RHP_CLI ,
RHP_USERACTI ONDATA

Table 5-5 User-Defined Operations Parameters
|

Parameter Description

RHP_OPTYPE The operation type for which the user action is being
executed, as listed in the previous table.

RHP_PHASE This parameter indicates whether the user action is
executed before or after the operation (is either PRE or
POST).

RHP_SOURCEWC The source working copy name for a patch of upgrade
operation.

RHP_SCURCEPATH The path of the source working copy home.

RHP_DESTI NATI ON\WC The destination working copy name for a patch or upgrade
operation.

RHP_DESTI NATI ONPATH The path of the destination working copy home.

RHP_SRCGGAC The name of the version of the Oracle GoldenGate working
copy from which you want to upgrade.

RHP_SRCGGPATH The absolute path of the version of the Oracle GoldenGate
software home from which you want to upgrade.

RHP_DESTGGAC The name of the version of the Oracle GoldenGate working
copy to which you want to upgrade.

RHP_DESTGGPATH The absolute path of the version of the Oracle GoldenGate

software home to which you want to upgrade.
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Table 5-5 (Cont.) User-Defined Operations Parameters

Parameter

Description

RHP_PATH

RHP_PATHOMNER

RHP_PROGRESSLI STENERHOST

RHP_PROGRESSL| STENERPORT

RHP_| MAGE

RHP_| MAGETYPE

RHP_VERSI ON

RHP_CLI
RHP_STORAGETYPE

RHP_USER
RHP_NODES
RHP_ORACLEBASE
RHP_DBNAME
RHP_CLI ENT
RHP_DATAPATCH

RHP_USERACTI ONDATA

This is the path to the location of the software home. This
parameter represents the path on the local node from where
the RHPCTL command is being run for an | MPORT_| MAGE
operation. For all other operations, this path is present on
the site where the operation is taking place.

The owner of the path for the gold image that is being
imported.

The host on which the progress listener is listening. You can
use this parameter, together with a progress listener port, to
create a TCP connection to print output to the console on
which the RHPCTL command is being run.

The port on which the progress listener host is listening. You
can use this parameter, together with a progress listener
host name, to create a TCP connection to print output to the
console on which the RHPCTL command is being run.

The image associated with the operation. In the case of a
move operation, it will reflect the name of the destination
image.

The image type of the image associated with the operation.
In the case of a move operation, it will reflect the name of
the destination image.

The version of the Oracle Grid Infrastructure software
running on the Fleet Patching and Provisioning Server.

The exact command that was run to invoke the operation.

The type of storage for the home (either LOCAL or
RHP_MANAGED)

The user for whom the operation is being performed.
The nodes on which a database will be created.

The Oracle base location for the provisioned home.
The name of the database to be created.

The name of the client cluster.

This parameter is set to TRUE at the conclusion of the user
action on the node where the SQL patch will be run after the
move database operation is complete.

This parameter is present in all of the operations and is used
to pass user-defined items to the user action as an
argument during runtime.

Example of User-Defined Action

Suppose there is an image type, APACHESW to use for provisioning and managing
Apache deployments. Suppose, too, that there is a Gold Image of Apache named
apachei nst al I . The following example shows how to create a user action that will run
prior to provisioning any copy of our Apache Gold Image.
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The following is a sample user action script named addapache_useract i on. sh:

$ cat /scratch/apacheadni n/ addapache_useraction. sh
#!/ bin/sh

#refer to arguments using argument nanes
touch /tnp/ SAMPLEQUT. t xt ;

for i in"$@
do

export $i
done

echo "OPTYPE = $RHP_OPTYPE" >> /tnp/ SAMPLEQUT. t xt ;

echo "PHASE = $RHP_PHASE" >> [t np/ SAMPLEQUT. t xt ;

echo "WORKI NGCOPY = $RHP_WORKI NGCOPY" >> [/t np/ SAMPLEQUT. t xt ;
echo "PATH = $RHP_PATH' >> /tnp/ SAMPLEQUT. t xt ;

echo "STORAGETYPE = $RHP_STORAGETYPE" >> /tnp/ SAMPLEQUT. t xt ;
echo "USER = $RHP_USER' >> /tnp/ SAMPLEQUT. t xt ;

echo "NODES = $RHP_NCDES' >> /t np/ SAMPLEQUT. t xt ;

echo "ORACLEBASE = $RHP_ORACLEBASE"' >> /tnp/ SAMPLEQUT. t xt ;

echo "DBNAME = $RHP_DBNAME" >> /tnp/ SAMPLEQUT. t xt ;

echo "PROGRESSLI STENERHOST = $RHP_PROGRESSLI STENERHOST" >> [t np/
SAVPLEQUT. t xt ;

echo "PROGRESSLI STENERPORT = $RHP_PROGRESSLI| STENERPORT" >> [t np/
SAVPLEQUT. t xt ;

echo "I MAGE = $RHP_| MAGE" >> [t np/ SAMPLEQUT. t xt ;

echo "I MAGETYPE = $RHP_| MAGETYPE" >> /t np/ SAMPLEQUT. t xt ;

echo "RHPVERSI ON = $RHP_VERSI ON' >> /t np/ SAMPLEQUT. t xt ;

echo "CLI = $RHP_CLI" >> /tnp/ SAMPLEQUT. t xt ;

echo "USERACTI ONDATA = $RHP_USERACTI ONDATA" >> [t np/ SAMPLEQUT. t xt ;
$

The script is registered to run at the start of rhpct| add wor ki ngcopy commands. The
add working copy operation aborts if the script fails.

The following command creates a user action called addapachepre:
$ rhpct! add useraction -optype ADD WORKI NGCOPY -pre -onerror ABORT -
useraction

addapachepre -actionscript /scratch/apacheadni n/ addapache_useraction. sh
-runscope ONENCDE

The following command registers the user action for the APACHESWimage type:

$ rhpctl nodify inmagetype -imagetype APACHESW -useractions addapachepre

The registered user action is invoked automatically at the start of commands that
deploy a working copy of any image of the APACHESW type, such as the following:

$ rhpctl add worki ngcopy -worki ngcopy apachecopy001 -image apacheinstal |
-path /scratch/apacheadni n/ apachei nstal | | oc -sudouser apacheadmin -
sudopat h
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[usr/local /bin/sudo -node targetnode003 -user apacheadmn -
useractiondata "sanpl e"

The sample script creates the / t np/ SAMPLEQUT. t xt output file. Based on the
example command, the output file contains:

$ cat /tnp/ SAMPLEQUT. t xt
OPTYPE = ADD_WORKI NGCOPY
PHASE = PRE
WORKI NGCOPY = apachecopy001
PATH = /scrat ch/ apacheadni n/ apachei nstal | | oc
STORAGETYPE =
USER = apacheadni n
NCDES = target node003
ORACLEBASE =
DBNAME =
PROGRESSLI STENERHCST
PROGRESSLI STENERPORT
| MAGE = apachei nstal |
| MAGETYPE = APACHESW
RHPVERSI ON = 12.2.0.1.0
CLI = rhpctl __add__workingcopy__-image__apacheinstall __-path__/scratch/
apacheadnin
[ apacheinstal |l oc__-node__targetnode003__-useractiondata__sanple__
-sudopat h__/usr/1ocal / bi n/ sudo__-worki ngcopy__apachecopy__ -
user__apacheadnmin__
-sudouser __apacheadni n__USERACTI ONDATA = sanpl e
$

mds11042003. my. conpany. com
58068

¢ Notes:

« Inthe preceding output example empty values terminate with an equals
sign (=).
e The spaces in the command-line value of the RHP_CLI parameter are

replaced by two underscore characters (__) to differentiate this from
other parameters.

Job Scheduler for Operations

ORACLE

The Fleet Patching and Provisioning job scheduler provides you with a mechanism to
submit operations at a scheduled time instead of running the command immediately,
guerying the metadata of the job, and then deleting the job from the repository.

The Fleet Patching and Provisioning job scheduler includes the following features:

» Enables you to schedule a command to run at a specific point in time by providing
the time value

» Performs the job and stores the metadata for the job, along with the current status
of the job
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»  Stores the logs for each of the jobs that have run or are running

* Enables you to query job details ( for all jobs or for specific jobs, based on the user
roles)

* Deletes jobs

» Authorizes the running, querying, and deleting of jobs, based on role-based
access for users

Use the - schedul e timer_val ue command parameter with any of the following
RHPCTL commands to schedule certain Rapid Hope Provisioning operations:

e rhpctl add worki ngcopy

e rhpctl inport inmage

* rhpctl delete imge

e rhpctl add dat abase

e rhpctl nove gihome

* rhpctl nove database

e rhpctl upgrade database
 rhpctl addnode database

e rhpctl del etenode database

e rhpctl del ete worki ngcopy
For example:

$ rhpctl add worki ngcopy -workingcopy 18 3 -inmge 18 3 Base -
oracl ebase /u01/app/ oracle -schedul e 2016-12-21T19: 13: 17+05

All commands are run in reference with the time zone of the server, according to the
ISO-8601 value, and RHPCTL displays the command result by specifying the same
time zone.

Command Results

RHPCTL stores any command that is run from the command queue on the Fleet
Patching and Provisioning Server. When you query a command result by specifying
the command identifier, then RHPCTL returns the path to the job output file, along with
the results.

Job Operation

When you run an RHPCTL command with the - schedul e parameter, the operation
creates a job with a unique job ID that you can query to obtain the status of the job.

Job Status

At any point in time, a job can be in any of the following states:

EXECUTED | TIMER_RUNNING | EXECUTING | UNKNOWN | TERM NATED

*  EXECUTED: The job is complete.
e TIMER_RUNNI NG The timer for the job is still running.
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*  EXECUTI NG The timer for the job has expired and is running.

e UNKNOMN: There is an unexpected failure due to issues such as a target going
down, nodes going down, or any resource failures.

e TERM NATED: There is an abrupt failure or the operation has stopped.
Related Topics

* rhpctl delete job

* rhpctl query job

Fleet Patching and Provisioning Use Cases

Review these topics for step-by-step procedures to provision, patch, and upgrade your
software using Fleet Patching and Provisioning.

Fleet Patching and Provisioning is a software lifecycle management solution and helps
standardize patching, provisioning, and upgrade of your standard operating
environment.

Creating an Oracle Grid Infrastructure 12¢ Release 2 Deployment

Provision Oracle Grid Infrastructure software on two nodes that do not currently have a
Grid home, and then configure Oracle Grid Infrastructure to form a multi-node Oracle
Grid Infrastructure installation.

Before You Begin

Provide configuration details for storage, network, users and groups, and node
information for installing Oracle Grid Infrastructure in a response file. You can store the
response file in any location on the Fleet Patching and Provisioning Server.

You can provision an Oracle Standalone Cluster, Oracle Application Clusters, Oracle
Domain Services Cluster, or Oracle Member Clusters. Ensure that the response file
has the required cluster configuration details.

Ensure that you have storage, network, and operating system requirements configured
as stated in the Oracle Grid Infrastructure Installation Guide.

Procedure

*  From the Fleet Patching and Provisioning Server, run the command:

$ rhpctl add workingcopy -workingcopy G 122 -image G _HOMVE 12201 -
responsefile /u0l/app/rhpinfo/d@ 12201 install.rsp
{aut hentication_option}

G 122 is the working copy based on the image G _HOVE_ 12201
/u0l/ app/ rhpinfo/ G 12201 install.rsp is the response file location.

Cluster Verification Utility checks for preinstallation configuration as per
requirements. Fleet Patching and Provisioning configures Oracle Grid
Infrastructure.

Oracle Grid Infrastructure 12c release 2 is provisioned as per the settings in the same
response file.
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During provisioning, if an error occurs, the procedure stops and allows you to fix the
error. After fixing the error, you can resume the provisioning operation from where it
last stopped.

Watch a video @ Video

Provisioning an Oracle Database Home and Creating a Database

This procedure provisions Oracle Database 12c release 2 (12.2) software and creates
Oracle Database instances.

Procedure
1. From the Fleet Patching and Provisioning Server, provision the Oracle Database
home software:

$ rhpct! add workingcopy -image db12201 -path /u01/app/dbusr/ product/
12. 2. 0/ db12201
-client client_001 -oracl ebase /u0l/app/dbusr/ -workingcopy dbl22

The command provisions the working copy db122 to the specified path on the
cluster cl i ent _001, from the image db12201 .

2. Create the database instance:

$ rhpct! add database -workingcopy db122 -dbname db -dbtype RAC

The command creates an Oracle RAC database instance db . You can use the add
dat abase command repeatedly to create more instances on the working copy.

Watch a video @ Video

Provisioning a Pluggable Database

You can provision a pluggable database (PDB) on an existing container database
(CDB) running in a provisioned database working copy.

After you create a working copy of a gold image, provision that working copy to a
target, and create a database as a multitenant CDB, you can add a PDB to the CDB
using the rhpct| addpdb dat abase command.

e The following command example creates a PDB called pdb183 on a CDB called
raccdb183, which is on a working copy called wc_db183:

$ rhpctl addpdb database -worki ngcopy wec_db183 - cdbName raccdb183 -
pdbNanme pdb183

 Usetherhpct! deletepdb dat abase command to delete a PDB from an existing
CDB on a working copy.
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The following command example deletes a PDB called pdb183 on a CDB called
raccdb183, which is on a working copy called we_db183:

$ rhpctl del et epdb dat abase -worki ngcopy we_db183 -cdbName raccdb183 -
pdbNane pdb183

Upgrading to Oracle Grid Infrastructure 12¢ Release 2

This procedure uses Fleet Patching and Provisioning to upgrade your Oracle Grid
Infrastructure cluster from 11g release 2 (11.2.0.4) to 12c release 2 (12.2).

Before You Begin

To upgrade to Oracle Grid Infrastructure 12c release 2 (12.2.0.1), your source must be
Oracle Grid Infrastructure 11g release 2 (11.2.0.3 or 11.2.0.4), or Oracle Grid
Infrastructure 12c¢ release 2 (12.1.0.2).

Ensure that groups configured in the source home match those in the destination
home.

Ensure that you have an image G _HOVE_12201 of the Oracle Grid Infrastructure 12¢
release 2 (12.2.0.1) software to provision your working copy.

G 11204 is the active Grid Infrastructure home on the cluster being upgraded. It is a
working copy because in this example, Fleet Patching and Provisioning provisioned
the cluster. Fleet Patching and Provisioning can also upgrade clusters whose Grid
Infrastructure homes are unmanaged that is, homes that Fleet Patching and
Provisioning did not provision.

Procedure

1. Provision a working copy of the Oracle Grid Infrastructure 12c release 2 (12.2.0.1)
software:

$ rhpctl add workingcopy -workingcopy G122 -inmage G _HOVE 12201
{aut henticati on_option}

G 122 is the working copy based on the image G _HOVE_12201.
2. Upgrade your target cluster to the G 122 working copy:

rhpctl upgrade gi home -sourcewc G 11204 -destwe G 122

Rapid Home Provisioning identifies the cluster to upgrade based on the name of
the source working copy, and upgrades to the working copy G 122.
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Patching Oracle Grid Infrastructure Without Changing the Grid Home

Path

This procedure explains how to patch Oracle Grid Infrastructure without changing the
Grid home path.

Before You Begin

Ensure that the gold image containing the Grid home is imported and exists on the
Fleet Patching and Provisioning Server.

Ensure that the directory you provide in the pat h option is not an existing directory.

The source Grid home must be a managed home (provisioned by Fleet Patching
and Provisioning). It does not need to be an Oracle Layered File System (OLFS)-
compliant home.

The Grid home must be Oracle Grid Infrastructure 12c¢ (12.2.0.1) or later.

Procedure for Patching

ORACLE

To move a non-OLFS-compliant Grid home to an OLFS Grid home, from the Fleet
Patching and Provisioning Server, run two commands similar to the following:

$ rhpctl add worki ngcopy -workingcopy G _HOMVE 12201 PSUL -aupath
[ u01/ app/ or abase/ product/12.2.0. 1/ aupath -i mage i mage_nane
-client client_name -softwareonly

$ rhpctl move gihome -srcwe G _HOVE 12201 -destwe G _HOMVE 12201 PSUL -
agpat h

[ u01/ app/ or abase/ product/12. 2. 0. 1/ agpath -path

[ u01/ app/ or abase/ product/12.2.0. 1/ grid

To move an OLFS-compliant Grid home to a patched version, run two commands
similar to the following:

$ rhpctl add workingcopy -worki ngcopy gi honel12201_psul_| pm -aupath

[ u01/ app/ or abase/ product/12.2.0. 1/ aupath -image image nane -client
client_name -softwareonly

$ rhpctl nmove gi home -sourcewc gi honel2201 | pm - destwe
gi home12201_psul_| pm
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Patching Oracle Grid Infrastructure and Oracle Databases
Simultaneously

ORACLE

This procedure patches Oracle Grid Infrastructure and Oracle Databases on the
cluster to the latest patch level without cluster downtime.

Before You Begin

In this procedure, Oracle Grid Infrastructure 12¢ release 2 (12.2.0.1) is running on the
target cluster. Working copy G _HOVE_12201_ WCPY is the active Grid home on this
cluster. Working copy DB_HOMVE 12201 WCPY runs an Oracle RAC 12c release 2
(12.2.0.1) Database with running database instance db1. Working copy

DB _HOME 12102_WCPY runs an Oracle RAC 12c release 1 (12.1.0.2) Database with
running database instance db2

Ensure that you have images G _HOVE 12201 PSUL, DB HOVE 12201 PSU1,
DB_HOME 12102_PSU5 with the required patches for Oracle Grid Infrastructure and
Oracle RAC Database on the Fleet Patching and Provisioning Server.

The groups configured in the source home must match with those in the destination
home.

Procedure

1. Prepare target Oracle homes as follows:

a. Provision software-only Grid home on the cluster to be patched:

$ rhpctl add workingcopy -worki ngcopy G _HOVE 12201_PATCHED WCPY
-image G _HOMVE 12201 PSUL —client CLUSTER 005 -softwareonly

b. Provision each release Database home, without database instances, to be
patched:

$ rhpct! add workingcopy -worki ngcopy DB_HOVE_12201_PATCHED WCPY
-image DB HOVE 12201 PSUl

$ rhpctl add workingcopy -worki ngcopy DB _HOVE_12102_PATCHED WCPY
-image DB HOVE 12102 PSUs

2. Patch Oracle Grid Infrastructure and all Oracle RAC Databases on nodel as
follows:

$ rhpctl nove gihome -sourcewc G _HOME 12201 WCPY -destwec
G _HOVE_12201_PATCHED WCPY -auto
- dbhones
DB_HOME_12102_WCPY=DB_HOVE 12102 PATCHED WCPY, DB_HOVE_12201 WCPY=DB_HOVE
_12201_PATCHED WCPY -targetnode nodel {authentication_option}

When you run the command, you move your active Oracle Grid Infrastructure from
working copy G _HOME 12201 WCPY to G _HOVE 12201 PATCHED WCPY, Oracle RAC
Database dbl from DB_HOMVE 12201 WCPY to DB_HOMVE 12201 PATCHED WCPY, and
Oracle RAC Database db2 from DB_HOMVE 12102 _WCPY to

DB HOME 12102 PATCHED WCPY.
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Patching Oracle Database 12c Release 1 Without Downtime

ORACLE

This procedure explains how to patch Oracle Database 12c¢ release 1 (12.1.0.2) with
the latest patching without bringing down the database.

Before You Begin
You have an Oracle Database db12102 that you want to patch to the latest patch level.

Ensure that the working copy db12102_psu based on the image DB12102_PSU contains
the latest patches and is available.

Procedure

From the Fleet Patching and Provisioning Server, run one of the following commands
as per your source and destination database:

1. To patch an Oracle Database home managed by Fleet Patching and Provisioning,
and there exist working copies of the source and destination databases, run:

rhpctl nove database -sourcewc dbl12102 -patchedwe dbl12102_psu

dh12102 is the source working copy of the database being patched

dbh12102_psu is the working copy of the Oracle Database software with patches
applied, based on the image DB12102_PSU.

2. To patch an unmanaged Oracle Database home (source working copy does not
exist because the Oracle home is not managed by Fleet Patching and
Provisioning), run:

rhpctl nove dat abase -sourcehone /u01/app/ orabase/ product/12.1.0. 2/
dbhone_1
- pat chedwe db12102 psu -target node nodel

t ar get node specifies the node on which the database to be upgraded is running,
because the source Oracle Database is on a 12.1.0.2 cluster.

/ u0l/ app/ or abase/ product/ 12. 1. 0. 2/ dbhone_1 is the path of the database being
patched

dh12102_psu is the working copy of the Oracle Database software with patches
applied, based on the image DB12102_PSU.

Use the saved gold image for standardized patching of all your databases of
release 12c release 1 to the same patch level.

3. If for some reason, you want to rollback the patches applied to a managed Oracle

Database home, run:

rhpctl nove database -sourcewec dbl12102_psu
- pat chedwe db12102 -i gnor ewcpat ches

dbh12102 is the working copy of the unpatched database to which you want to roll
back.
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dbh12102_psu is the working copy of the Oracle Database software with patches
applied, based on the image DB12102_PSU.

For all Oracle Databases, you can also specify these additional options with the nove
dat abase command:

e -keeppl acenent : For admin-managed Oracle RAC Databases (not Oracle RAC
One Node Database), Fleet Patching and Provisioning retains the services on the
same nodes after the move.

o -di sconnect : Disconnects all sessions before stopping or relocating services.

e -drain_timeout: Specify the time, in seconds, allowed for resource draining to be
completed for planned maintenance operations. During the draining period, all
current client requests are processed, but new requests are not accepted. This
option is available only with Oracle Database 12c release 2 (12.2) or later.

e -stopoption: Stops the database.

* -nodat apat ch: Ensures dat apat ch is not run for databases you are moving.

Watch a video ) Video

Upgrading to Oracle Database 12¢ Release 2

ORACLE

This procedure describes how to upgrade an Oracle database from Oracle Database
11g release 2 (11.2) to 12c release 2 with a single command, using Fleet Patching and
Provisioning, both for managed and unmanaged Oracle homes.

Before you Begin

e To upgrade to Oracle Database 12c release 2 (12.2.0.1), your source database
must be either Oracle Database 119 release 2 (11.2.0.3 or 11.2.0.4), or Oracle
Database 12c release 1 (12.1.0.2).

*  Oracle Grid Infrastructure on which the pre-upgrade database is running must be
of the same release or later than the database release to which you are upgrading.

* The source Oracle home to be upgraded can be a managed working copy, that is
an Oracle home provisioned using Fleet Patching and Provisioning, or an
unmanaged home, that is, an Oracle home not provisioned using Fleet Patching
and Provisioning. If you are upgrading an unmanaged Oracle home, provide the
complete path of the database for upgrade.

Procedure to Upgrade Oracle Database using Fleet Patching and Provisioning

1. From the Fleet Patching and Provisioning Server, run one of the following
commands as per your source and destination database:

a. To upgrade an Oracle home managed by Fleet Patching and Provisioning,
and there exist working copies of the source and destination databases, run:

$ rhpct| upgrade database -dbnane test database -sourcewc dbll2 -
destwe db122
{aut henti cation_option}

t est _dat abase is the name of the database being upgraded.

db112 is the source working copy of the pre-upgrade database.
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db122 is the working copy of the upgraded Oracle Database software.

To upgrade an unmanaged Oracle home (source working copy does not exist
because the Oracle home is not managed by Fleet Patching and
Provisioning), run:

$ rhpct! nove database -sourcehone /u01/ app/ orabase/ product/11.2. 0/
dbhome_1
-destwe db122 -targetnode nodel {authentication_option}

/ u0l/ app/ or abase/ product/ 11. 2. 0/ dbhone_1 is the path of the database
being upgraded.

dh122 is the working copy of the upgraded Oracle Database software.

t ar get node specifies the node on which the database to be upgraded is
running, because the source Oracle Database is on a 11.2.0.4 cluster.

The upgraded database is now managed by Fleet Patching and Provisioning. You can
ensure that your database is patched to the latest level, using Fleet Patching and
Provisioning.

# Note:

During upgrade, if an error occurs, the procedure stops and allows you to fix
the error. After fixing the error, you can resume the upgrade operation from
where it last stopped.

Watch a video @ Video

Related Topics

rhpctl upgrade database
Upgrades a database to the version of the destination working copy.

rhpctl move database
Moves one or more databases from a source working copy or any Oracle
Database home to a patched working copy.

Adding a Node to a Cluster and Scaling an Oracle RAC Database to

the Node

ORACLE

You can add a node to your two-node cluster by using Fleet Patching and Provisioning
to add the node, and then extend an Oracle RAC database to the new node.

Before You Begin

In this procedure, Oracle Grid Infrastructure 12¢ release 2 (12.2.0.1) is running on the
cluster. Working copy G _HOME 12202 _WCPY is the active Grid home on this cluster.

The Oracle RAC database home runs on the working copy DB_HOVE 12202_WCPY.

Ensure that you have storage, network, and operating system requirements configured
for the new node as stated in Oracle Grid Infrastructure Installation Guide.
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Procedure
1. From the Fleet Patching and Provisioning Server, run the following command to
add a node to the existing Oracle Grid Infrastructure working copy:

rhpctl addnode gi home -workingcopy G _HOVE 12202 WCPY - newnodes n3: n3-
vip {authentication_option}

The command extends the cluster by adding node3.
2. Add instances to the administrator-managed Oracle RAC database on the new
node:

rhpctl addnode database -worki ngcopy DB _HOMVE 12202 WCPY - dbnane db321 -
node n3 {authentication_option}

The command extends the database home on the node3 and creates database
db321 on this node.

Watch a video @ Video

Related Topics
e rhpctl addnode gihome

* rhpctl addnode database

Adding Gold Images for Fleet Patching and Provisioning

ORACLE

Create gold images of software home and store them on the Fleet Patching and
Provisioning Server, to use later to provision Oracle homes.

Before You Begin

The Oracle home to be used for creating the gold image can be on the Fleet Patching
and Provisioning Server, or Fleet Patching and Provisioning Client, or any target
machine that the Fleet Patching and Provisioning Server can communicate with.

Procedure

Create gold images of Oracle homes in any of the following ways and store them on
the Fleet Patching and Provisioning server:

1. Import an image from an installed Oracle home on the Fleet Patching and
Provisioning Server:

rhpctl inport image -image db12201 -path /share/ software/ 122/ dbhone -
i maget ype ORACLEDBSOFTWARE

The gold image of i maget ype Oracle Database 12c release 2 software is created
and stored on the Fleet Patching and Provisioning Server.

You can also create gold images of Oracle Grid Infrastructure or any other
software by specifying - i maget ype as ORACLEG SOFTWARE, ORACLEGGSOFTWARE, or
SOFTWARE respectively.
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Import an image from an installed Oracle home on a Fleet Patching and
Provisioning Client by running the following command from the Fleet Patching and
Provisioning Client:

rhpctl inport image -imge db12201 -path /u01/app/ dbusr/product/12. 2.0/

The command creates and adds the image db12201 based on the local Oracle
home installed in the specified path.

# Note:

You cannot directly use images as software homes. Use images to create
working copies of software homes.

Creating a User Action to Deploy a Web Server

You can install and configure any type of software using Fleet Patching and
Provisioning user actions. Review this procedure to automate deployment of Apache
Web Server using Fleet Patching and Provisioning.

ORACLE

Fleet Patching and Provisioning supports creation of work flows to deploy and manage
all types of software.

1.

Create the script to install Apache Web server:

a. On the Fleet Patching and Provisioning Server, download and extract the
Apache Web server installation kit.

b. Create the script to install, configure, and start the Apache Web server.
Register the script as a user action with Fleet Patching and Provisioning. Run the
following command from the Fleet Patching and Provisioning Server:

rhpctl useraction -useraction apachestart
-actionscript /userl/useractions/apacheinstall.sh
-post -optype ADD WORKI NGCOPY -onerror ABORT

The command adds the apachest art user action for the action script stored in the
specified directory. As per the specified properties, the user action runs after the
ADD WORKI NGCOPY operation and aborts if there is any error.

Create an image type and associate the user action with the image type:

rhpctl add inmagetype -inmagetype apachetype -basetype SOFTWARE
-useraction "apachestart"

The command creates a new image type called apachet ype, a derivative of the
basic image type SOFTWARE with an associated user action apacherstart.

Create a gold image of the image type:

rhpctl inport image -image apacheinstall -path /userl/apache2219 kit/
-imaget ype apachetype
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The command creates a gold image apachei nst al | with the script for Apache
Web server installation, in the specified path based on the i maget ype created
earlier.

To view the properties of this image, run the rhpct| query inmage -image
apachei nstal | command.

Deploy a working copy of the gold image on the target:

rhpctl add worki ngcopy -workingcopy apachecopy -imge apacheinstal |
-path /userl/apacheinstallloc -sudouser userl

-sudopat h /usr/local /bin/sudo -node nodel -user userl
-useractiondata "/user1/apachehone: 1080: 2. 2. 19

Fleet Patching and Provisioning provisions the software to the target and runs the
script apachest art specified in the user action. You provide the Apache Web
server configuration details such as port number with the user act i ondat a option.
If the target is a Fleet Patching and Provisioning Client, then you need not specify
sudo credentials.

You can create other user actions and automate installation and configuration of
software homes using Fleet Patching and Provisioning.
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Managing Oracle Cluster Reqistry and
Voting Files

ORACLE

Oracle Clusterware includes two important components that manage configuration and
node membership: Oracle Cluster Registry (OCR), which also includes the local
component Oracle Local Registry (OLR), and voting files.

*  OCR stores Oracle Clusterware and Oracle RAC database configuration
information

* OLR resides on every node in the cluster and manages Oracle Clusterware
configuration information for each particular node

e Voting files store information about node membership. Each voting file must be
accessible by all nodes in the cluster for nodes to be members of the cluster

With Oracle Clusterware 18c and before, you must store OCR and voting files on
Oracle Automatic Storage Management (Oracle ASM).

¢ Notes:

e Oracle Clusterware 12¢ does not support the use of raw or block
devices. To upgrade to Oracle Clusterware 12¢ from a previous Oracle
Clusterware release on which you were using raw or block devices, you
must migrate OCR and voting files to Oracle ASM or a shared file
system before you upgrade.

e Beginning with Oracle Clusterware 12c release 2 (12.2), the placement
of OCR and voting files directly on a shared file system is deprecated in
favor of having those files managed by Oracle ASM.

If you must use a supported shared file system (either a network file
system or a shared cluster file system) instead of native disk devices,
then you must create Oracle ASM disks on the shared file system that
you plan to use for hosting OCR and the voting files before installing
Oracle Grid Infrastructure. You can then use the Oracle ASM disks in an
Oracle ASM disk group to manage OCR and the voting files.

Oracle recommends that you configure multiple voting files during Oracle Clusterware
installation to improve availability. If you choose to put the voting files into an Oracle
ASM disk group, then Oracle ASM ensures the configuration of multiple voting files if
you use a normal or high redundancy disk group. If you choose to store the voting files
on a shared file system, then select the option to configure multiple voting files, in
which case you will have to specify three different file systems based on different
disks.

If necessary, you can dynamically add or replace voting files after you complete the
Oracle Clusterware installation process without stopping the cluster.
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This chapter includes the following topics:

* Managing Oracle Cluster Registry and Oracle Local Registry

* Managing Voting Files

Managing Oracle Cluster Registry and Oracle Local Registry

Use OCRCONFIG, OCRDUMP, and OCRCHECK to manage OCR and the Oracle
Local Registry (OLR).

OCR contains information about all Oracle resources in the cluster.

OLR is a registry similar to OCR located on each node in a cluster, but contains
information specific to each node. It contains manageability information about Oracle
Clusterware, including dependencies between various services. Oracle High
Availability Services uses this information. OLR is located on local storage on each
node in a cluster. Its default location is in the path Gri d_hone/ cdat ahost _nane. ol r,
where G'i d_hone is the Oracle Grid Infrastructure home, and host _nane is the host
name of the node.

Administering OCR is decribed in the following topics:

e Migrating Oracle Cluster Registry to Oracle Automatic Storage Management

e Adding_ Replacing_ Repairing_ and Removing Oracle Cluster Registry Locations
e Backing Up Oracle Cluster Registry

e Restoring Oracle Cluster Registry

e Diagnosing Oracle Cluster Registry Problems

e Administering Oracle Cluster Registry with Export and Import Commands

e Oracle Local Registry

e Upgrading and Downgrading the Oracle Cluster Registry Configuration

Related Topics

*  About OCRCONFIG
Use the ocr confi g command to manage OCR. Using this utility you can import,
export, add, delete, restore, overwrite, backup, repair, replace, move, upgrade, or
downgrade OCR.

e Troubleshooting Oracle Cluster Registry

Migrating Oracle Cluster Registry to Oracle Automatic Storage
Management

ORACLE

With the Oracle Clusterware storage residing in an Oracle ASM disk group, you can
manage both database and clusterware storage using Oracle Enterprise Manager.

To improve Oracle Clusterware storage manageability, OCR is configured, by default,
to use Oracle ASM in Oracle Database 12c. However, if you upgrade from a previous
version of Oracle Clusterware, you can migrate OCR to reside on Oracle ASM, and
take advantage of the improvements in managing Oracle Clusterware storage.
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# Note:

If you upgrade from a previous version of Oracle Clusterware to Oracle
Clusterware 12c¢ and you want to store OCR in an Oracle ASM disk group,
then you must set the ASM Compatibility compatibility attribute to 11. 2. 0. 2,
or later.

To migrate OCR to Oracle ASM using OCRCONFIG:

1. Ensure the upgrade to Oracle Clusterware 12c¢ is complete. Run the following
command to verify the current running version:

$ crsctl query crs activeversion

2. Use the Oracle ASM Configuration Assistant (ASMCA) to configure and start
Oracle ASM on all nodes in the cluster.

3. Use ASMCA to create an Oracle ASM disk group that is at least the same size of
the existing OCR and has at least normal redundancy.

# Note:

e If OCR is stored in an Oracle ASM disk group with external
redundancy, then Oracle recommends that you add another OCR
location to another disk group to avoid the loss of OCR, if a disk fails
in the disk group.

Oracle does not support storing OCR on different storage types
simultaneously, such as storing OCR on both Oracle ASM and a
shared file system, except during a migration.

< If an Oracle ASM instance fails on any node, then OCR becomes
unavailable on that particular node.

If the CRSD process running on the node affected by the Oracle
ASM instance failure is the OCR writer, the majority of the OCR
locations are stored in Oracle ASM, and you attempt I/O on OCR
during the time the Oracle ASM instance is down on this node, then
CRSD stops and becomes inoperable. Cluster management is now
affected on this particular node.

Under no circumstances will the failure of one Oracle ASM instance
on one node affect the whole cluster.

e Ensure that Oracle ASM disk groups that you create are mounted on
all of the nodes in the cluster.

4. To add OCR to an Oracle ASM disk group, ensure that the Oracle Clusterware
stack is running and run the following command as r oot :

# ocrconfig -add +new di sk_group
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You can run this command more than once if you add multiple OCR locations. You
can have up to five OCR locations. However, each successive run must point to a
different disk group.

5. To remove storage configurations no longer in use, run the following command as
root:

# ocrconfig -delete ol d_storage_| ocation

Run this command for every configured OCR.

The following example shows how to migrate two OCRs to Oracle ASM using
OCRCONFIG.

# ocrconfig -add +new di sk_group
# ocrconfig -delete /ocrdatalocr_1
# ocrconfig -delete /ocrdatalocr_2

" Note:

e OCR inherits the redundancy of the disk group. If you want high
redundancy for OCR, you must configure the disk group with high
redundancy when you create it.

e Oracle recommends that you put the SPFILE for Oracle ASM in this
newly-created OCR location.

Related Topics

*  Oracle Automatic Storage Management Administrator's Guide
*  Oracle Automatic Storage Management Administrator's Guide
*  Oracle Automatic Storage Management Administrator's Guide

*  Oracle Grid Infrastructure Installation and Upgrade Guide

Migrating Oracle Cluster Registry from Oracle ASM to Other Types of Storage

To migrate OCR from Oracle ASM to another storage type:

1. Ensure the upgrade to Oracle Clusterware 12¢ is complete. Run the following
command to verify the current running version:

$ crsctl query crs activeversion

2. Create afile in a shared or cluster file system with the following permissions: r oot ,
oinstal |, 640.

# Note:

Create at least two mirrors of the primary storage location to eliminate a
single point of failure for OCR. OCR supports up to five locations.
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3. Ensure there is at least 500 MB of space on the mount patrtition.
4. Ensure that the file you created is visible from all nodes in the cluster.

5. To add the file as an OCR location, ensure that the Oracle Clusterware stack is
running and run the following command as r oot :

# ocrconfig -add file_location
You can run this command more than once if you add more than one OCR

location. Each successive run of this command must point to a different file
location.

6. Ensure that the OCR backup location is not configured on an Oracle ASM disk
group.

To migrate the OCR backup location to a file system, run the following command
asroot:

# ocrconfig -backuploc file_location

7. Toremove storage configurations no longer in use, run the following command as
root:

# ocrconfig -del ete +asm di sk_group

You can run this command more than once if there is more than one OCR location
configured.

The following example shows how to migrate OCR from Oracle ASM to NAS using
OCRCONFIG.

# ocrconfig -add /nas/ocr

For OCRs not stored on Oracle ASM, Oracle recommends that you mirror OCR on
different devices.

Adding, Replacing, Repairing, and Removing Oracle Cluster Registry

Locations

ORACLE

Manage OCR locations using OCRCONFIG.

The Oracle installation process for Oracle Clusterware gives you the option of
automatically mirroring OCR. You can manually put the mirrored OCRs on a shared
Network File System (NFS), or on any cluster file system that is certified by Oracle.
Alternatively, you can place OCR on Oracle ASM and allow it to create mirrors
automatically, depending on the redundancy option you select.

You can manually mirror OCR, as described in the Adding an Oracle Cluster Registry
Location section, if you:

» Upgraded to Oracle Clusterware 12¢ but did not choose to mirror OCR during the
upgrade

»  Created only one OCR location during the Oracle Clusterware installation

Oracle recommends that you configure:

* Atleast three OCR locations, if OCR is configured on non-mirrored or non-
redundant storage. Oracle strongly recommends that you mirror OCR if the
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underlying storage is not RAID. Mirroring can help prevent OCR from becoming a
single point of failure.

At least two OCR locations if OCR is configured on an Oracle ASM disk group.
You should configure OCR in two independent disk groups. Typically this is the
work area and the recovery area.

At least two OCR locations if OCR is configured on mirrored hardware or third-
party mirrored volumes.

# Note:

» If the original OCR location does not exist, then you must create an
empty (0 byte) OCR location with appropriate permissions before you
run the ocrconfig -add or ocrconfig -repl ace commands.

e Ensure that the OCR devices that you specify in the OCR configuration
exist and that these OCR devices are valid.

e Ensure that the Oracle ASM disk group that you specify exists and is
mounted.

e The new OCR file, device, or disk group must be accessible from all of
the active nodes in the cluster.

In addition to mirroring OCR locations, managing OCR locations include:

Adding an Oracle Cluster Registry Location

Removing an Oracle Cluster Registry Location

Replacing an Oracle Cluster Registry Location

Repairing an Oracle Cluster Registry Configuration on a Local Node

Overriding the Oracle Cluster Registry Data Loss Protection Mechanism

# Note:

The operations in this section affect OCR throughout the entire cluster: the
operations change the OCR configuration information in the ocr . | oc file on
Linux and UNIX systems and the Registry keys on Windows systems.
However, the ocr confi g command cannot modify OCR configuration
information for nodes that are shut down or for nodes on which Oracle
Clusterware is not running.

Related Topics

ORACLE

Oracle Grid Infrastructure Installation and Upgrade Guide

Oracle Automatic Storage Management Administrator's Guide
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Adding an Oracle Cluster Registry Location

Use the procedure in this section to add an OCR location. Oracle Clusterware can
manage up to five redundant OCR locations.

# Note:

If OCR resides on a cluster file system file or a network file system, create an
empty (0 byte) OCR location file before performing the procedures in this
section.

As the r oot user, run the following command to add an OCR location to either Oracle
ASM or other storage device:

# ocrconfig -add +asmdisk_group | file_nane

# Note:

On Linux and UNIX systems, you must be r oot to run ocr confi g commands.
On Windows systems, the user must be a member of the Administrator's

group.

Removing an Oracle Cluster Registry Location

To remove an OCR location or a failed OCR location, at least one other OCR must be
online. You can remove an OCR location to reduce OCR-related overhead or to stop
mirroring your OCR because you moved OCR to redundant storage such as RAID.

Perform the following procedure as the r oot user to remove an OCR location from
your Oracle Clusterware environment:

1. Ensure that at least one OCR location other than the OCR location that you are
removing is online.

Caution:

Do not perform this OCR removal procedure unless there is at least one
other active OCR location online.

2. Run the following command on any node in the cluster to remove an OCR location
from either Oracle ASM or other location:

# ocrconfig -del ete +ASM disk_group | file_nanme

The fil e_nane variable can be a device name or a file name. This command
updates the OCR configuration on all of the nodes on which Oracle Clusterware is
running.

ORACLE .



Chapter 6
Managing Oracle Cluster Registry and Oracle Local Registry

# Note:

The only configured Oracle ASM OCR location, which is on a different
Oracle ASM disk group than the Oracle ASM OCR backup location,
cannot be removed.

Replacing an Oracle Cluster Registry Location

If you must change an existing OCR location, or change a failed OCR location to a
working location, then you can use the following procedure, if all remaining OCR
locations remain online. The ocrconfi g -repl ace command requires that at least two
OCR locations are configured.

ORACLE

To change an Oracle Cluster Registry location:

Complete the following procedure:

1.

Use the OCRCHECK utility to verify that a copy of OCR other than the one you are
going to replace is online, using the following command:

$ ocrcheck

OCRCHECK displays all OCR locations that are registered and whether they are
available (online). If an OCR location suddenly becomes unavailable, then it might
take a short period for Oracle Clusterware to show the change in status.

# Note:

The OCR location that you are replacing can be either online or offline.

Use the following command to verify that Oracle Clusterware is running on the
node on which you are going to perform the replace operation:

$ crsctl check crs

Run the following command as r oot to replace the current OCR location using
either destination_file or +ASM di sk_group to indicate the current and target
OCR locations:

# ocrconfig -replace current _OCR | ocation -replacenent new OCR | ocation

The preceding command fails if you have less than two configured OCR locations
that are online.

If you have only one OCR location configured and online, then you must first add a
new location and then delete the failed location, as follows:

# ocrconfig -add new OCR | ocation
# ocrconfig -delete current _OCR | ocation
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# Note:

If your cluster configuration changes while the node on which OCR
resides is stopped, and the Oracle Clusterware stack is running on the
other nodes, then OCR detects configuration changes and self-corrects
the configuration by changing the contents of the ocr. | oc file.

Related Topics

*  Oracle Automatic Storage Management Administrator's Guide

Repairing an Oracle Cluster Registry Configuration on a Local Node

It may be necessary to repair OCR if your cluster configuration changes while that
node is stopped and this node is the only member in the cluster.

Repairing an OCR involves either adding, deleting, or replacing an OCR location. For
example, if any node that is part of your current Oracle RAC cluster is shut down, then
you must update the OCR configuration on the stopped node to let that node rejoin the
cluster after the node is restarted. Use the following command syntax as r oot on the
restarted node where you use either a destination_fil e or +ASM di sk_group to
indicate the current and target OCR locations:

# ocrconfig -repair -replace current _OCR | ocation -repl acenent
target _OCR | ocation

This operation only changes OCR on the node on which you run this command. For
example, if the OCR location is / dev/ sdel, then use the command syntax ocr confi g
-repair -add /dev/sdel on this node to repair OCR on that node.

# Note:

e You cannot repair the OCR configuration on a node on which the Oracle
Cluster Ready Services daemon is running.

¢ When you repair OCR on a stopped node using ocrconfig -repair, you
must provide the same OCR file name (which should be case-sensitive)
as the OCR file names on other nodes.

e Ifyouruntheocrconfig -add | -repair | -replace command, then
the device, file, or Oracle ASM disk group that you are adding must be
accessible. This means that a device must exist. You must create an
empty (0 byte) OCR location, or the Oracle ASM disk group must exist
and be mounted.

Related Topics
e OCRCONFIG Command Reference

*  Oracle Automatic Storage Management Administrator's Guide
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Overriding the Oracle Cluster Registry Data Loss Protection Mechanism

ORACLE

OCR has a mechanism that prevents data loss due to accidental overwrites. If you
configure a mirrored OCR and if Oracle Clusterware cannot access the mirrored OCR
locations and also cannot verify that the available OCR location contains the most
recent configuration, then Oracle Clusterware prevents further modification to the
available OCR location. In addition, the process prevents overwriting by prohibiting
Oracle Clusterware from starting on the node on which only one OCR is available. In
such cases, Oracle Database displays an alert message in either Oracle Enterprise
Manager, the Oracle Clusterware alert log files, or both. If this problem is local to only
one node, you can use other nodes to start your cluster database.

However, if you are unable to start any cluster node in your environment and if you
can neither repair OCR nor restore access to all OCR locations, then you can override
the protection mechanism. The procedure described in the following list enables you to
start the cluster using the available OCR location. However, overriding the protection
mechanism can result in the loss of data that was not available when the previous
known good state was created.

Caution:

Overriding OCR using the following procedure can result in the loss of OCR
updates that were made between the time of the last known good OCR
update made to the currently accessible OCR and the time at which you
performed the overwrite. In other words, running the ocrconfig -overwite
command can result in data loss if the OCR location that you are using to
perform the overwrite does not contain the latest configuration updates for
your cluster environment.

Perform the following procedure to overwrite OCR if a node cannot start and if the alert
log contains CLSD-1009 and CLSD-1011 messages.

1. Attempt to resolve the cause of the CLSD-1009 and CLSD-1011 messages.

Compare the node's OCR configuration (ocr . | oc on Linux and UNIX systems and
the Registry on Windows systems) with other nodes on which Oracle Clusterware
iS running.

» If the configurations do not match, run ocrconfig -repair.

« If the configurations match, ensure that the node can access all of the
configured OCRs by running an | s command on Linux and UNIX systems. On
Windows, use a di r command if the OCR location is a file and run
Qui Oracl eChj ect Manager . exe to verify that the part of the cluster with the
name exists.

2. Ensure that the most recent OCR contains the latest OCR updates.

Look at output from the ocr dunp command and determine whether it has your
latest updates.

3. If you cannot resolve the problem that caused the CLSD message, then run the
command ocrconfi g -overwite to start the node.
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Backing Up Oracle Cluster Registry

This section describes how to back up OCR content and use it for recovery. The first
method uses automatically generated OCR copies and the second method enables
you to issue a backup command manually:

*  Automatic backups: Oracle Clusterware automatically creates OCR backups
every four hours. At any one time, Oracle Database always retains the last three
backup copies of OCR. The CRSD process that creates the backups also creates
and retains an OCR backup for each full day and after each week. You cannot
customize the backup frequencies or the number of files that Oracle Database
retains.

* Manual backups: Run the ocr confi g - manual backup command on a node where
the Oracle Clusterware stack is up and running to force Oracle Clusterware to
perform a backup of OCR at any time, rather than wait for the automatic backup.
You must run the command as a user with administrative privileges. The -
manual backup option is especially useful when you want to obtain a binary backup
on demand, such as before you make changes to OCR. The OLR only supports
manual backups.

When the clusterware stack is down on all nodes in the cluster, the backups that are
listed by the ocrconfi g - showbackup command may differ from node to node.

# Note:

After you install or upgrade Oracle Clusterware on a node, or add a node to
the cluster, when the r oot . sh script finishes, it backs up OLR.

This section includes the following topics:
e Listing Backup Files

e Changing Backup Location

Listing Backup Files

ORACLE

Run the following command to list the backup files:

ocrconfig -showbackup

The ocrconfi g - showbackup command displays the backup location, timestamp, and
the originating node name of the backup files that Oracle Clusterware creates. By
default, the - showbackup option displays information for both automatic and manual
backups but you can include the aut o or manual flag to display only the automatic
backup information or only the manual backup information, respectively.

Run the following command to inspect the contents and verify the integrity of the
backup file:

ocrdunp -backupfile backup_file_name

You can use any backup software to copy the automatically generated backup files at
least once daily to a different device from where the primary OCR resides.
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As of Oracle Clusterware 12c release 2 (12.2), the default location for generating
backups is an Oracle ASM disk group, which you can change between Oracle ASM
disk groups, but you cannot change to a local file system. Oracle recommends that
you include the backup file created with the OCRCONFIG utility as part of your
operating system backup using standard operating system or third-party tools.

Changing Backup Location

Run the following command to change the location where OCR creates backups:

# ocrconfig -backuploc file nane

The fil e_nane variable in the preceding command can be a full directory path name
that is accessible by all nodes, or it can be an Oracle ASM disk group that is mounted
on all nodes. You must migrate OCR to Oracle ASM before changing the OCR backup
location to an Oracle ASM disk group. You can change the OCR backup location to an
Oracle ASM disk group only if there is at least one Oracle ASM OCR location in a
separate disk group.

For example, to specify an OCR backup location in a directory:

# ocrconfig -backuploc Grid_hone/cdatal/cluster3

To specify an OCR backup location in an Oracle ASM disk group:

# ocrconfig -backupl oc +bkupdg

" Note:

On Linux and UNIX systems, you must be r oot user to run most but not all of
the ocr confi g command options. On Windows systems, the user must be a
member of the Administrator's group.

Related Topics
*  Administering Oracle Cluster Registry with Export and Import Commands
¢ OCRCONFIG Command Reference

Restoring Oracle Cluster Registry

A procedure for OCR restoration for your platform.

If a resource fails, then before attempting to restore OCR, restart the resource. As a
definitive verification that OCR failed, run ocr check and if the command returns a
failure message, then both the primary OCR and the OCR mirror have failed.
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# Note:

* You cannot restore your configuration from an OCR backup file using the
-import option, which is explained in "Administering Oracle Cluster
Registry with Export and Import Commands". You must instead use the -
rest or e option, as described in the following sections.

e If you store OCR on an Oracle ASM disk group and the disk group is not
available, then you must recover and mount the Oracle ASM disk group.

Restoring the Oracle Cluster Registry on Linux or UNIX Systems
Restoring the Oracle Cluster Registry on Windows Systems

Restoring the Oracle Cluster Registry in an Oracle Restart Environment

Related Topics

Administering Oracle Cluster Registry with Export and Import Commands

Oracle Automatic Storage Management Administrator's Guide

Restoring the Oracle Cluster Registry on Linux or UNIX Systems

Use this procedure to restore OCR on Linux or UNIX systems.

ORACLE

If you are storing OCR on an Oracle ASM disk group, and that disk group is corrupt,
then you must restore the Oracle ASM disk group using Oracle ASM utilities, and then
mount the disk group again before recovering OCR. Recover OCR by running the
ocrconfig -restore command, as instructed in the following procedure.

# Note:

If the original OCR location does not exist, then you must create an empty (0
byte) OCR location with the same name as the original OCR location before
you run the ocrconfi g -restore command.

Use the following procedure to restore OCR on Linux or UNIX systems:

1.

List the nodes in your cluster by running the following command on one node:

$ ol snodes

Depending on whether OCR is located in an Oracle ASM disk group or on network
attached storage (NAS), stop Oracle Clusterware by running one of the following
commands as root on all of the nodes:

If OCR is located in an Oracle ASM disk group, then stop the Oracle Clusterware
daemon:

# crsctl stop crs
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If the preceding command returns any error due to OCR corruption, then force
stop Oracle Clusterware by running the following command as r oot on all of the
nodes:

# crsctl stop crs -f

3. Ifyou are restoring OCR to a cluster file system or network file system, then run
the following command as r oot to restore OCR with an OCR backup that you can
identify in "Listing Backup Files":

# ocrconfig -restore file_name

¢ Note:

If the OCR backup file is located in an Oracle ASM disk group, then
ensure that the disk group exists and is mounted.

After you complete this step, proceed to step 11.

If you are not restoring OCR to a cluster file system or network file system, then
proceed to the next step.

4. Start the Oracle Clusterware stack on one node in exclusive mode by running the
following command as r oot :

# crsctl start crs -excl -nocrs

The - nocr s option ensures that the CRSD process and OCR do not start with the
rest of the Oracle Clusterware stack.

Ignore any errors that display.

5. Check whether CRSD is running by running the following command:

$ crsctl status resource ora.crsd -init

If CRSD is running, then stop it by running the following command as r oot :

# crsctl stop resource ora.crsd -init

Caution:
Do not use the -i ni t flag with any other command unless directed to do
so by My Oracle Support.

6. To restore OCR to an Oracle ASM disk group, you must first create a disk group
using SQL*Plus that has the same name as the disk group you want to restore
and mount it on the local node.
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8.

10.

11.
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If you cannot mount the disk group locally, then run the following SQL*Plus
command:

SQL> drop diskgroup disk _group_nane force including contents;

Restore OCR with an OCR backup that you can identify in "Listing Backup Files"
by running the following command as r oot :

# ocrconfig -restore file_nane

" Note:

e If the original OCR location does not exist, then you must create an
empty (0 byte) OCR location before you run the ocrconfig -
rest ore command.

e Ensure that the OCR devices that you specify in the OCR
configuration exist and that these OCR devices are valid.

* If you configured OCR in an Oracle ASM disk group, then ensure
that the Oracle ASM disk group exists and is mounted.

* If the OCR backup file is located in an Oracle ASM disk group, then
ensure that the disk group exists and is mounted.

" See Also:

Oracle Grid Infrastructure Installation and Upgrade Guide for information
about creating OCRs

Verify the integrity of OCR:
# ocrcheck

Stop Oracle Clusterware on the node where it is running in exclusive mode:

# crsctl stop crs -f

Run the ocrconfig -repair -replace command as root on all the nodes in the
cluster where you did not run the ocrconfi g -rest ore command. For example, if
you ran the ocrconfi g -restore command on node 1 of a four-node cluster, then
you must run the ocrconfig -repair -replace command on nodes 2, 3, and 4.

Begin to start Oracle Clusterware by running the following command as r oot on all
of the nodes:

# crsctl start crs
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12. Verify OCR integrity of all of the cluster nodes that are configured as part of your
cluster by running the following CVU command:

$ cluvfy conp ocr -n all -verbose

Related Topics

e Oracle Automatic Storage Management Administrator's Guide
e Listing Backup Files

e Oracle Automatic Storage Management Administrator's Guide
e Oracle Grid Infrastructure Installation and Upgrade Guide

e Cluster Verification Utility Reference

Restoring the Oracle Cluster Registry on Windows Systems

ORACLE

Use this procedure to restore OCR on Windows systems.

If you are storing OCR on an Oracle ASM disk group, and that disk group is corrupt,
then you must restore the Oracle ASM disk group using Oracle ASM utilities, and then
mount the disk group again before recovering OCR. Recover OCR by running the
ocrconfig -restore command.

# Note:

If the original OCR location does not exist, then you must create an empty (0
byte) OCR location with the same name as the original OCR location before
you run the ocrconfi g -restore command.

Use the following procedure to restore OCR on Windows systems:

1. List the nodes in your cluster by running the following command on one node:

C:. \ >0l snodes

2. Stop Oracle Clusterware by running the following command as a member of the
Administrators group on all of the nodes:

C.\>crsctl stop crs

If the preceding command returns any error due to OCR corruption, stop Oracle
Clusterware by running the following command as a member of the Administrators
group on all of the nodes:

C\>crsctl stop crs -f

3. Start the Oracle Clusterware stack on one node in exclusive mode by running the
following command as a member of the Administrators group:

C.\>crsctl start crs -excl -nocrs
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The - nocr s option ensures that the CRSD process and OCR do not start with the
rest of the Oracle Clusterware stack.

Ignore any errors that display.
4. Restore OCR with the OCR backup file that you identified in "Listing Backup Files"
by running the following command as a member of the Administrators group:

C\>ocrconfig -restore file_nane

Make sure that the OCR devices that you specify in the OCR configuration exist
and that these OCR devices are valid.

# Note:

e Ensure that the OCR devices that you specify in the OCR
configuration exist and that these OCR devices are valid.

e Ensure that the Oracle ASM disk group you specify exists and is
mounted.

¢ See Also:

Oracle Grid Infrastructure Installation and Upgrade Guide for information
about creating OCRs

5. Verify the integrity of OCR:
C:\>ocrcheck

6. Stop Oracle Clusterware on the node where it is running in exclusive mode:
C\>crsctl stop crs -f

7. Begin to start Oracle Clusterware by running the following command as a member
of the Administrators group on all of the nodes:

C.\>crsctl start crs

8. Run the following Cluster Verification Utility (CVU) command to verify OCR
integrity of all of the nodes in your cluster database:

C\>cluvfy conp ocr -n all -verbose

Related Topics
e Oracle Automatic Storage Management Administrator's Guide
o Listing Backup Files

e Oracle Grid Infrastructure Installation and Upgrade Guide
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Oracle Automatic Storage Management Administrator's Guide

Cluster Verification Utility Reference

Restoring the Oracle Cluster Registry in an Oracle Restart Environment

Use this procedure to restore OCR in an Oracle Restart environment.

1.

ORACLE

" Note:

e OCR is present for backward compatibility.

e Once an OCR location is created, it does not get updated in the Oracle
Restart environment.

< If the Oracle Restart home has been backed up, and if there is a failure,
then restoring the Oracle Restart home restores OCR.

Stop Oracle High Availability Services by running the following command as r oot
on all of the nodes:

# crsctl stop has [-f]

Run the ocr check -confi g command to determine the OCR location and then
create an empty (0 byte) OCR location with appropriate permissions in that
location.

Restore OCR by running the following command as r oot :

# crsctl pin css -n host_name

" Note:

Ensure that the OCR devices that you specify in the OCR configuration
exist and that these OCR devices are valid.

" See Also:

Oracle Grid Infrastructure Installation and Upgrade Guide for information
about creating OCRs

Run the ocr check command to verify the integrity of OCR:

Start Oracle High Availability Services by running the following command on all of
the nodes:

$ crsctl start has
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Related Topics

*  Oracle Grid Infrastructure Installation and Upgrade Guide

Diagnosing Oracle Cluster Registry Problems

Use the OCRDUMP and OCRCHECK utilities to diagnose OCR problems.

Related Topics
*  OCRDUMP Utility Syntax and Options

e Using the OCRCHECK Utility
The OCRCHECK utility displays the version of the OCR's block format, total space
available and used space, OCRID, and the OCR locations that you have
configured.

Administering Oracle Cluster Registry with Export and Import

Commands

ORACLE

In addition to using the automatically created OCR backup files, you should also
export OCR contents before and after making significant configuration changes, such
as adding or deleting nodes from your environment, modifying Oracle Clusterware
resources, and upgrading, downgrading or creating a database. Do this by using the
ocrconfig -export command, which exports OCR content to a file format.

Caution:
Note the following restrictions for restoring OCR:

e The file format generated by ocrconfi g -restore is incompatible with
the file format generated by ocrconfi g -export. The ocrconfig -
export and ocrconfig -inport commands are compatible. The
ocrconfig -manual backup and ocrconfi g -restore commands are
compatible. The two file formats are incompatible and must not be
interchangeably used.

*  When exporting OCR, Oracle recommends including "ocr ", the cluster
name, and the timestamp in the name string. For example:

ocr_myclusterl 20090521 2130_export

Using the ocrconfi g -export command also enables you to restore OCR using the -
i nport option if your configuration changes cause errors. For example, if you have
configuration problems that you cannot resolve, or if you are unable to restart Oracle
Clusterware after such changes, then restore your configuration using the procedure
for your platform.

Oracle recommends that you use either automatic or manual backups, and the
ocrconfig -restore command instead of the ocrconfig -export and ocrconfig -
i nport commands to restore OCR for the following reasons:

* A backup is a consistent snapshot of OCR, whereas an export is not.

6-19



Chapter 6
Managing Oracle Cluster Registry and Oracle Local Registry

Backups are created when the system is online. You must shut down Oracle
Clusterware on all nodes in the cluster to get a consistent snapshot using the
ocrconfig -export command.

You can inspect a backup using the OCRDUMP utility. You cannot inspect the
contents of an export.

You can list backups with the ocrconfi g -showbackup command, whereas you
must keep track of all generated exports.

This section includes the following topics:

Importing Oracle Cluster Registry Content on Linux or UNIX Systems

Importing Oracle Cluster Registry Content on Windows Systems

# Note:

Most configuration changes that you make not only change OCR contents,
the configuration changes also cause file and database object creation.
Some of these changes are often not restored when you restore OCR. Do
not restore OCR as a correction to revert to previous configurations, if some
of these configuration changes should fail. This may result in an OCR
location that has contents that do not match the state of the rest of your
system.

Importing Oracle Cluster Registry Content on Linux or UNIX Systems

ORACLE

Use this procedure to import OCR on Linux or UNIX systems.

# Note:

This procedure assumes default installation of Oracle Clusterware on all
nodes in the cluster, where Oracle Clusterware autostart is enabled.
List the nodes in your cluster by running the following command on one node:

$ ol snodes

Stop Oracle Clusterware by running the following command as r oot on all of the
nodes:

# crsctl stop crs

If the preceding command returns any error due to OCR corruption, stop Oracle
Clusterware by running the following command as r oot on all of the nodes:

# crsctl stop crs -f
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Start the Oracle Clusterware stack on one node in exclusive mode by running the
following command as r oot :

# crsctl start crs -excl

Ignore any errors that display.

Check whether CRSD is running. If it is, stop it by running the following command
asroot:

# crsctl stop resource ora.crsd -init

Caution:

Do not use the -i ni t flag with any other command.

Import OCR by running the following command as r oot :

# ocrconfig -inport file name

If you are importing OCR to a cluster or network file system, then skip to step 7.

# Note:

» If the original OCR location does not exist, then you must create an
empty (0 byte) OCR location before you run the ocrconfig -i nport
command.

e Ensure that the OCR devices that you specify in the OCR
configuration exist and that these OCR devices are valid.

e If you configured OCR in an Oracle ASM disk group, then ensure
that the Oracle ASM disk group exists and is mounted.

" See Also:

Oracle Grid Infrastructure Installation and Upgrade Guide for information
about creating OCRs

Verify the integrity of OCR:
# ocrcheck

Stop Oracle Clusterware on the node where it is running in exclusive mode:

# crsctl stop crs -f
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Begin to start Oracle Clusterware by running the following command as r oot on all
of the nodes:

# crsctl start crs

Verify OCR integrity of all of the cluster nodes that are configured as part of your
cluster by running the following CVU command:

$ cluvfy conp ocr -n all -verbose

" Note:

You can only import an exported OCR. To restore OCR from a backup, you
must instead use the - r est or e option, as described in "Backing Up Oracle
Cluster Registry".

Related Topics

Oracle Grid Infrastructure Installation and Upgrade Guide
Oracle Automatic Storage Management Administrator's Guide
Backing Up Oracle Cluster Registry

Cluster Verification Utility Reference

Importing Oracle Cluster Registry Content on Windows Systems

Use this procedure to import OCR on Windows systems.

ORACLE

1.

# Note:

This procedure assumes default installation of Oracle Clusterware on all
nodes in the cluster, where Oracle Clusterware autostart is enabled.
List the nodes in your cluster by running the following command on one node:

C: \ >0l snodes

Stop Oracle Clusterware by running the following command as a member of the
Administrators group on all of the nodes:

C.\>crsctl stop crs

If the preceding command returns any error due to OCR corruption, stop Oracle
Clusterware by running the following command as a member of the Administrators
group on all of the nodes:

C\>crsctl stop crs -f
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Start the Oracle Clusterware stack on one node in exclusive mode by running the
following command as a member of the Administrators group:

C.\>crsctl start crs -excl

Ignore any errors that display.
Check whether CRSD is running. If it is, stop it by running the following command
as a member of the Administrators group:

C.\>crsctl stop resource ora.crsd -init

Caution:

Do not use the -i ni t flag in any other command.

Import OCR by running the following command as a member of the Administrators
group:

C:\>ocrconfig -inport file_nanme

Make sure that the OCR devices that you specify in the OCR configuration exist
and that these OCR devices are valid.

" Note:

» If the original OCR location does not exist, then you must create an
empty (0 byte) OCR location before you run the ocrconfi g -i nport
command.

e Ensure that the OCR devices that you specify in the OCR
configuration exist and that these OCR devices are valid.

e Ensure that the Oracle ASM disk group you specify exists and is
mounted.

Verify the integrity of OCR:
C.\>ocr check

Stop Oracle Clusterware on the node where it is running in exclusive mode:

C\>crsctl stop crs -f

Begin to start Oracle Clusterware by running the following command as a member
of the Administrators group on all of the nodes:

C \>crsctl start crs
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8. Run the following Cluster Verification Utility (CVU) command to verify OCR
integrity of all of the nodes in your cluster database:

C\>cluvfy conp ocr -n all -verbose

Related Topics
e Oracle Automatic Storage Management Administrator's Guide

e Cluster Verification Utility Reference

Oracle Local Registry

In Oracle Clusterware 12c, each node in a cluster has a local registry for node-specific
resources, called an Oracle Local Registry (OLR), that is installed and configured
when Oracle Clusterware installs OCR. Multiple processes on each node have
simultaneous read and write access to the OLR particular to the node on which they
reside, regardless of whether Oracle Clusterware is running or fully functional.

By default, OLR is located at Gi d_hone/ cdat a/ host _nane. ol r on each node.

Manage OLR using the OCRCHECK, OCRDUMP, and OCRCONFIG utilities as r oot
with the - | ocal option.

* You can check the status of OLR on the local node using the OCRCHECK utility,
as follows:

# ocrcheck -1 ocal

Status of Oracle Cluster Registry is as follows :

Versi on : 3
Total space (kbytes) : 262132
Used space (kbytes) : 9200
Avai | abl e space (kbytes) : 252932
ID 604793089
Devi ce/ Fil e Name . Iprivate2/crs/cdatal/local host/dgl nx6. ol r

Device/File integrity check succeeded

Local OCR integrity check succeeded

* You can display the content of OLR on the local node to the text terminal that
initiated the program using the OCRDUMP utility, as follows:

# ocrdunp -1ocal -stdout

* You can perform administrative tasks on OLR on the local node using the
OCRCONFIG utility.

— To export OLR to afile:

# ocrconfig -local —export file_nane

ORACLE 6-24



Chapter 6
Managing Oracle Cluster Registry and Oracle Local Registry

# Note:

*  Oracle recommends that you use the - manual backup and -
rest ore commands and not the -i nport and - export
commands.

*  When exporting OLR, Oracle recommends including "ol r", the
host name, and the timestamp in the name string. For example:

ol r_myhost1 20090603_0130_export

To import a specified file to OLR:
# ocrconfig -local —inport file_nane
To manually back up OLR:

# ocrconfig -l ocal —manual backup

# Note:

Oracle Clusterware backs up OLR after installation or upgrade and,
by default, periodically backs up OLR, thereafter. At any time after
the initial backup, you can manually back up OLR.

Oracle also recommends that you create a hew backup when you
migrate OCR from Oracle ASM to other storage, or when you
migrate OCR from other storage to Oracle ASM.

The default backup location for the OLR is in the path Gri d_hone/
cdat a/ host _nane.

To view the contents of the OLR backup file:
ocrdunp -local -backupfile ol r_backup_file_name
To change the OLR backup location:

ocrconfig -local -backuploc new_ ol r_backup_path
To restore OLR:

crsctl stop crs

ocrconfig -local -restore file_name
ocrcheck -1 ocal

crsctl start crs

cluvfy conp olr

O H B B R

Upgrading and Downgrading the Oracle Cluster Registry Configuration

ORACLE

When you upgrade Oracle Clusterware, it automatically runs the ocr confi g - upgrade
command. To downgrade, follow the downgrade instructions for each component and
also downgrade OCR using the ocr confi g - downgr ade command. If you are
upgrading OCR, then you can use the OCRCHECK utility to verify the integrity of
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Managing Voting Files

This section includes the following topics for managing voting files in your cluster:

e Storing Voting Files on Oracle ASM
* Backing Up Voting Files
* Restoring Voting Files

* Adding_ Deleting_ or Migrating Voting Files

Caution:

The dd commands used to back up and recover voting files in previous
versions of Oracle Clusterware are not supported in Oracle Clusterware 12c.
Restoring voting files that were copied using dd or cp commands can prevent
the Oracle Clusterware 12c¢ stack from coming up. Use the backup and
restore procedures described in this chapter to ensure proper voting file
functionality.

" Note:

e Voting file management requires a valid and working OCR. Before you
add, delete, replace, or restore voting files, run the ocr check command
as root. If OCR is not available or it is corrupt, then you must restore
OCR as described in "Restoring Oracle Cluster Registry".

e If you upgrade from a previous version of Oracle Clusterware to Oracle
Clusterware 12c¢ and you want to store voting files in an Oracle ASM disk
group, then you must set the ASM Compatibility (COVWPATI BLE. ASM
compatibility attribute to 12. 1. 0. 0.

Related Topics

» Restoring Oracle Cluster Registry
A procedure for OCR restoration for your platform.

»  Oracle Automatic Storage Management Administrator's Guide

Storing Voting Files on Oracle ASM

ORACLE

If you choose to store your voting files in Oracle ASM, then Oracle ASM stores all the
voting files for the cluster in the disk group you choose.

Oracle ASM manages voting files differently from other files that it stores. You cannot
use voting files stored in Oracle ASM and voting files not stored in Oracle ASM in the
same cluster.

Once you configure voting files on Oracle ASM, you can only make changes to the
voting files' configuration using the crsct! repl ace vot edi sk command. This is true
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even in cases where there are no working voting files. Despite the fact that cr sct |
query css vot edi sk reports zero vote disks in use, Oracle Clusterware remembers
the fact that Oracle ASM was in use and the r epl ace verb is required. Only after you
use the repl ace verb to move voting files back to non-Oracle ASM storage are the
verbs add css vot edi sk and del ete css vot edi sk again usable.

The number of voting files you can store in a particular Oracle ASM disk group
depends upon the redundancy of the disk group.

By default, Oracle ASM puts each voting file in its own failure group within the disk
group. A failure group is a subset of the disks in a disk group. Failure groups define
disks that share components, such that if one fails then other disks sharing the
component might also fail. An example of what you might define as a failure group
would be a set of SCSI disks sharing the same SCSI controller. Failure groups are
used to determine which Oracle ASM disks to use for storing redundant data. For
example, if two-way mirroring is specified for a file, then redundant copies of file
extents must be stored in separate failure groups.

The redundancy level that you choose for the Oracle ASM disk group determines how
Oracle ASM mirrors files in the disk group, and determines the number of disks and
amount of disk space that you require. If the voting files are in a disk group, then the
disk groups that contain Oracle Clusterware files (OCR and voting files) have a higher
minimum number of failure groups than other disk groups because the voting files are
stored in quorum failure groups.

A quorum failure group is a special type of failure group that is used to store the
Oracle Clusterware voting files. The quorum failure group is used to ensure that a
qguorum of the specified failure groups are available. When Oracle ASM mounts a disk
group that contains Oracle Clusterware files, the quorum failure group is used to
determine if the disk group can be mounted if there is a loss of one or more failure
groups. Disks in the quorum failure group do not contain user data, therefore a quorum
failure group is not considered when determining redundancy requirements in respect
to storing user data.

An Oracle ASM flex disk group is a disk group type that supports Oracle ASM file
groups and quota groups. In general, a flex disk group enables users to manage
storage at the granularity of the database, in addition to at the disk group level.

Redundancy levels include:

» External redundancy: An external redundancy disk group requires a minimum of
one disk device. The effective disk space in an external redundancy disk group is
the sum of the disk space in all of its devices.

Because Oracle ASM does not mirror data in an external redundancy disk group,
Oracle recommends that you use external redundancy with storage devices such
as RAID, or other similar devices that provide their own data protection
mechanisms.

* Normal redundancy: A normal redundancy disk group requires a minimum of two
disk devices (or two failure groups). The effective disk space in a normal
redundancy disk group is half the sum of the disk space in all of its devices.

For Oracle Clusterware files, a normal redundancy disk group requires a minimum
of three disk devices (two of the three disks are used by failure groups and all
three disks are used by the quorum failure group) and provides three voting files
and one OCR and mirror of the OCR. When using a hormal redundancy disk
group, the cluster can survive the loss of one failure group.
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* High redundancy: In a high redundancy disk group, Oracle ASM uses three-way
mirroring to increase performance and provide the highest level of reliability. A
high redundancy disk group requires a minimum of three disk devices (or three
failure groups). The effective disk space in a high redundancy disk group is one-
third the sum of the disk space in all of its devices.

For Oracle Clusterware files, a high redundancy disk group requires a minimum of
five disk devices (three of the five disks are used by failure groups and all five
disks are used by the quorum failure group) and provides five voting files and one
OCR and two mirrors of the OCR. With high redundancy, the cluster can survive
the loss of two failure groups.

Using the crsct! repl ace vot edi sk command, you can move a given set of voting
files from one Oracle ASM disk group into another, or onto a certified file system. If
you move voting files from one Oracle ASM disk group to another, then you can
change the number of voting files by placing them in a disk group of a different
redundancy level as the former disk group.

# Note:

* You cannot directly influence the number of voting files in one disk
group.

* Youcannotuse thecrsctl add | delete votedi sk commands on
voting files stored in Oracle ASM disk groups because Oracle ASM
manages the number of voting files according to the redundancy level of
the disk group.

e You cannot add a voting file to a cluster file system if the voting files are
stored in an Oracle ASM disk group. Oracle does not support having
voting files in Oracle ASM and directly on a cluster file system for the
same cluster at the same time.

Related Topics
*  Oracle Automatic Storage Management Administrator's Guide

* Adding, Deleting, or Migrating Voting Files

Backing Up Voting Files

Oracle Clusterware automatically backs up voting file data in OCR as part of any
configuration change and automatically restores the data to any voting file you add.

If all voting files are corrupted, however, you can restore them as described in
"Restoring Voting Files".

Related Topics

e Restoring Voting Files

Restoring Voting Files

If all of the voting files are corrupted, then you can restore them, as follows:

1. Restore OCR as described in "Restoring Oracle Cluster Registry”, if necessary.
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This step is necessary only if OCR is also corrupted or otherwise unavailable,
such as if OCR is on Oracle ASM and the disk group is no longer available.

2. Run the following command as r oot from only one node to start the Oracle
Clusterware stack in exclusive mode, which does not require voting files to be
present or usable:

# crsctl start crs -excl

3. Runthecrsctl query css votedi sk command to retrieve the list of voting files
currently defined, similar to the following:

$ crsctl query css votedisk

## STATE File Universal Id File Name Disk group
1. ONLINE 6f57843d89464c46ea747362e8a3f a43 (/dev/ sdbl) [ DATA]
2. ONLINE  7c54856e98474f 61bf 349401e7c9f b95 (/dev/sdcl) [ DATA]
3. ONLINE  9c46232b76234f 61f c934673d5¢c8ec59 (/dev/sddl) [ DATA]

This list may be empty if all voting files were corrupted, or may have entries that
are marked as status 3 or OFF.

4. Depending on where you store your voting files, do one of the following:

» If the voting files are stored in Oracle ASM, then run the following command to
migrate the voting files to the Oracle ASM disk group you specify:

crsctl replace votedi sk +asm di sk_group

The Oracle ASM disk group to which you migrate the voting files must exist in
Oracle ASM. You can use this command whether the voting files were stored
in Oracle ASM or some other storage device.

* If you did not store voting files in Oracle ASM, then run the following command
using the File Universal Identifier (FUID) obtained in the previous step:

$ crsctl delete css votedisk FUD

Add a voting file, as follows:
$ crsctl add css votedisk path_to_voting_disk
5. Stop the Oracle Clusterware stack as r oot :

# crsctl stop crs

# Note:

If the Oracle Clusterware stack is running in exclusive mode, then use
the - f option to force the shutdown of the stack.
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6. Restart the Oracle Clusterware stack in normal mode as r oot :
# crsctl start crs

Related Topics

» Restoring Oracle Cluster Registry
A procedure for OCR restoration for your platform.

»  Oracle Automatic Storage Management Administrator's Guide

Adding, Deleting, or Migrating Voting Files

You can add, remove, and migrate voting files after you install Oracle Clusterware.
Note that the commands you use to do this are different, depending on whether your
voting files are located in Oracle ASM, or are located in another storage option.

Modifying Voting Files that are Stored in Oracle ASM

* To display the voting file FUID and file path of each current voting file, run the
crsctl query css votedi sk command to display output similar to the following:

$ crsctl query css votedi sk

# STATE File Universal Id File Nane Disk group
1. ONLINE 6f57843d89464c46ea747362e8a3f a43 (/dev/ sdbl) [ DATA]
2. ONLINE  7c54856€98474f 61bf 349401e7c9f b95 (/dev/sdcl) [ DATA]
3. ONLINE  9c46232h76234f 61f c934673d5c8ec59 (/dev/sddl) [ DATA]

This command returns a disk sequence number, the status of the disk, the FUID,
the path of the disk, and the name of the Oracle ASM disk group on which the disk
is stored.

*  To migrate voting files from Oracle ASM to an alternative storage device, specify
the path to the non-Oracle ASM storage device with which you want to replace the
Oracle ASM disk group using the following command:

$ crsctl replace votedisk path_to_voting_di sk

You can run this command on any node in the cluster.

* To replace all voting files not stored in Oracle ASM with voting files managed by
Oracle ASM in an Oracle ASM disk group, run the following command:

$ crsctl replace votedi sk +asm di sk_group

Modifying Voting Files that are Not Stored on Oracle ASM

» To display the voting file FUID and file path of each current voting file, run the
following command:

$ crsctl query css votedisk
## STATE File Universal Id File Nanme Disk group

This command returns a disk sequence number, the status of the disk, the FUID,
and the path of the disk and no name of an Oracle ASM disk group.
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To add one or more voting files, run the following command, replacing the
path_to_voting_di sk variable with one or more space-delimited, complete paths
to the voting files you want to add:

$ crsctl add css votedisk path_to_voting_disk [...]

To replace voting file A with voting file B, you must add voting file B, and then
delete voting file A. To add a new disk and remove the existing disk, run the
following command, replacing the pat h_t o_voti ng_di skB variable with the fully
qualified path name of voting file B:

$ crsctl add css votedi sk path_to_voting_di skB -purge

The - pur ge option deletes existing voting files.

To remove a voting file, run the following command, specifying one or more space-
delimited, voting file FUIDs or comma-delimited directory paths to the voting files
you want to remove:

$ crsctl delete css votedisk {FUD | path_to_voting_disk[...]}

# Note:

If the cluster is down and cannot restart due to lost voting files, then you
must start CSS in exclusive mode by running the following command, as
root:

# crsctl start crs -excl

After you start CSS in exclusive mode, you can replace the voting file, as
follows:

# crsctl replace votedisk path_to_voting_disk

Migrating Voting Files to Oracle ASM

To migrate voting files to Oracle ASM, specify the Oracle ASM disk group name in the
following command:

$ crsctl replace votedi sk +asmdi sk_group

You can run this command on any node in the cluster.

Verifying the Voting File Location

ORACLE

After modifying the voting file, verify the voting file location, as follows:

$ crsctl query css votedi sk

Related Topics

crsctl query css votedisk
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Describes how to add nodes to an existing cluster, and how to delete nodes from
clusters.

This chapter provides procedures for these tasks for Linux, UNIX, and Windows
systems.

# Note:

e Unless otherwise instructed, perform all add and delete node steps as
the user that installed Oracle Clusterware.

* You can use Fleet Patching and Provisioning to added and delete cluster
nodes.

e Oracle recommends that you use the cloning procedure described in
"Cloning Oracle Clusterware" to create clusters.

This chapter includes the following topics:

e Prerequisite Steps for Adding Cluster Nodes

e Adding and Deleting Cluster Nodes on Linux and UNIX Systems
e Adding and Deleting Cluster Nodes on Windows Systems
Related Topics

e Cloning Oracle Clusterware

Prerequisite Steps for Adding Cluster Nodes

ORACLE

< Note:

Ensure that you perform the preinstallation tasks listed in Oracle Grid
Infrastructure Installation and Upgrade Guide for Linux before adding a node
to a cluster.

Do not install Oracle Clusterware. The software is copied from an existing
node when you add a node to the cluster.

Complete the following steps to prepare nodes to add to the cluster:

1. Make physical connections.
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Connect the nodes' hardware to the network infrastructure of your cluster. This
includes establishing electrical connections, configuring network interconnects,
configuring shared disk subsystem connections, and so on. See your hardware
vendor documentation for details about this step.

Install the operating system.

Install a cloned image of the operating system that matches the operating system
on the other nodes in your cluster. This includes installing required service
patches, updates, and drivers. See your operating system vendor documentation
for details about this process.

# Note:

Oracle recommends that you use a cloned image. However, if the
installation fulfills the installation requirements, then install the operating
system according to the vendor documentation.

Create Oracle users.

You must create all Oracle users on the new node that exist on the existing nodes.
For example, if you are adding a node to a cluster that has two nodes, and those
two nodes have different owners for the Oracle Grid Infrastructure home and the
Oracle home, then you must create those owners on the new node, even if you do
not plan to install an Oracle home on the new node.

# Note:

Perform this step only for Linux and UNIX systems.

As root, create the Oracle users and groups using the same user ID and group ID
as on the existing nodes.

Ensure that SSH is configured on the node.

# Note:

SSH is configured when you install Oracle Clusterware 12c. If SSH is not
configured, then see Oracle Grid Infrastructure Installation and Upgrade
Guide for information about configuring SSH.

Verify the hardware and operating system installations with the Cluster Verification
Utility (CVU).

After you configure the hardware and operating systems on the nodes you want to
add, you can run the following commands to verify that the nodes you want to add
are reachable by other nodes in the cluster. You can also use this command to
verify user equivalence to all given nodes from the local node, node connectivity
among all of the given nodes, accessibility to shared storage from all of the given
nodes, and so on.
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a. Fromthe Gri d_hone/ bi n directory on an existing node, run the CVU command
to obtain a detailed comparison of the properties of the reference node with all
of the other nodes that are part of your current cluster environment. Replace
ref _node with the name of a node in your existing cluster against which you
want CVU to compare the nodes to be added. Specify a comma-delimited list
of nodes after the - n option. In the following example, or ai nvent ory_group is
the name of the Oracle Inventory group, and osdba_gr oup is the name of the
OSDBA group:

$ cluvfy conp peer [-refnode ref_node] -n node_list
[-orainv orainventory group] [-osdba osdba group] [-verbose]

b. Ensure that the Grid Infrastructure Management Repository has at least an
additional 500 MB of space for each node added above four, as follows:

$ oclunon manage -get repsize

Add additional space, if required, as follows:

$ ocl unon manage -repos changerepossize total in_MB

¢ See Also:

Oracle Autonomous Health Framework User's Guide for more
information about using OCLUMON

¢ Note:

For the reference node, select a cluster node against which you want
CVU to compare, for example, the nodes that you want to add that you
specify with the - n option.

After completing the procedures in this section, you are ready to add the nodes to the
cluster.

¢ Note:

Avoid changing host names after you complete the Oracle Clusterware
installation, including adding or deleting domain qualifications. Nodes with
changed host names must be deleted from the cluster and added back with
the new name.

Related Topics
e Oracle Grid Infrastructure Installation and Upgrade Guide for Linux

e Oracle Grid Infrastructure Installation and Upgrade Guide for Linux
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e Oracle Autonomous Health Framework User's Guide

Adding and Deleting Cluster Nodes on Linux and UNIX

Systems

Add or delete cluster nodes on Linux and UNIX systems.

The procedure in the section for adding nodes assumes that you have performed the
steps in the "Prerequisite Steps for Adding Cluster Nodes" section.

The last step of the node addition process includes extending the Oracle Clusterware
home from an Oracle Clusterware home on an existing node to the nodes that you
want to add.

This section includes the following topics:

* Adding a Cluster Node on Linux and UNIX Systems

* Deleting a Cluster Node on Linux and UNIX Systems

" Note:

Beginning with Oracle Clusterware 119 release 2 (11.2), Oracle Universal
Installer defaults to silent mode when adding nodes.

Related Topics
»  Prerequisite Steps for Adding Cluster Nodes

Adding a Cluster Node on Linux and UNIX Systems

ORACLE

There are three methods you can use to add a node to your cluster.

Using Fleet Patching and Provisioning to Add a Node

If you have a Fleet Patching and Provisioning Server, then you can use Fleet Patching
and Provisioning to add a node to a cluster with one command, as shown in the
following example:

$ rhpctl addnode gi home -client rhpclient -newnodes
clientnode2: clientnode2-vip -root

The preceding example adds a node named cl i ent node2 with VIP cl i ent node2-vi p
to the Fleet Patching and Provisioning Client named r hpcl i ent, using root credentials
(login for the node you are adding).

Using Oracle Grid Infrastructure Installer to Add a Node

If you do you not want to use Fleet Patching and Provisioning to add a node to the
cluster, then you can use the Oracle Grid Infrastructure installer to accomplish the
task.
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# Note:

You can use the $Or acl e_hone/ i nstal | / response/ gri dSet up. rsp
template to create a response file to add nodes using the Oracle Grid
Infrastructure Installer for non-interactive (silent mode) operation.

To add a node to the cluster using the Oracle Grid Infrastructure installer

1.
2.
3.

Run ./ gri dSet up. sh to start the installer.
On the Select Configuration Option page, select Add more nodes to the cluster.

On the Cluster Node Information page, click Add... to provide information for
nodes you want to add.

When the verification process finishes on the Perform Prerequisite Checks page,
check the summary and then click Install.

If prompted, then run the or ai nst Root . sh script as root to populate the / et ¢/
oral nst. | oc file with the location of the central inventory. For example:

# lopt/oracl e/ oral nventory/ orai nst Root . sh

If you have an Oracle RAC or Oracle RAC One Node database configured on the
cluster and you have a local Oracle home, then do the following to extend the
Oracle database home to node3:

a. Navigate to the Oracl e_hone/ addnode directory on nodel and run the
addnode. sh script as the user that installed Oracle RAC using the following
syntax:

$ ./addnode. sh " CLUSTER_NEW NCDES={ node3}"

b. Runthe Oracl e_honme/root. sh script on node3 as r oot , where Oracl e_hone is
the Oracle RAC home.

If you have a shared Oracle home that is shared using Oracle Automatic Storage
Management Cluster File System (Oracle ACFS), then do the following to extend
the Oracle database home to node3:

a. Runthe Grid_hone/root. sh script on node3 as root, where Gi d_hone is the
Oracle Grid Infrastructure home.

b. Run the following command as the user that installed Oracle RAC from the
O acl e_hone/ oui / bi n directory on the node you are adding to add the Oracle
RAC database home:

$ ./runinstaller -attachHome ORACLE_HOVE=" ORACLE_HOME'
" CLUSTER _NODES={ node3}"
LOCAL_NODE="node3" ORACLE_HOMVE NAME="home_nanme" -cfs

c. Navigate to the Oracl e_hone/ addnode directory on nodel and run the
addnode. sh script as the user that installed Oracle RAC using the following
syntax:

$ . /addnode. sh -noCopy "CLUSTER_NEW NODES={ node3}"
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# Note:

Use the - noCopy option because the Oracle home on the destination
node is already fully populated with software.

If you have a shared Oracle home on a shared file system that is not Oracle
ACFS, then you must first create a mount point for the Oracle RAC database
home on the target node, mount and attach the Oracle RAC database home, and
update the Oracle Inventory, as follows:

a.

b.

Run the srvctl config database -db db_name command on an existing
node in the cluster to obtain the mount point information.
Run the following command as r oot on node3 to create the mount point:
# mkdir -p nmount _point_path
Mount the file system that hosts the Oracle RAC database home.
Run the following command as the user that installed Oracle RAC from the
O acl e_hone/ oui / bi n directory on the node you are adding to add the Oracle
RAC database home:
$ ./runinstaller -attachHome ORACLE HOVE="ORACLE HOME' " CLUSTER
_NODES={1 ocal _node_nane}" LOCAL_NCDE="node_nanme"
ORACLE_HOME_NAME="hone_name" -cfs
Navigate to the Oracl e_hone/ addnode directory on nodel and run the
addnode. sh script as the user that installed Oracle RAC using the following
syntax:
$ ./addnode. sh -noCopy "CLUSTER NEW NODES={ node3}"
" Note:
Use the - noCopy option because the Oracle home on the destination
node is already fully populated with software.
" Note:

After running addnode. sh, ensure the Gi d_hone/ net wor k/ adni n/
sanpl es directory has permissions set to 750.

Run the Gri d_hone/ r oot . sh script on the node3 as r oot and run the subsequent
script, as instructed.
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# Note:

e If you ran the root . sh script in the step 6, then you do not need to
run it again.

e If you have a policy-managed database, then you must ensure that
the Oracle home is cloned to the new node before you run the
root . sh script.

* If you have any administrator-managed database instances
configured on the nodes which are going to be added to the cluster,
then you must extend the Oracle home to the new node before you
run the r oot . sh script.

Alternatively, remove the administrator-managed database instances
using the srvct| renove instance command.

Start the Oracle ACFS resource on the new node by running the following
command as root from the Gri d_home/ bi n directory:

# srvctl start filesystem-device volume_devi ce_nane -node node3

# Note:

Ensure the Oracle ACFS resources, including Oracle ACFS registry
resource and Oracle ACFS file system resource where the Oracle home
is located, are online on the newly added node.

Run the following CVU command as the user that installed Oracle Clusterware to
check cluster integrity. This command verifies that any number of specified nodes
has been successfully added to the cluster at the network, shared storage, and
clusterware levels:

$ cluvfy stage -post nodeadd -n node3 [-verhose]

Related Topics

ORACLE

Fleet Patching and Provisioning and Maintenance
Fleet Patching and Provisioning is a software lifecycle management method for
provisioning and maintaining Oracle homes.

Oracle Grid Infrastructure Installation and Upgrade Guide
cluvfy stage [-pre | -post] nodeadd
Oracle Real Application Clusters Administration and Deployment Guide

Oracle Real Application Clusters Administration and Deployment Guide

7-7



Chapter 7
Adding and Deleting Cluster Nodes on Linux and UNIX Systems

Deleting a Cluster Node on Linux and UNIX Systems

Delete a node from a cluster on Linux and UNIX systems.

ORACLE

# Note:

*  You can remove the Oracle RAC database instance from the node
before removing the node from the cluster but this step is not required. If
you do not remove the instance, then the instance is still configured but
never runs. Deleting a node from a cluster does not remove a node's
configuration information from the cluster. The residual configuration
information does not interfere with the operation of the cluster.

See Also:Oracle Real Application Clusters Administration and
Deployment Guide for more information about deleting an Oracle RAC
database instance

< If you delete the last node of a cluster that is serviced by GNS, then you
must delete the entries for that cluster from GNS.

e If you have nodes in the cluster that are unpinned, then Oracle
Clusterware ignores those nodes after a time and there is no need for
you to remove them.

< If one creates node-specific configuration for a node (such as disabling a
service on a specific node, or adding the node to the candidate list for a
server pool) that node-specific configuration is not removed when the
node is deleted from the cluster. Such node-specific configuration must
be removed manually.

e Voting files are automatically backed up in OCR after any changes you
make to the cluster.

e When you want to delete a non-Hub Node from an Oracle Flex Cluster,
you need only complete steps 1 through 4 of this procedure.

To delete a node from a cluster:

1.

Ensure that G'i d_hone correctly specifies the full directory path for the Oracle
Clusterware home on each node, where Gri d_hone is the location of the installed
Oracle Clusterware software.

Run the following command as either r oot or the user that installed Oracle
Clusterware to determine whether the node you want to delete is active and
whether it is pinned:

$ ol snodes -s -t

If the node is pinned, then run the crsctl unpin css command. Otherwise,
proceed to the next step.

On the node that you are deleting, depending on whether you have a shared or
local Oracle home, complete one of the following procedures as the user that
installed Oracle Clusterware:
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For a local home, deinstall the Oracle Clusterware home from the node that
you want to delete, as follows, by running the following command, where
Gi d_hone is the path defined for the Oracle Clusterware home:

$ Gid_hone/deinstall/deinstall -local

Caution:

— If you do not specify the -1 ocal flag, then the command
removes the Oracle Grid Infrastructure home from every node in
the cluster.

— If you cut and paste the preceding command, then paste it into a
text editor before pasting it to the command line to remove any
formatting this document might contain.

# Note:

Alternatively, after you configure Oracle Grid Infrastructure, if you
want to delete any node from the grid infrastructure, then you can do
so by running Gri d_hone/ gri dSet up. sh, selecting Remove nodes
from the cluster and following the prompts.

If you have a shared home, then run the following commands in the following
order on the node you want to delete.

Run the following command to deconfigure Oracle Clusterware:

$ Gid_home/crs/install/rootcrs.sh -deconfig -force

Run the following command from the Gri d_hone/ oui / bi n directory to detach
the Grid home:

$ ./runinstaller -detachHome ORACLE HOME=Grid_hone -silent -Iocal

Manually delete any configuration files, as prompted by the installation utility.

From any node that you are not deleting, run the following command from the
Gri d_hone/ bi n directory as r oot to delete the node from the cluster:

# crsctl delete node -n node_to be del eted

Run the following CVU command to verify that the specified nodes have been
successfully deleted from the cluster:

$ cluvfy stage -post nodedel -n node |ist [-verbose]
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6. If you remove a cluster node on which Oracle Clusterware is down, then determine
whether the VIP for the deleted node still exists, as follows:

$ srvctl config vip -node del eted node_nanme

If the VIP still exists, then delete it, as follows:

$ srvctl stop vip -node del et ed_node_nane
$ srvctl remove vip -vip del eted_vip_nane

Using Fleet Patching and Provisioning to Delete a Node

Alternatively, you can use Fleet Patching and Provisioning to delete a node from a
cluster with one command, as shown in the following example:

$ rhpctl del etenode gihone -client rhpclient -node clientnode2 -root

The preceding example deletes a nhode named cl i ent node2 from the Fleet Patching
and Provisioning Client named r hpcl i ent, using root credentials (login for the node
you are deleting).

Related Topics
* Oracle Real Application Clusters Administration and Deployment Guide
e cluvfy stage -post nodedel

*  Fleet Patching and Provisioning and Maintenance
Fleet Patching and Provisioning is a software lifecycle management method for
provisioning and maintaining Oracle homes.

Adding and Deleting Cluster Nodes on Windows Systems

This section explains cluster node addition and deletion on Windows systems. This
section includes the following topics:

e Adding a Node to a Cluster on Windows Systems

* Deleting a Cluster Node on Windows Systems

¢ See Also:

Oracle Grid Infrastructure Installation and Upgrade Guide for Microsoft
Windows x64 (64-Bit) for more information about deleting an entire cluster

Adding a Node to a Cluster on Windows Systems

ORACLE

Ensure that you complete the prerequisites listed in "Prerequisite Steps for Adding
Cluster Nodes" before adding nodes.

This procedure describes how to add a node to your cluster. This procedure assumes
that:
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* There is an existing cluster with two nodes named nodel and node?2
e You are adding a node named node3

* You have successfully installed Oracle Clusterware on nodel and node2 in a local
home, where Gri d_hone represents the successfully installed home

# Note:

Do not use the procedures described in this section to add cluster nodes in
configurations where the Oracle database has been upgraded from Oracle
Database 10g release 1 (10.1) on Windows systems.

To add a node:

1. Verify the integrity of the cluster and node3:

C\>cluvfy stage -pre nodeadd -n node3 [-fixup] [-verbose]

You can specify the - fi xup option and a directory into which CVU prints
instructions to fix the cluster or node if the verification fails.

2. Onnodel, goto the Gi d_hone\ addnode directory and run the addnode. bat script,
as follows:

C:\>addnode. bat "CLUSTER _NEW NCDES={ node3}"
" CLUSTER _NEW VI RTUAL_HOSTNAMES={ node3- vi p}"

3. Run the following command on the new node:

C\>Gid_hone\crs\config\gridconfig.bat

4. The following steps are required only if you have database homes configured to
use Oracle ACFS:

a. For each database configured to use Oracle ACFS, run the following
command from the Oracle RAC database home:

C.\ >ORACLE_HOWE/ bi n/ srvct| stop database -db database_uni que_nane

# Note:

Run the srvct!l config database command to list all of the
databases configured with Oracle Clusterware. Use the srvct |
confi g database -db database_uni que_nane to find the database
details. If the ORACLE_HOME path leads to the Oracle ACFS mount
path, then the database uses Oracle ACFS. Use the command
output to find the database instance name configured to run on the
newly added node.

b. Use Windows Server Manager Control to stop and delete services.
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c. For each of the databases and database homes collected in step 4.a, run the
following command:

C.\> ORACLE HOWE bin/srvct!l start database -db database_uni que_name

5. Run the following command to verify the integrity of the Oracle Clusterware
components on all of the configured nodes, both the preexisting nodes and the
nodes that you have added:

C.\>cluvfy stage -post crsinst -n all [-verbose]

After you complete the procedure in this section for adding nodes, you can optionally
extend Oracle Database with Oracle RAC components to the new nodes, making them
members of an existing Oracle RAC database.

¢ See Also:

Oracle Real Application Clusters Administration and Deployment Guide for
more information about extending Oracle Database with Oracle RAC to new
nodes

Creating the OraMTS Service for Microsoft Transaction Server

Oracle Services for Microsoft Transaction Server (OraMTS) permit Oracle databases
to be used as resource managers in Microsoft application-coordinated transactions.
OraMTS acts as a proxy for the Oracle database to the Microsoft Distributed
Transaction Coordinator (MSDTC). As a result, OraMTS provides client-side
connection pooling and allows client components that leverage Oracle to participate in
promotable and distributed transactions. In addition, OraMTS can operate with Oracle
databases running on any operating system, given that the services themselves are
run on Windows.

On releases earlier than Oracle Database 12c, the OraMTS service was created as
part of a software-only installation. Starting with Oracle Database 12¢, you must use a
configuration tool to create this service.

Create the OraMTS service after adding a node or performing a software-only
installation for Oracle RAC, as follows:

1. Open a command window.

2. Change directories to %0RACLE_HOVE% bi n.

3. Runthe OraMrsct| utility to create the OraMTS Service, where host _nane is a list
of nodes on which the service should be created:

C\..bin> orantsctl.exe -new -host host_nane

Related Topics
*  Prerequisite Steps for Adding Cluster Nodes

e Oracle Real Application Clusters Administration and Deployment Guide

7-12



Chapter 7
Adding and Deleting Cluster Nodes on Windows Systems

Oracle Services for Microsoft Transaction Server Developer's Guide for Microsoft
Windows

" See Also:

Oracle Services for Microsoft Transaction Server Developer's Guide for
Microsoft Windows for more information about OraMTS, which allows Oracle
databases to be used as resource managers in distributed transactions

Deleting a Cluster Node on Windows Systems

Delete a cluster node from Windows systems.

This procedure assumes that Oracle Clusterware is installed on nodel, node2, and
node3, and that you are deleting node3 from the cluster.

# Note:

Oracle does not support using Oracle Enterprise Manager to delete
nodes on Windows systems.

If you delete the last node of a cluster that is serviced by GNS, then you
must delete the entries for that cluster from GNS.

You can remove the Oracle RAC database instance from the node
before removing the node from the cluster but this step is not required. If
you do not remove the instance, then the instance is still configured but
never runs. Deleting a node from a cluster does not remove a node's
configuration information from the cluster. The residual configuration
information does not interfere with the operation of the cluster.

See Also: Oracle Real Application Clusters Administration and
Deployment Guide for more information about deleting an Oracle RAC
database instance

To delete a cluster node on Windows systems:

1.

ORACLE

Only if you have a local home, on the node you want to delete, run the following
command with - | ocal option to update the node list:

C:\>Gid_hone\ oui\bin\setup. exe -updat eNodeLi st ORACLE HOVE=Gri d_hone

" CLUSTER_NODES=
{node_to_be deleted}" CRS=TRUE - ocal

¢ Note:

If you are deleting a non-Hub Node from an Oracle Flex Cluster, then
you do not have run this command.
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2. Run the deinstall tool on the node you want to delete to deinstall and deconfigure
the Oracle Clusterware home, as follows:

C\Gid_home\deinstal l\>deinstall.bat -Iocal

Caution:

e If you do not specify the -1 ocal flag, then the command removes the
Oracle Grid Infrastructure home from every node in the cluster.

< If you cut and paste the preceding command, then paste it into a text
editor before pasting it to the command line to remove any formatting
this document might contain.

3. On anode that you are not deleting, run the following command:
C\>Gid_hone\bin\crsctl delete node -n node to be del eted

4. Run the following CVU command to verify that the specified nodes have been
successfully deleted from the cluster:

C\>cluvfy stage -post nodedel -n node_ list [-verbose]

5. If you remove a cluster node on which Oracle Clusterware is down, then determine
whether the VIP for the deleted node still exists, as follows:

C.\> ORACLE_HOWE/ bin/srvct!l config vip -node del eted node nane

If the VIP still exists, then delete it, as follows:

C.\> ORACLE_HOWE/ bin/srvctl srvctl stop vip -node del eted _node_name
C.\> ORACLE_HOWE/ bin/srvctl srvctl renmove vip -node del eted node_nane

Related Topics
* Oracle Real Application Clusters Administration and Deployment Guide

* cluvfy stage -post nodedel
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Cloning Oracle Clusterware

This chapter describes how to clone an Oracle Grid Infrastructure home and use the
cloned home to create a cluster. You perform the cloning procedures in this chapter by
running scripts in silent mode. The cloning procedures are applicable to Linux and
UNIX systems. Although the examples in this chapter use Linux and UNIX commands,
the cloning concepts and procedures apply generally to all platforms.

" Note:

This chapter assumes that you are cloning an Oracle Clusterware 12¢
installation configured as follows:

* No Grid Naming Service (GNS)
* No Intelligent Platform Management Interface specification (IPMI)

* Voting file and Oracle Cluster Registry (OCR) are stored in Oracle
Automatic Storage Management (ASM)

e Single Client Access Name (SCAN) resolves through DNS

This chapter contains the following topics:

e Introduction to Cloning Oracle Clusterware

e Preparing the Oracle Grid Infrastructure Home for Cloning
e Creating a Cluster by Cloning Oracle Clusterware

e Using Cloning to Add Nodes to a Cluster

e Locating and Viewing Log Files Generated During Cloning

Introduction to Cloning Oracle Clusterware

ORACLE

Cloning is the process of copying an existing Oracle Clusterware installation to a
different location and then updating the copied installation to work in the new
environment. Changes made by one-off patches applied on the source Oracle Grid
Infrastructure home are also present after cloning. During cloning, you run a script that
replays the actions that installed the Oracle Grid Infrastructure home.

Cloning requires that you start with a successfully installed Oracle Grid Infrastructure
home. You use this home as the basis for implementing a script that extends the
Oracle Grid Infrastructure home to create a cluster based on the original Grid home.

Manually creating the cloning script can be error prone because you prepare the script
without interactive checks to validate your input. Despite this, the initial effort is
worthwhile for scenarios where you run a single script to configure tens or even
hundreds of clusters. If you have only one cluster to install, then you should use the
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traditional, automated and interactive installation methods, such as Oracle Universal
Installer (OUI) or the Provisioning Pack feature of Oracle Enterprise Manager.

# Note:

Cloning is not a replacement for Oracle Enterprise Manager cloning that is a
part of the Provisioning Pack. During Oracle Enterprise Manager cloning, the
provisioning process simplifies cloning by interactively asking for details
about the Oracle home. The interview questions cover such topics as the
location to which you want to deploy the cloned environment, the name of
the Oracle database home, a list of the nodes in the cluster, and so on.

The Provisioning Pack feature of Oracle Enterprise Manager Grid Control provides a
framework that automates the provisioning of nodes and clusters. For data centers
with many clusters, the investment in creating a cloning procedure to provision new
clusters and new nodes to existing clusters is worth the effort.

The following list describes some situations in which cloning is useful:

e Cloning prepares an Oracle Grid Infrastructure home once and deploys it to many
hosts simultaneously. You can complete the installation in silent mode, as a
noninteractive process. You do not need to use a graphical user interface (GUI)
console, and you can perform cloning from a Secure Shell (SSH) terminal session,
if required.

e Cloning enables you to create an installation (copy of a production, test, or
development installation) with all patches applied to it in a single step. Once you
have performed the base installation and applied all patch sets and patches on the
source system, cloning performs all of these individual steps as a single
procedure. This is in contrast to going through the installation process to perform
the separate steps to install, configure, and patch the installation on each node in
the cluster.

e Installing Oracle Clusterware by cloning is a quick process. For example, cloning
an Oracle Grid Infrastructure home to a cluster with more than two nodes requires
a few minutes to install the Oracle software, plus a few minutes more for each
node (approximately the amount of time it takes to run the r oot . sh script).

* Cloning provides a guaranteed method of accurately repeating the same Oracle
Clusterware installation on multiple clusters.

A cloned installation acts the same as its source installation. For example, you can
remove the cloned Oracle Grid Infrastructure home using OUI or patch it using
OPatch. You can also use the cloned Oracle Grid Infrastructure home as the source
for another cloning operation. You can create a cloned copy of a test, development, or
production installation by using the command-line cloning scripts.

The default cloning procedure is adequate for most cases. However, you can also
customize some aspects of cloning, such as specifying custom port assignments or
preserving custom settings.

For example, you can specify a custom port for the listener, as follows:

$ export ORACLE _HOVE=/u01/app/12.1.0/grid
$ SORACLE_HOWE/ bin/srvctl modify |istener -endpoints tcp: 12345
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The cloning process works by copying all of the files from the source Oracle Grid
Infrastructure home to the destination Oracle Grid Infrastructure home. You can clone
either a local (non-shared) or shared Oracle Grid Infrastructure home. Thus, any files
used by the source instance that are located outside the source Oracle Grid
Infrastructure home's directory structure are not copied to the destination location.

The size of the binary files at the source and the destination may differ because these
files are relinked as part of the cloning operation, and the operating system patch
levels may also differ between these two locations. Additionally, the number of files in
the cloned home would increase because several files copied from the source,
specifically those being instantiated, are backed up as part of the clone operation.

Preparing the Oracle Grid Infrastructure Home for Cloning

To prepare the source Oracle Grid Infrastructure home to be cloned, create a copy of
an installed Oracle Grid Infrastructure home and then use it to perform the cloning
procedure on other nodes. Use the following step-by-step procedure to prepare the
copy of the Oracle Grid Infrastructure home:

e Step 1: Install Oracle Clusterware
e Step 2: Shut Down Running Software

e Step 3: Create a Copy of the Oracle Grid Infrastructure Home

Step 1. Install Oracle Clusterware

Use the detailed instructions in the Oracle Grid Infrastructure Installation and Upgrade
Guideto perform the following steps on the source node:

1. Install Oracle Clusterware 12c. This installation puts Oracle Cluster Registry
(OCR) and the voting file on Oracle Automatic Storage Management (Oracle
ASM).

" Note:

Either install and configure the Oracle Grid Infrastructure for a cluster or
install just the Oracle Clusterware software, as described in your
platform-specific Oracle Grid Infrastructure Installation and Upgrade
Guide.

If you installed and configured Oracle Grid Infrastructure for a cluster, then you
must stop Oracle Clusterware before performing the cloning procedures. If you
performed a software-only installation, then you do not have to stop Oracle
Clusterware.

2. Install any patches that are required (for example, an Oracle Grid Infrastructure
bundle patch), if necessary.

3. Apply one-off patches, if necessary.

Related Topics

*  Oracle Grid Infrastructure Installation and Upgrade Guide
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Step 2: Shut Down Running Software

Before copying the source Oracle Grid Infrastructure home, shut down all of the
services, databases, listeners, applications, Oracle Clusterware, and Oracle ASM
instances that run on the node. Oracle recommends that you use the Server Control
(SRVCTL) utility to first shut down the databases, and then the Oracle Clusterware
Control (CRSCTL) utility to shut down the rest of the components.

Related Topics
*  Oracle Real Application Clusters Administration and Deployment Guide

*  Oracle Clusterware Control (CRSCTL) Utility Reference

Step 3: Create a Copy of the Oracle Grid Infrastructure Home

To keep the installed Oracle Grid Infrastructure home as a working home, make a full
copy of the source Oracle Grid Infrastructure home for cloning.

Tip:

When creating the copy, a best practice is to include the release number in
the name of the file.

Use one of the following methods to create a compressed copy of the Oracle Grid
Infrastructure home, where G'i d_hone is the original Oracle Grid Infrastructure home
on the original node with all files included, and copy_pat h is the directory path to the
copied Oracle Grid Infrastructure home with unnecessary files deleted.

Method 1: Create a Copy of the Oracle Grid Infrastructure Home and Remove
the Unnecessary Files from the Copy

ORACLE

1. On the source node, create a copy of the Oracle Grid Infrastructure home. To
keep the installed Oracle Grid Infrastructure home as a working home, make a full
copy of the source Oracle Grid Infrastructure home and remove the unnecessary
files from the copy. For example, as r oot on Linux systems, run the cp command:

# cp -prf Gid_home copy_path

2. Delete unnecessary files from the copy.

The Oracle Grid Infrastructure home contains files that are relevant only to the
source node, so you can remove the unnecessary files from the copy of the Oracle
Grid Infrastructure home in the | og, crs/init, crf, and cdat a directories. The
following example for Linux and UNIX systems shows the commands to run to
remove the unnecessary files from the copy of the Oracle Grid Infrastructure
home:

[root @odel root]# cd copy_path
[root @odel grid]# rm-rf |og/host_name
[root @odel grid]# rm-rf gpnp/host_name
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[root @odel grid]# find gpnp -type f -exec rm-f {} \;
[root @odel grid]# rm-rf cfgtoollogs/*

[root @odel grid]# rm-rf crs/init/*

[root @odel grid]# rm-rf cdata/*

[root @odel grid]# rm-rf crf/*

[root @odel grid]# rm-rf network/admn/*.ora

[root @odel grid]# rm-rf crs/install/crsconfig_parans
[root @odel grid]# rm-rf crs/install/crsgenconfig_parans
[root @odel grid]# find . -name '*.ouibak' -exec rm{} \;
[root @odel grid]# find . -name '*.ouibak.1'" -exec rm{} \;
[root @odel grid]# rm-rf root.sh*

[root @odel grid]# rm-rf bin/clsecho/*

[root @odel grid]# rm-rf rdbms/audit/*

[root @odel grid]# rm-rf rdbns/log/*

[root @model grid]# rm-rf inventory/backup/*

Create a compressed copy of the previously copied Oracle Grid Infrastructure
home using tar or gzip on Linux and UNIX systems. Ensure that the tool you use
preserves the permissions and file timestamps. For example:

On Linux and UNIX systems:

[root @odel root]# cd copy _path
[root @odel grid]# tar -zcvpf /copy_path/gridHone.tgz

In the preceding example, the cd command changes the location to the copy of the
Oracle Grid Infrastructure home with the unnecessary files removed that you
created in the first two steps of this procedure, and the t ar command creates a file
named gri dHone. t gz. In the t ar command, copy_pat h represents the location of
the copy of the Oracle Grid Infrastructure home.

On AIX or HPUX systems:

unconpress gridHome. tar.Z
tar xvf gridHone.tar

On Windows systems, use WinZip to create a zip file.

Method 2: Create a Compressed Copy of the Oracle Grid Infrastructure Home
Using the -X Option

ORACLE

1.

Create a file that lists the unnecessary files in the Oracle Grid Infrastructure home.
For example, list the following file names, using the asterisk (*) wildcard, in a file
called excl udeFi | eLi st :

Gid_hone/ host _nane
Gid_hone/ 1 og/ host _name

Gi d_hone/ gpnp/ *

Gid_hone/ bin/cl secho/ *
Gid_hone/crs/init/*
Gid_hone/cdatal *
Gid_home/crf/*

Gid_hone/ network/adnin/*. ora
Gid_hone/root. sh*

Gid_hone/ cf gt ool | ogs/ *
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Gid_hone/crs/install/crsconfig_parans
Gid_hone/crs/install/crsgenconfig_parans
Gid_home/ rdbns/ audi t/*

Gid_hone/ rdbns/ | og/ *

Gi d_hone/ i nvent ory/ backup/ *

*. oui bak

*. oui bakl

N

Use the t ar command or Winzip to create a compressed copy of the Oracle Grid
Infrastructure home. For example, on Linux and UNIX systems, run the following
command to archive and compress the source Oracle Grid Infrastructure home:

tar cpfX - excludeFileList Gid_hone | conpress -fv > tenp_dir/
gridHome.tar.Z

# Note:

Do not use the jar utility to copy and compress the Oracle Grid
Infrastructure home.

Creating a Cluster by Cloning Oracle Clusterware

This section explains how to create a cluster by cloning a successfully installed Oracle
Clusterware environment and copying it to the nodes on the destination cluster. The
procedures in this section describe how to use cloning for Linux, UNIX, and Windows
systems. OCR and voting files are not shared between the two clusters after you
successfully create a cluster from a clone.

For example, you can use cloning to quickly duplicate a successfully installed Oracle
Clusterware environment to create a cluster. Figure 8-1 shows the result of a cloning
procedure in which the Oracle Grid Infrastructure home on Node 1 has been cloned to
Node 2 and Node 3 on Cluster 2, making Cluster 2 a new two-node cluster.

Figure 8-1 Cloning to Create an Oracle Clusterware Environment

Cluster 1 Cluster 2

Heartbeat ®= ®= « hb = = =

The steps to create a cluster through cloning are as follows:

e Step 1: Prepare the New Cluster Nodes
e Step 2: Deploy the Oracle Grid Infrastructure Home
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Step 3: Run the gridSetup.sh Utility

Step 1. Prepare the New Cluster Nodes

On each destination node, perform the following preinstallation steps:

Specify the kernel parameters

Configure block devices for Oracle Clusterware devices

Ensure that you have set the block device permissions correctly

Use short, nondomain-qualified names for all of the names in the / et ¢/ host s file
Test whether the interconnect interfaces are reachable using the pi ng command

Verify that the VIP addresses are not active at the start of the cloning process by
using the pi ng command (the pi ng command of the VIP address must fail)

On AIX systems, and on Solaris x86-64-bit systems running vendor clusterware, if
you add a node to the cluster, then you must run the r oot pre. sh script (located at
the mount point it you install Oracle Clusterware from a DVD or in the directory
where you unzip the tar file if you download the software) on the node before you
add the node to the cluster

Run CVU to verify your hardware and operating system environment

Refer to your platform-specific Oracle Clusterware installation guide for the complete
preinstallation checkilist.

< Note:

Unlike traditional methods of installation, the cloning process does not
validate your input during the preparation phase. (By comparison, during the
traditional method of installation using OUI, various checks occur during the
interview phase.) Thus, if you make errors during the hardware setup or in
the preparation phase, then the cloned installation fails.

Step 2: Deploy the Oracle Grid Infrastructure Home

Before you begin the cloning procedure that is described in this section, ensure that
you have completed the prerequisite tasks to create a copy of the Oracle Grid
Infrastructure home, as described in the section titled "Preparing the Oracle Grid
Infrastructure Home for Cloning".

ORACLE

1.

On one of the nodes in the cluster, deploy the copy of the Oracle Grid
Infrastructure home that you created in "Step 3: Create a Copy of the Oracle Grid
Infrastructure Home", as follows:

For example, on Linux or UNIX systems, run commands similar to the following:

[root @odel root]# mkdir -p location_of the copy of the Gid home
[root @odel root]# cd | ocation of the copy of the Gid_hone
[root @odel crs]# tar -zxvf /gridHone.tgz
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In this example, | ocati on_of _the_copy_of _the_Gid_hone represents the
directory structure in which you want to install the Oracle Grid Infrastructure home,
such as /u01/app/ 12. 1. 0/ gri d. Note that you can change the Grid home location
as part of the process.

If you have not already deleted unnecessary files from the Oracle Grid
Infrastructure home, then repeat step 2 in "Method 2: Create a Compressed Copy
of the Oracle Grid Infrastructure Home Using the -X Option".

If necessary, change the ownership of all of the files in the Oracle Grid
Infrastructure home to be owned by the Oracle Grid Infrastructure installation
owner and by the Oracle Inventory (oi nst al | privilege) group. If the Oracle Grid
Infrastructure installation owner is or acl e, and the Oracle Inventory group is

oi nstal |, then the following example shows the commands to do this on a Linux
system:

[root @odel crs]# chown -R oracle:oinstall /u0l/app

When you run the preceding command on the Grid home, it clears set ui d and
set gi d information from the Oracle binary. As expected, the command also clears
set ui d from the following binaries:

Gid_hone/ bi n/ extj ob
Gid_hone/bin/jssu
G i d_hone/ bi n/ or adi sm

The set ui d information is properly set in subsequent steps.

It is important to remove any Oracle network files from the Gri d_hone directory on
both the source and destination nodes before continuing.

Related Topics

Step 3: Create a Copy of the Oracle Grid Infrastructure Home

Method 2: Create a Compressed Copy of the Oracle Grid Infrastructure Home
Using the -X Option

Preparing the Oracle Grid Infrastructure Home for Cloning

Locating and Viewing Log Files Generated During Cloning

Step 3: Run the gridSetup.sh Utility

To set up the new Oracle Clusterware environment, run the gri dSet up. sh utility in
either interactive or silent mode on one node, as you would when installing Oracle Grid
Infrastructure for a new cluster.

ORACLE

Once you launch the $ORACLE_home/ gri dSet up. sh utility, you can select to run it either
in interactive mode, using the interactive interface, or in silent mode, where you
provide a response file.

Related Topics
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Using Cloning to Add Nodes to a Cluster

You can also use cloning to add nodes to a cluster.

ORACLE

Figure 8-2 shows the result of a cloning procedure in which the Oracle Grid
Infrastructure home on Node 1 has been cloned to Node 2 in the same cluster, making
it a two-node cluster. Newly added nodes to the cluster share the same OCR and
voting files.

Figure 8-2 Cloning to Add Nodes to a Cluster

/\

Cluster 1

e ———

Using Figure 8-2 as an example, the following procedure explains how to add nodes to
a cluster using cloning. In this procedure, you make a copy of the image (a clone) that
you used to create Node 1, initially, to Node 2.

Prepare Node 2 as described in "Step 1: Prepare the New Cluster Nodes".

1.

Deploy the Oracle Grid Infrastructure home on Node 2, as described in "Step 2:
Deploy the Oracle Grid Infrastructure Home on the Destination Nodes".

Use the tar utility to create an archive of the Oracle Grid Infrastructure home on

the Node 1 and copy it to Node 2. If the location of the Oracle Grid Infrastructure
home on Node 1 is $ORACLE_HOME, then you must use this same directory as the
destination location on Node 2.

Run the gri dSet up. sh script and select the Sof t war e Onl y installation option.
This step does not apply to Windows.

In the Central Inventory directory on Node 2, run the or ai nst Root . sh script as
root . This script populates the / et ¢/ oral nst . | oc directory with the location of the
central inventory. For example:

[root @ode2 root]# /opt/oracle/oral nventory/orainstRoot. sh

You can run the script on more than one destination node simultaneously.

Run the gri dSet up. sh - noCopy script and select Add nore nodes to
cluster.

On Node 2, run the Gri d_home/ r oot . sh script.
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# Note:

* Ensure that you extend any database homes before you run the
root.sh orgridconfig.bat scripts.

e The cluster in this example has only two nodes. When you add
multiple nodes to a cluster, you can run r oot . sh concurrently on all
of the nodes.

The following example is for a Linux or UNIX system. On Node 2, run the following
command:

[root @ode2 root]# Gid_hone/root.sh

The r oot . sh script automatically configures the virtual IP (VIP) resources in the
Oracle Cluster Registry (OCR).

On Windows, run the following command on Node 2:
C:\>Gid_hone\crs\config\gridconfig.bat

6. Run the following cluster verification utility (CVU) command on Node 1:
$ cluvfy stage -post nodeadd -n destination_node_nane [-verbose]

Related Topics

e cluvfy stage [-pre | -post] nodeadd

Locating and Viewing Log Files Generated During Cloning

The cloning script runs multiple tools, each of which can generate log files. After the
gri dSet up. sh utility finishes running, you can view log files to obtain more information
about the status of your cloning procedures. Table 8-1 lists the log files that are
generated during cloning that are the key log files for diagnostic purposes.

" Note:

Central _inventory in Table 8-1 refers to the Oracle Inventory directory.

Table 8-1 Cloning Log Files and their Descriptions
|

Log File Name and Location Description

Central _inventory/logs/ Contains a detailed log of the actions that occur during

cl oneActi onst i mest anp. | og the OUI part of the cloning.

Central _i nventory/I ogs/ Contains information about errors that occur when OUI is
oralnstalltimestanp.err running.
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Table 8-1 (Cont.) Cloning Log Files and their Descriptions

Log File Name and Location Description

Central _i nventory/I ogs/ Contains other miscellaneous information.
oralnstalltimestanp. out

Table 8-2 lists the location of the Oracle Inventory directory for various platforms.

Table 8-2 Finding the Location of the Oracle Inventory Directory
]

Type of System Location of the Oracle Inventory Directory

All UNIX computers except /var/opt/oracl e/oralnst.|oc
Linux and IBM AIX

IBM AIX and Linux letc/oralnst.|oc
Windows C:\Program Fil es\ Oracl e\l nventory
ORACLE
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Making Applications Highly Available Using
Oracle Clusterware

When an application, process, or server fails in a cluster, you want the disruption to be
as short as possible, if not completely unknown to users. For example, when an
application fails on a server, that application can be restarted on another server in the
cluster, minimizing or negating any disruption in the use of that application. Similarly, if
a server in a cluster fails, then all of the applications and processes running on that
server must be able to fail over to another server to continue providing service to the
users. Using the built-in generi c_appl i cati on resource type or customizable scripts
and application agent programs, and resource attributes that you assign to
applications and processes, Oracle Clusterware can manage all these entities to
ensure high availability.

This chapter explains how to use Oracle Clusterware to start, stop, monitor, restart,
and relocate applications. Oracle Clusterware is the underlying cluster solution for
Oracle Real Application Clusters (Oracle RAC). The same functionality and principles
you use to manage Oracle RAC databases are applied to the management of
applications.

This chapter includes the following topics:

e Oracle Clusterware Resources and Agents

e Overview of Using Oracle Clusterware to Enable High Availability
e Registering an Application as a Resource

e Managing Resources

e Managing Automatic Restart of Oracle Clusterware Resources

Oracle Clusterware Resources and Agents

ORACLE

This section discusses the framework that Oracle Clusterware uses to monitor and
manage resources, to ensure high application availability.

This section includes the following topics:

* Oracle Clusterware Resources

e Oracle Clusterware Resource Types
* Agents in Oracle Clusterware

e Action Scripts

e Building an Agent

* Registering a Resource in Oracle Clusterware
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Oracle Clusterware Resources

Oracle Clusterware manages applications and processes as resources that you
register with Oracle Clusterware.

The number of resources you register with Oracle Clusterware to manage an
application depends on the application. Applications that consist of only one process
are usually represented by only one resource. For more complex applications that are
built on multiple processes or components that may require multiple resources, you
can create resource groups.

Each resource is based on a resource type that serves as a template. You can
configure how Oracle Clusterware will place an application in the cluster by specifying
an explicit list of servers, or by using features such as server pools and policies.
Relationships between applications and components are expressed using
dependencies. Oracle Clusterware manages the application by performing operations
on the resources, and the resource state represents the availability of the application.

When you register an application as a resource in Oracle Clusterware, in addition to
actually adding the resource to the system, you define how Oracle Clusterware
manages the application using resource attributes you ascribe to the resource. The
frequency with which the resource is checked and the number of attempts to restart a
resource on the same server after a failure before attempting to start it on another
server (failover) are examples of resource attributes. The registration information also
includes a path to an action script or application-specific action program that Oracle
Clusterware calls to start, stop, check, and clean up the application.

An action script is a shell script (a batch script in Windows) that a generic script agent
provided by Oracle Clusterware calls. An application-specific agent is usually a C or C
++ program that calls Oracle Clusterware-provided APIs directly.

Critical Resources

Some large enterprise applications modeled as resource groups can comprise multiple
resources representing application or infrastructure components. If any resource in the
resource group fails, then Oracle Clusterware must fail the entire resource group over
to another server in the cluster.

You can mark a resource as critical for its resource group by specifying the name of
the resource in the CRITICAL_RESOURCES attribute of the resource group.

Related Topics
e Oracle Clusterware Resource Reference

* Resource Groups
A resource group is a container for a logically related group of resources.

Virtual Machine Resources

ORACLE

A virtual machine is an environment created for a running operating system, known as
a guest operating system. The virtual machine displays as a window on your
computer’s desktop which can be displayed in full-screen mode or remotely on another
computer.

A virtual machine is, essentially, a set of parameters that determines its behavior,
analogous to computer system hardware. Parameters include hardware settings (such
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as how much memory the virtual machine has) as well as state information (such as
whether the virtual machine is currently running).

Black-box virtual machines are virtual machines whose contents are unknown to the
management interface. All that is known about black-box virtual machines is the virtual
hardware they contain: the number of CPUs, the amount of RAM, attached disks, and
attached network interfaces. The contents of the hardware however, are unknown. For
example, there may be a number of disks attached, but it is not known which operating
system is installed on them, nor is it known whether the network cards are configured.

You can manage black-box Oracle virtual machines on physical hardware using
Oracle Clusterware, which provides high availability and ease of management of
virtual machines.

# Note:

This is specific to virtual machines, and does not apply to Oracle VM
VirtualBox, or any other Oracle VM product.

As an example, in following figure, there are two physical computers, each of which
has multiple virtual machines running on it. One of the computers, for each physical
host, is an Oracle Grid Infrastructure virtual machine (GIVM).

The GIVMs, themselves, form an Oracle Clusterware cluster, and within this cluster
are four black-box virtual machine Oracle Clusterware resources, each monitoring one
of the non-GIVM virtual machines. The cluster is not aware of the contents of the
virtual machines it is monitoring because they are black-box virtual machines. In this
example, if one of the physical hosts goes down, then its GIVM would also go down,
causing the GIVM to leave the cluster, which, in turn, causes the resources to fail over
to the other GIVM, which starts the black-box virtual machines on the new physical
host.
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Figure 9-1 Highly Available Virtual Machines in Oracle Database Appliance
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Virtual Machine Architecture

Oracle virtual machines consist of two parts: the virtual machine server and the virtual
machine manager. The virtual machine server is a minimal operating system installed
on bare hardware that uses a Xen hypervisor to manage guests. The server has an
agent process, the Oracle virtual machine agent, which acts as an intermediary
through which the virtual machine manager manipulates domains on the server.

The virtual machine manager is a web-based management console that is used to
manage virtual machine servers and their virtual machines. The virtual machine
manager requires a database as well as an Oracle WebLogic Server in order to run,
and is necessary for Oracle-supported management of the Oracle virtual machine
server. The management domain is supposed to be as small as possible and,
therefore, the virtual machine manager may not be installed there. You must install the
virtual machine manager on another host, which means either having another physical
computer or manually creating a temporary virtual machine using the Xen xm
commands.

The Oracle virtual machine manager is the sole interface for managing virtual
machines. All requests are directed through it, including all APIs and utilities.
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The resource type for a virtual machine resource (which is an Oracle Clusterware
resource) is similar to the following:

ATTRI BUTE=DESCR!I PTI ON

TYPE=string

DEFAULT_VALUE="Resource type for VM Agents"

ATTRI BUTE=AGENT_FI LENAME

TYPE=string

DEFAULT_VALUE=%CRS_HOVE% bi n/ or aagent %4CRS_EXE_SUFFI X%
ATTRI BUTE=CHECK_| NTERVAL

DEFAULT_VALUE=1

TYPE=i nt
ATTRI BUTE=EOVMM VM | D
TYPE=string

DEFAULT_VALUE=""

ATTRI BUTE=OVMM VM _NAME
TYPE=string
DEFAULT_VALUE=""

ATTRI BUTE=VM
TYPE=strings

Resource Groups

ORACLE

A resource group is a container for a logically related group of resources.

An application is modeled as a resource group that contains the application resource
and related application resources (such as WebServer), and infrastructure resources
(such as disk groups and VIPs). A resource group provides a logical and intuitive entity
for high availability modeling of all classes of applications.

You create resource groups using CRSCTL, and then add resources to the resource
group. A resource group provides a set of attributes that cover naming, description,
and common placement and failover parameter values for the resources that are
members of the resource group.

Resource Group Principles

« You create a resource group based on a resource group type.

* Aresource can be member of only one resource group. You can specify a
resource group for a resource when you create the resource.

If you do not specify a resource group when you create a resource, then the
resource becomes a member of an automatic resource group created for that
resource. You can later add the resource to a different resource group.

* Resource groups are aware of critical resources, and the state of the resource
group is solely determined by the state of its critical resources.

You can remove a hon-critical resource from a resource group (subject to
dependency checks) and, at a later time, add it to another resource group.

* Resource groups have cardinality to specify the number of instances of the
resource group that can simultaneously run in the cluster.

» All member resources of a running resource group instance are located on the
same server.
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*  Oracle Clusterware restarts a resource group in the event of failure and then
relocates the resource group to another server in the event of local restart failures.

Automatic Resource Groups

If you create a resource without specifying a resource group, then Oracle Clusterware
implicitly and automatically adds the resource to a resource group with the same name
as the resource.

An automatic resource group is created for each resource that is not explicitly added to
a resource group. You can create resources without using resource groups and work
with Oracle Clusterware without disruption. Using resource groups, however, enables
you to define relationships to infrastructure and application resources (through
automatic resource groups) created by SRVM or other existing utilities.

An automatic resource group is solely described by the resource that it has been
created for, and cannot be modified by an administrator. Resources that you create
without specifying a resource group can be added to a resource group at a later time.
Oracle Clusterware deletes the automatic resource group to which the resource
belongs when the resource has been explicitly added to a resource group.

Resource Group Management

e You can add a resource to a resource group when you create the resource.

e You can explicitly add a resource that belongs to its automatic resource group to
another resource group. The resource must be OFFLINE when you add the
resource to a group that is either ONLINE or OFFLINE.

e You can remove a non-critical resource from a resource group (OFFLINE or
ONLINE) as long as no other resource in the group depends on it. The resource
you remove then becomes a member of its automatic resource group. At a later
time, you can add this resource to another group.

e You can delete a non-critical resource, thereby removing the resource from the
resource group and deleting it from Oracle Clusterware. You cannot delete a
critical resource of a resource group, unless you first update the critical resources
list of the resource group to unmark the resource as critical.

e Aresource group is empty when it is initially created and also becomes empty
when each resource in the group has been removed. An empty resource group
cannot be started and its state will be always be OFFLINE.

Share Resources

In various Oracle Clusterware deployments, there are components, such as file
systems, that multiple applications share. A single Oracle ACFS resource, for
example, cannot be a member of multiple resource groups that make use of the
filesystem because, by definition, a resource can be a member of only one resource

group.

For these types of resources, Oracle recommends that you put them in their own
individual resource groups, either explicit or automatic, and configure appropriate
dependencies from the application resource groups to these shared resource groups.
In this manner, multiple applications can share components.
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Critical Resources

You can have a large-enterprise type application that is modeled as a resource group
that contains multiple resources corresponding to application or infrastructure
components. If any of the resources in such a resource group fails, then Oracle
Clusterware fails the entire resource group over to another server in the cluster. Some
resources in the resource group, however, are not critical to the application and would
not necessarily require failing over the entire resource group, which would cause an
unnecessary disruption in the running of the instance.

You can define certain resources within a resource group as critical (by specifying the
name of the resource in the CRITICAL_RESOURCES list attribute of the resource
group) and, should any of those resources fail, then Oracle Clusterware will fail the
resource group over to another server in the cluster.

Further, the state of a resource group is determined by the state of its critical
resources. Non-critical resources do not affect the state of the resource group nor can
they trigger failover of the resource group. A resource group must have at least one
critical resource before the resource group can be started and brought online.

You can specify individual resources in a resource group as critical or you can specify
a resource type as critical, which would make all resources of that particular type
critical. For example:

CRITI CAL_RESOQURCES="r1 r2 r3"

The preceding example lists three, space-delimited resources marked as critical.

CRI Tl CAL_RESOQURCES="appvi p type: ora.export.type"

The preceding example lists a particular resource type as critical, thereby making any
resource of this type a critical resource.

When you create a resource group or remove its members, it is empty and,
consequently, there are no critical resources. The first resource that you add to the
resource group is automatically marked as critical by Oracle Clusterware, provided
that you have not already specified a resource type in the CRITICAL_RESOURCES
attribute of the resource group. Oracle Clusterware always checks for the presence of
a critical resource before attempting to start a resource group.

Resource Group Privileges

You can create resource groups and resource group types, and then create and add
resources to those groups. You and also define privileges for modifying and executing
operations on a resource group using the ACL attribute of the resource group. The
resource group owner can assign privileges to other operating system users and
groups by appropriately setting the ACL attribute of the resource group. A resource
within a resource group can maintain its own privilege specification within its ACL
attribute. Specifically:

» A user with write privilege on a resource group and write privilege on a resource
can add the resource to the group.

*  The owner of the resource group must at all times have execute privileges on all
resources in the group. Any user or group granted execute privileges on the group
must have execute privileges on all resources in the group.
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For example, in cases where certain infrastructure resources in a resource group
must be managed by r oot , the owner of the resource must be specified as r oot
and execute permissions on the resource granted to the group owner. This must
be done explicitly by r oot user.

* The local administrative user (r oot on Unix or Administrators group user on
Windows) can modify, delete, start, and stop any resource group.

Resource Group Dependencies

You can set dependencies among resource groups, providing a means to express
relationships between applications and components. Oracle Clusterware provides
modifiers to specify different ordering, location, and enforcement level of
dependencies amongst resource groups. Some things to consider about resource
group dependencies:

* Aresource group can have a dependency relationship to another resource group
and not to individual resources.

*  An explicitly created resource group can have a dependency relationship to an
automatic resource group.

e Aresource in a group can have a dependency relationship to another resource in
the same group.

* Resources created without specifying a resource group (thus belonging to an
automatic resource group) can have a dependency relationship to another
resource group.

* Aresource cannot have a dependency relationship to a resource group nor to a
resource in a different resource group.

All available Oracle Clusterware resource dependencies are also available to use with
resource groups. You configure the START_DEPENDENCIES and
STOP_DEPENDENCIES attributes of a resource group to specify dependencies for
resource groups.

Table 9-1 Resource Group Dependency Types and Modifiers

Dependency Type Description

hard start Specifies the requirement that specific other resource groups must
be online (anywhere in the cluster) before this resource group can
be started.
For example:
START_DEPENDENCI ES=hard([ gl obal : | internediate: |

uniform ] other _resource_group)

If the start of any dependent resource group fails, then Oracle
Clusterware aborts the start of this resource group.
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Table 9-1 (Cont.) Resource Group Dependency Types and Modifiers

Dependency Type Description

weak start Specifies the requirement that an attempt must be made to start
specific other resource groups before starting this resource group.
If the attempt fails to start the specific other resource groups, then
Oracle Clusterware starts this resource group, regardless.
For example:
START_DEPENDENC!I ES=weak( [ gl obal : | concurrent: |
uniform ] other_resource_group)

pullup Use This dependency when this resource group must be
automatically started when a dependent resource group starts.
For example:
START_DEPENDENC! ES=pul | up([internediate: |
al ways: ]other_resource_group])
Oracle recommends that you use this dependency when a stop
dependency exists between the resource groups.

hard stop This dependency specifies the mandatory requirement of stopping
this resource group when another specific resource group stops
running.
For example:
STOP_DEPENDENCI ES=hard([internediate: | global: |
shut down: ] ot her_resource_group)

attraction Specifies a co-location preference with specific other resource
groups.
For example:
START_DEPENDENCI ES=attraction([internediate:]other r
esour ce_group)
Oracle Clusterware will attempt to start this resource group on the
same server where a specific other resource group is already
online.

dispersion Specifies preference to not be co-located with specific other

ORACLE

resource groups. Oracle Clusterware will attempt to start this
resource group on a server with the least number of online
resource groups with dispersion dependency.

For example:

START_DEPENDENCI ES=di spersi on([i ntermediate: |
active: | pool:]:other_resource_group)
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Table 9-1 (Cont.) Resource Group Dependency Types and Modifiers

Dependency Type Description

exclusion Specifies a mandatory requirement that this resource group not run

on the same server as specific other resource groups. Oracle
Clusterware will either reject the start of this resource group or stop
the dependent resource groups and restart them on another server.

For example:

START_DEPENDENC! ES=excl usi on[ (preenpt _pre: |
preenpt _post )] other_resource_group)

Resource Group Failure and Recovery

As previously discussed, critical resources determine resource group state and
failover.

Failure and Recovery of Critical Resources

When a critical resource of a resource group fails, the resource group immediately
transitions to the OFFLINE state.

Oracle Clusterware attempts local restart of the failed critical resource according to
the RESTART_ATTEMPTS and UPTIME_THRESHOLD resource attributes.

Oracle Clusterware initiates immediate check actions on other resources in the
same group that have a stop dependency on the failed resource.

Oracle Clusterware initiates immediate check actions on other resource groups
dependent on this resource group.

If the resource restarts successfully, then the resource group transitions to
ONLINE state and Oracle Clusterware performs pullup dependency evaluation
within and across resource groups.

If Oracle Clusterware exhausts all local restart attempts of the resource, then
Oracle Clusterware stops the entire resource group. Oracle Clusterware also
immediately stops other resource groups with a stop dependency on the resource
group. Oracle Clusterware attempts local restart of the resource group, if
configured to do so. On exhausting all restart attempts, the resource group will fail
over to another server in the cluster.

Failure and Recovery of Non-Critical Resources

When a non-critical resource in a resource group fails, Oracle Clusterware
attempts local restart of the failed resource according to the values of the
RESTART_ATTEMPTS and UPTIME_THRESHOLD resource attributes. There is
no impact on the state of the resource group when a non-critical resource fails.

Oracle Clusterware initiates immediate check actions on other resources in the
same group that have a stop dependency on the failed resource.

If the resource restarts successfully, Oracle Clusterware performs pullup
dependency evaluation and corresponding startup actions.
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» If Oracle Clusterware exhausts all local restart attempts of the resource, then there
is no impact on the state of the resource group. You must then explicitly start the
non-critical resource after fixing the cause of the failure.

Related Topics

* Resource Group Types
In Oracle Clusterware, a resource type is a template for a class of resources.

» Using Resource Groups
Use CRSCTL to create resource groups, resource group types, and to add
resources to resource groups.

Resource Group Types
In Oracle Clusterware, a resource type is a template for a class of resources.

Resource group types provide a commonly applicable set of attributes to all resource
groups. When you create a resource group, you must specify a resource group type.
Oracle Clusterware provides two base resource group types: | ocal _resource_group
and cl ust er _resour ce_group. The base resource types have attributes similar to
resources, some of which you can configure.

Local Resource Group Type

Use the | ocal _resource_group type to create a resource group that contains only
local resources. Instances of a resource group of this type can run on each node in the
cluster. Local resource group type attributes include:

NAME

DESCRIPTION

ACL

AUTO_START
CRITICAL_RESOURCES
DEBUG

ENABLED
INTERNAL_STATE
RESOURCE_LIST
RESTART_ATTEMPTS
SERVER_CATEGORY
START_DEPENDENCIES
STOP_DEPENDENCIES
STATE

STATE_DETAILS
UPTIME_THRESHOLD

Cluster Resource Group Type

A resource group of type cl ust er _resource_group can have one or more instances
running on a static or dynamic set of servers in the cluster. Such a resource group can
failover to another server in the cluster according to the placement policy of the group.
Cluster resource group type attributes include:

NAME
DESCRIPTION
ACL
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ACTIVE_PLACEMENT
AUTO_START
CARDINALITY
CRITICAL_RESOURCES
DEBUG

ENABLED
FAILURE_INTERVAL
FAILURE_THRESHOLD
HOSTING_MEMBERS
INTERNAL_STATE
PLACEMENT
RESOURCE_LIST
RESTART_ATTEMPTS
SERVER_CATEGORY
SERVER_POOLS
START_DEPENDENCIES
STOP_DEPENDENCIES
STATE

STATE_DETAILS
UPTIME_THRESHOLD

Related Topics

* Using Resource Groups
Use CRSCTL to create resource groups, resource group types, and to add
resources to resource groups.

e Oracle Clusterware Resource Reference

Using Resource Groups

ORACLE

Use CRSCTL to create resource groups, resource group types, and to add resources
to resource groups.

To use resource groups, you must first create the resource group based on either a
built-in resource group type or a resource group type that you create. Once you have
create a resource group, you can add resources to it.

1. Use the following command to create a resource group:

$ crsctl add resourcegroup group_name -type group_type

The preceding command creates an empty resource group into which you can add
resources. You must provide a name for the resource group and a resource group
type. If you choose to base your resource group on a custom resource group type,
then you must first create a resource group type, as described in the next step.

2. If you want to create a resource group based on a custom resource group type,

then you must create the resource group type, as follows:

$ crsctl add resourcegrouptype group_type_nanme —basetype
base group_type {-file file_path | -attr
"attribute_name=attribute_val ue"}
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The preceding command creates a resource group type that provides a singular
set of attributes for any resource group you created based on this resource group
type. You must provide an existing resource group type as a base resource group
type, and either a path to a file that contains a line-delimited list of attribute/
attribute value pairs or, alternatively, you can provide a comma-delimited list of
attribute/attribute value pairs on the command line.

After you create a resource group, you can begin to add resources to the resource
group, as follows:

$ crsctl add resource resource_name -group group_name

The resource group to which you add a resource must exist and the resource you
are adding must be in an offline state. A resource can be a member of only one
resource group. If you have a resource that is shared by multiple applications,
such as a file system, then Oracle recommends that you put those resources into
their own individual resource groups.

Oracle Clusterware Resource Types

Generally, all resources are unique but some resources may have common attributes.
Oracle Clusterware uses resource types to organize these similar resources. Benefits
that resource types provide are:

ORACLE

Manage only necessary resource attributes

Manage all resources based on the resource type

Every resource that you register in Oracle Clusterware must have a certain resource
type. In addition to the resource types included in Oracle Clusterware, you can define
custom resource types using the Oracle Clusterware Control (CRSCTL) utility. The
included resource types are:

Local resource: Instances of local resources—type name is | ocal _r esour ce—
run on each server of the cluster (the default) or you can limit them to run on
servers belonging to a particular server category. When a server joins the cluster,
Oracle Clusterware automatically extends local resources to have instances tied to
the new server. When a server leaves the cluster, Oracle Clusterware
automatically sheds the instances of local resources that ran on the departing
server. Instances of local resources are pinned to their servers; they do not fail
over from one server to another.

Cluster resource: Cluster-aware resource types—type name is
cl uster_resour ce—are aware of the cluster environment and are subject to
cardinality and cross-server switchover and failover.

Generic application: You can use this resource type—type name is

generic_appl i cati on—to protect any generic applications without requiring
additional scripts. High availability for an application is achieved by defining a
resource with the generi c_appl i cati on resource type and providing the values for
key attributes of the resource. The generic_appl i cati on resource type is derived
from the cl ust er _resour ce resource type and, therefore, all resources of the
generic_application resource type are cluster-aware resources. Attributes
include:

— START_PROGRAM A complete path to the executable that starts the application,
with all appropriate arguments. The executable must exist on every server
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where Oracle Grid Infrastructure is configured to run the application. This
attribute is required. For example:

[opt/my_app -start

The executable must also ensure that the application starts and return an exit
status value of zero (0) to indicate that the application started successfully and
is online. If the executable fails to start the application, then the executable
exits with a non-zero status code.

STOP_PROGRAM A complete path to the executable that stops the application,
with all appropriate arguments. The executable must exist on every server
where Oracle Grid Infrastructure is configured to run the application. If you do
not specify this attribute value, then Oracle Clusterware uses an operating
system-equivalent of the ki | | command. For example:

[opt/ny_app -stop

The executable must also ensure that the application stops and return an exit
status value of zero (0) to indicate that the application stopped successfully. If
the executable fails to stop the application, then the executable exits with a

non-zero status code and Oracle Clusterware initiates a clean of the resource.

CLEAN_PROGRAM A complete path to the executable that cleans the program,
with all appropriate arguments. The executable must exist on every server
where Oracle Grid Infrastructure is configured to run the application. If you do
not specify a value for this attribute, then Oracle Clusterware uses an
operating system-equivalent of the ki | | -9 command. For example:

[opt/my_app —cl ean

# Note:

The difference between STOP_PROGRAMand CLEAN PROGRAMis that
CLEAN PROGRAMis a forced stop that stops an application
ungracefully, and must always be able to stop an application or the
application becomes unmanageable.

Pl D_FI LES: A comma-delimited list of complete paths to files that will be
written by the application and contain a process ID (PID) to monitor. Failure of
a single process is treated as a complete resource failure. For example:

[ opt/ app. pi d

# Note:

The files that you specify in the PI D_FI LES attribute are read
immediately after the START action completes and monitoring
commences for the PIDs listed in the files.

9-14



Chapter 9
Oracle Clusterware Resources and Agents

— EXECUTABLE NAMES: A comma-delimited list of names of executables that is
created when the application starts and the state of these executables is
subsequently monitored. Failure of a single executable is treated as a
complete resource failure. For example:

ny_app

# Note:

You need specify only the complete name of the executables. This
attribute does not accept the path of the executable or wild cards.
The PIDs matching the executable names are cached immediately
after the START action completes.

— CHECK PROGRAME: A list of complete paths to the executable that determines
the state of the application. Reporting a non-running state by any of the
applications is treated as a failure of the entire resource. For example:

[opt/my_app —check

— ENVI RONVENT_FI LE: A complete path to the file containing environment
variables to source when starting the application. The file must be a text file
containing nane=val ue pairs, one per line. For example:

[ opt/ny_app. env

—  ENVI RONMENT_VARS: A comma-delimited list of name=namne pairs to be included
into the environment when starting an application. For example:

USE_FI LES=No, AUTO_START=Yes

— SEND QUTPUT_ALWAYS: This attribute is responsible for sending the application
output that is sent to STDOUT, which is then displayed. A value of 0 does not
display any application output unless an action fails. When an action fails,
whatever application output that has been saved by the agent is displayed.
Any value greater than 0 displays every application output. The default value
is 0. For example:

SEND_OUTPUT_ALWAYS=1

# Note:

If you do not specify the STOP_PROGRAM CHECK PROGRAMS, and

CLEAN PROGRAMattributes, then you must specify either PI D_FI LES or
EXECUTABLE_NAMES, or Oracle Clusterware will not allow you to register a
resource of this type.

If you specify all the attributes, then the following rules apply:
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1. When stopping a resource, if you specified STOP_PROGRAM then Oracle
Clusterware calls STOP_PROGRAM Otherwise, Oracle Clusterware uses an
operating system-equivalent of the ki | | -9 command on the PID obtained
from either the PI D_FI LES or the EXECUTABLE_NANMES attribute.

2. When you need to establish the current state of an application, if you specified
CHECK_PROGRAMS, then Oracle Clusterware calls CHECK_PROGRAMS. Otherwise,
Oracle Clusterware uses an operating system-equivalent of the ps -p
command with the PID obtained from either the PI D_FI LES or
EXECUTABLE_NAMES attribute.

3. When cleaning a resource, if you specified CLEAN_PROGRAM then Oracle
Clusterware calls CLEAN_PROGRAM Otherwise, Oracle Clusterware uses an
operating system-equivalent of the ki | | -9 command on the PID obtained
from either the Pl D_FI LES or the EXECUTABLE NAMES attribute.

Related Topics

e crsctl add resource
Registers a resource to be managed by Oracle Clusterware.

* Resource States

» Creating Resources that Use the generic_application Resource Type
Use the crsct! add resour ce command to create resources using the
generic_appl i cati on resource type to model any type of application requiring
high availability without having to create any action scripts.

Agents in Oracle Clusterware

ORACLE

Oracle Clusterware runs all resource-specific commands through an entity called an
agent.

Oracle Clusterware manages applications when they are registered as resources with
Oracle Clusterware. Oracle Clusterware has access to application-specific primitives
that have the ability to start, stop, and monitor a specific resource.

# Note:

To increase security and further separate administrative duties, Oracle
Clusterware agents run with the SYSRAC administrative privilege, and no
longer require the SYSDBA administrative privilege. The SYSRAC
administrative privilege is the default mode of connecting to the database by
the Oracle Clusterware agent on behalf of Oracle RAC utilities, such as
SRVCTL, so that no SYSDBA connections to the database are necessary for
everyday administration of Oracle RAC database clusters.

An agent is a process that contains the agent framework and user code to manage
resources. The agent framework is a library that enables you to plug in your
application-specific code to manage customized applications. You program all of the
actual application management functions, such as starting, stopping and checking the
health of an application, into the agent. These functions are referred to as entry points.

The agent framework is responsible for invoking these entry point functions on behalf
of Oracle Clusterware. Agent developers can use these entry points to plug in the
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required functionality for a specific resource regarding how to start, stop, and monitor a
resource. Agents are capable of managing multiple resources.

Agent developers can set the following entry points as callbacks to their code:

e ABORT: If any of the other entry points hang, the agent framework calls the
ABORT entry point to stop the ongoing action. If the agent developer does not
supply a stop function, then the agent framework exits the agent program.

e ACTION: The ACTION entry point is Invoked when a custom action is invoked
using the clscrs_request_action API of the crsctl request acti on command.

¢ CHECK: The CHECK (monitor) entry point acts to monitor the health of a
resource. The agent framework periodically calls this entry point. If it notices any
state change during this action, then the agent framework notifies Oracle
Clusterware about the change in the state of the specific resource.

* CLEAN: The CLEAN entry point acts whenever there is a need to clean up a
resource. It is a non-graceful operation that is invoked when users must forcefully
terminate a resource. This command cleans up the resource-specific environment
so that the resource can be restarted.

° DELETE: The DELETE entry point is invoked on every node where a resource can
run when the resource is unregistered.

* MODIFY: The MODIFY entry point is invoked on every node where a resource can
run when the resource profile is modified.

 START: The START entry point acts to bring a resource online. The agent
framework calls this entry point whenever it receives the start command from
Oracle Clusterware.

e STOP: The STOP entry points acts to gracefully bring down a resource. The agent
framework calls this entry point whenever it receives the stop command from
Oracle Clusterware.

START, STOP, CHECK, and CLEAN are mandatory entry points and the agent
developer must provide these entry points when building an agent. Agent developers
have several options to implement these entry points, including using C, C++, or
scripts. It is also possible to develop agents that use both C or C++ and script-type
entry points. When initializing the agent framework, if any of the mandatory entry
points are not provided, then the agent framework invokes a script pointed to by the
ACTI ON_SCRI PT resource attribute.

At any given time, the agent framework invokes only one entry point per application. If
that entry point hangs, then the agent framework calls the ABORT entry point to end
the current operation. The agent framework periodically invokes the CHECK entry
point to determine the state of the resource. This entry point must return one of the
following states as the resource state:

e CLSAGFW ONLI NE: The CHECK entry point returns ONLINE if the resource was
brought up successfully and is currently in a functioning state. The agent
framework continues to monitor the resource when it is in this state. This state has
a numeric value of O for the scri pt agent .

e CLSAGFW UNPLANNED OFFLI NE and CLSAGFW PLANNED OFFLI NE: The OFFLINE state
indicates that the resource is not currently running. These two states have numeric
values of 1 and 2, respectively, for the scri pt agent .

Two distinct categories exist to describe an resource's offline state: planned and
unplanned.
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When the state of the resource transitions to OFFLINE through Oracle
Clusterware, then it is assumed that the intent for this resource is to be offline
(TARGET=OFFLI NE), regardless of which value is returned from the CHECK entry
point. However, when an agent detects that the state of a resource has changed
independent of Oracle Clusterware (such as somebody stopping the resource
through a non-Oracle interface), then the intent must be carried over from the
agent to the Cluster Ready Services daemon (CRSD). The intent then becomes
the determining factor for the following:

— Whether to keep or to change the value of the resource's TARGET resource
attribute. PLANNED OFFLI NE indicates that the TARGET resource attribute must
be changed to OFFLINE only if the resource was running before. If the
resource was not running (STATE=OFFLI NE, TARGET=0OFFLI NE) and a request
comes in to start it, then the value of the TARGET resource attribute changes to
ONLINE. The start request then goes to the agent and the agent reports back
to Oracle Clusterware a PLANNED OFFLI NE resource state, and the value of the
TARGET resource attribute remains ONLINE. UNPLANNED OFFLI NE does not
change the TARCET attribute.

— Whether to leave the resource's state as UNPLANNED OFFLI NE or attempt to
recover the resource by restarting it locally or failing it over to a another server
in the cluster. The PLANNED _OFFLI NE state makes CRSD leave the resource as
is, whereas the UNPLANNED OFFLI NE state prompts resource recovery.

e CLSAGFW UNKNOMN: The CHECK entry point returns UNKNOWN if the current state
of the resource cannot be determined. In response to this state, Oracle
Clusterware does not attempt to failover or to restart the resource. The agent
framework continues to monitor the resource if the previous state of the resource
was either ONLINE or PARTIAL. This state has a numeric value of 3 for the
scriptagent.

e CLSAGFW PARTI AL: The CHECK entry point returns PARTIAL when it knows that a
resource is partially ONLINE and some of its services are available. Oracle
Clusterware considers this state as partially ONLINE and does not attempt to
failover or to restart the resource. The agent framework continues to monitor the
resource in this state. This state has a numeric value of 4 for the scri pt agent .

e CLSAGFW FAI LED: The CHECK entry point returns FAILED whenever it detects that
a resource is not in a functioning state and some of its components have failed
and some clean up is required to restart the resource. In response to this state,
Oracle Clusterware calls the CLEAN action to clean up the resource. After the
CLEAN action finishes, the state of the resource is expected to be OFFLINE. Next,
depending on the policy of the resource, Oracle Clusterware may attempt to
failover or restart the resource. Under no circumstances does the agent framework
monitor failed resources. This state has a numeric value of 5 for the scri pt agent .

The agent framework implicitly monitors resources in the states listed in Table 9-2 at
regular intervals, as specified by the CHECK | NTERVAL or OFFLI NE_CHECK | NTERVAL
resource attributes.

Table 9-2 Agent Framework Monitoring Characteristics
|

State Condition Frequency
ONLINE Always \

CHECK | NTERVAL
PARTIAL Always CHECK | NTERVAL
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Table 9-2 (Cont.) Agent Framework Monitoring Characteristics

________________________________________________________________________|
State Condition Frequency
OFFLINE Only if the value of the OFFLI NE_CHECK_| NTERVAL

OFFLI NE_CHECK_| NTERVAL
resource attribute is greater than 0.

UNKNOWN Only monitored if the resource was  If the state becomes UNKNOWN
previously being monitored because after being ONLINE, then the value
of any one of the previously of CHECK | NTERVAL is used.
mentioned conditions. Otherwise, there is no monitoring.

Whenever an agent starts, the state of all the resources it monitors is set to
UNKNOWN. After receiving an initial probe request from Oracle Clusterware, the
agent framework executes the CHECK entry point for all of the resources to determine
their current states.

Once the CHECK action successfully completes for a resource, the state of the
resource transitions to one of the previously mentioned states. The agent framework
then starts resources based on commands issued from Oracle Clusterware. After the
completion of every action, the agent framework invokes the CHECK action to
determine the current resource state. If the resource is in one of the monitored states
listed in Table 9-2, then the agent framework periodically executes the CHECK entry
point to check for changes in resource state.

By default, the agent framework does not monitor resources that are offline. However,
if the value of the OFFLI NE_CHECK | NTERVAL attribute is greater than 0, then the agent
framework monitors offline resources.

Related Topics

e ACTION_SCRIPT

* CHECK_INTERVAL

*  OFFLINE_CHECK_INTERVAL

Oracle Clusterware Built-in Agents

ORACLE

Oracle Clusterware uses agent programs (agents) to manage resources and includes
the following built-in agents to protect applications:

* appagent: This agent (appagent . exe in Windows) automatically protects resources
of the generi c_appl i cati on resource type and any resources in previous versions
of Oracle Clusterware of the appl i cati on resource type.

¢ Note:

Oracle recommends that you not use the deprecated appl i cati on
resource type, which is only provided to support pre-Oracle Clusterware
11g release 2 (11.2) resources.

e scriptagent: Use this agent (scri pt agent . exe in Windows) when using shell or
batch scripts to protect an application. Both the cl ust er _resour ce and
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| ocal _resource resource types are configured to use this agent, and any
resources of these types automatically take advantage of this agent.

Additionally, you can create your own agents to manage your resources in any manner
you want.

Related Topics
e Oracle Clusterware Resource Types

e Building an Agent

Action Scripts

An action script defines one or more actions to start, stop, check, or clean resources.

The agent framework invokes these actions without the C/C++ actions. Using action
scripts, you can build an agent that contains the C/C++ entry points and the script
entry points. If all of the actions are defined in the action script, then you can use the
script agent to invoke the actions defined in any action scripts.

Before invoking the action defined in the action script, the agent framework exports all
the necessary attributes from the resource profile to the environment. Action scripts
can log messages to the st dout / st der r, and the agent framework prints those
messages in the agent logs. However, action scripts can use special tags to send the
progress, warning, or error messages to the crs* client tools by prefixing one of the
following tags to the messages printed to st dout/ st derr:

CRS_WARNI NG
CRS_ERRCR:
CRS_PROGRESS:

The agent framework strips out the prefixed tag when it sends the final message to the
crs* clients.

Resource attributes can be accessed from within an action script as environment
variables prefixed with _CRS . For example, the START Tl MEQUT attribute becomes an
environment variable named CRS START TI MEQUT.

Related Topics
e crsctl start resource

e crsctl stop resource

Building an Agent

ORACLE

Building an agent for a specific application involves the following steps:
1. Implement the agent framework entry points either in scripts, C, or C++.
2. Build the agent executable (for C and C++ agents).

3. Collect all the parameters needed by the entry points and define a new resource
type. Set the AGENT_FI LENAME attribute to the absolute path of the newly built
executable.
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Building and Deploying C and C++ Agents

Example C and C++ agents are included with Oracle Clusterware that demonstrate
using the agent framework to implement high availability agents for applications.
Appendix F describes an example of an agent called denobagent 1. cpp. This agent
manages a simple resource that represents a file on disk and performs the following
tasks:

ORACLE

On start: Creates the file
On stop: Gracefully deletes the file
On check: Detects whether the file is present

On clean: Forcefully deletes the file

To describe this particular resource to Oracle Clusterware, you must first create a
resource type that contains all the characteristic attributes for this resource class. In
this case, the only attribute to be described is the name of the file to be managed. The
following steps demonstrate how to set up the resource and its agent and test the
functionality of the resource:

1.

Compile the C++ agent using the dembagent 1. cpp source file provided and a
makefile. Modify the makefile based on the local compiler and linker paths and
installation locations. The output is an executable named denmpagent 1. This
example assumes that the executable is located in a directory named / pat h/ t o/
on every node of the cluster.

Use CRSCTL to add a new resource type, as follows:

$ crsctl add type hotfile_type -basetype cluster _resource -attr
" ATTRI BUTE=PATH _NAME, TYPE=stri ng, DEFAULT VALUE=def aul t. t xt,
ATTRI BUTE=AGENT _FI LENAME, TYPE=st ri ng, DEFAULT VALUE=/ pat h/ t o/
denoagent 1"

In the preceding command example, PATH NAME is the directory path for every
resource of this type. Modify the value of PATH_NAME to the appropriate directory
location on the disk.

The AGENT_FI LENAME attribute specifies the location of the agent binary that
implements the resource management commands for this resource type. This step
adds a new resource type to Oracle Clusterware.

Create a new resource based on the type that is defined in the previous step, as
follows:

$ crsctl add res filel -type hotfile type -attr "PATH NAME=/var/| og/
filel.txt"
$ crsctl add res file2 -type hotfile type -attr "PATH NAME=/var/| og/
file2. txt"

The preceding commands add resources named fil el and fil e2 to be managed
and monitored by Oracle Clusterware.
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4. Start and stop the resources using CRSCTL, as follows:

$ crsctl start res filel
$ crsctl start res file2
$ crsctl relocate res filel
$ crsctl stop res file2

Oracle Clusterware creates and deletes the disk files as the resources are started
and stopped.

Related Topics

e Oracle Clusterware Agent Framework C Application Program Interfaces

Registering a Resource in Oracle Clusterware

ORACLE

Register resources in Oracle Clusterware 12c¢ using the crsctl add resource
command.

To register an application as a resource:

$ crsctl add resource resource_nane -type [-group group_nane] resource_type
[-file file_path] | [-attr "attribute_name="attribute_value',
attribute_name='
attribute value', ..."]

Choose a name for the resource based on the application for which it is being created.
For example, if you create a resource for an Apache Web server, then you might name
the resource nyApache. Specify the name of an existing resource type after the -t ype
option. Optionally, you can add the resource to an existing resource group.

You can specify resource attributes in either a text file specified with the - fi | e option
or in a comma-delimited list of resource attribute-value pairs enclosed in double
guotation marks ("") following the - attr option. You must enclose space- or comma-
delimited attribute names and values enclosed in parentheses in single quotation
marks (' ').

The following is an example of an attribute file:

PLACEMENT=f avor ed

HOSTI NG_MEMBERS=nodel node2 node3
RESTART_ATTEMPTS@CARDI NALI TYI D( 1)
RESTART_ATTEMPTS@CARDI NALI TYI D( 2)
FAI LURE_THRESHOLD@CARDI NALI TYI D( 1
FAI LURE_THRESHOLD@CARDI NALI TYI D( 2
FAI LURE_| NTERVAL@CARDI NALI TYI D( 1)
FAI LURE_| NTERVAL@CARDI NALI TYI D( 2)
CHECK_I NTERVAL=2

CARDI NALI TY=2

aw Il 1l OO

oo ~DN

I~~~ 1 1
o o

The following is an example of using the - at tr option:

$ crsctl add resource resource_nane -type resource_type [-attr "PLACEMENT='
favored', HOSTI NG MEMBERS='nodel node2 node3', ..."]
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Related Topics

* Adding User-Defined Resources
You can add resources to Oracle Clusterware at any time.

o crsctl add resource
Registers a resource to be managed by Oracle Clusterware.

* Resource Attributes

* Resource Groups
A resource group is a container for a logically related group of resources.

Overview of Using Oracle Clusterware to Enable High
Availability

Oracle Clusterware manages resources and resource groups based on how you
configure them to increase their availability.

You can configure your resources and resource groups so that Oracle Clusterware:

e Starts resources and resource groups during cluster or server start
e Restarts resources and resource groups when failures occur

* Relocates resources and resource groups to other servers, if the servers are
available

To manage your applications with Oracle Clusterware:

1. Use the generic_application resource type, write a custom script for the script
agent, or develop a new agent.

2. Register your applications as resources with Oracle Clusterware.

If a single application requires that you register multiple resources, then you can
create a resource group that Oracle Clusterware manages like a single resource.
You may be required to define relevant dependencies between the resources
within the resource group.

3. Assign the appropriate privileges to the resource or resource group.
4. Start or stop your resources and resource groups.

When a resource fails, Oracle Clusterware attempts to restart the resource based on
attribute values that you provide when you register an application or process as a
resource. If the failed resource is a non-critical resource member of a resource group,
then the resource group remains in an ONLINE state. If a server in a cluster fails, then
you can configure your resources and resource groups so that processes that were
assigned to run on the failed server restart on another server. Based on various
resource attributes, Oracle Clusterware supports a variety of configurable scenarios.

When you register a resource or create a resource group in Oracle Clusterware, the
relevant information about the application and the resource-relevant information, is
stored in the Oracle Cluster Registry (OCR). This information includes:

* Path to the action script or application-specific agent: This is the absolute
path to the script or application-specific agent that defines the start, stop, check,
and clean actions that Oracle Clusterware performs on the application.
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¢ See Also:

"Agents in Oracle Clusterware" for more information about these actions

Privileges: Oracle Clusterware has the necessary privileges to control all of the
components of your application for high availability operations, including the right
to start processes that are owned by other user identities. Oracle Clusterware
must run as a privileged user to control applications with the correct start and stop
processes.

Resource Dependencies: You can create relationships among resources and
resource groups that imply an operational ordering or that affect the placement of
resources on servers in the cluster. For example, Oracle Clusterware can only
start a resource that has a hard start dependency on another resource if the other
resource is running. Oracle Clusterware prevents stopping a resource if other
resources that depend on it are running. However, you can force a resource to
stop using the crsctl stop resource -f command, which first stops all
resources that depend on the resource being stopped.

Related Topics

Resource Groups
A resource group is a container for a logically related group of resources.

Resource Attributes
Resource States
Resource Dependencies
Resource Placement

Agents in Oracle Clusterware
Oracle Clusterware runs all resource-specific commands through an entity called
an agent.

Resource Attributes

Resource attributes define how Oracle Clusterware manages resources of a specific
resource type. Each resource type has a unique set of attributes. Some resource
attributes are specified when you register resources, while others are internally
managed by Oracle Clusterware.

ORACLE

# Note:

Where you can define new resource attributes, you can only use US-7 ASCII
characters.

Related Topics

Oracle Clusterware Resource Reference
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Every resource in a cluster is in a particular state at any time. Certain actions or events
can cause that state to change.

Table 9-3 lists and describes the possible resource states.

Table 9-3 Possible Resource States

State Description

ONLINE The resource is running.

OFFLINE The resource is not running.

UNKNOWN An attempt to stop the resource has failed. Oracle Clusterware
does not actively monitor resources that are in this state. You
must perform an application-specific action to ensure that the
resource is offline, such as stop a process, and then run the
crsctl stop resource command to reset the state of the
resource to OFFLINE.

INTERMEDIATE A resource can be in the INTERMEDIATE state because of one

of two events:

1. Oracle Clusterware cannot determine the state of the
resource but the resource was either attempting to go online
or was online the last time its state was precisely known.
Usually, the resource transitions out of this state on its own
over time, as the conditions that impeded the check action
no longer apply.

2. Aresource is partially online. For example, the Oracle
Database VIP resource fails over to another server when its
home server leaves the cluster. However, applications
cannot use this VIP to access the database while it is on a
non-home server. Similarly, when an Oracle Database
instance is started and not open, the resource is partially
online: it is running but is not available to provide services.

Oracle Clusterware actively monitors resources that are in the
INTERMEDIATE state and, typically, you are not required to
intervene. If the resource is in the INTERMEDIATE state due to
the preceding reason 1, then as soon as the state of the
resource is established, Oracle Clusterware transitions the
resource out of the INTERMEDIATE state.

If the resource is in the INTERMEDIATE state due to the
preceding reason 2, then it stays in this state if it remains
partially online. For example, the home server of the VIP must
rejoin the cluster so the VIP can switch over to it. A database
administrator must issue a command to open the database
instance.

In either case, however, Oracle Clusterware transitions the
resource out of the INTERMEDIATE state automatically as soon
as it is appropriate.Use the STATE_DETAI LS resource attribute
to explain the reason for a resource being in the
INTERMEDIATE state and provide a solution to transition the
resource out of this state.
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Resource Dependencies

You can configure resources to be dependent on other resources, so that the
dependent resources can only start or stop when certain conditions of the resources
on which they depend are met. For example, when Oracle Clusterware attempts to
start a resource, it is necessary for any resources on which the initial resource
depends to be running and in the same location. If Oracle Clusterware cannot bring
the resources online, then the initial (dependent) resource cannot be brought online,
either. If Oracle Clusterware stops a resource or a resource fails, then any dependent
resource is also stopped.

Some resources require more time to start than others. Some resources must start
whenever a server starts, while other resources require a manual start action. These
and many other examples of resource-specific behavior imply that each resource must
be described in terms of how it is expected to behave and how it relates to other
resources (resource dependencies).

You can configure resources so that they depend on Oracle resources. When creating
resources, however, do not use an ora prefix in the resource name. This prefix is
reserved for Oracle use only.

Previous versions of Oracle Clusterware included only two dependency specifications:
the REQUI RED RESOURCES resource attribute and the OPTI ONAL_RESOURCES resource
attribute. The REQUI RED_RESOURCES resource attribute applied to both start and stop
resource dependencies.

# Note:

The REQUI RED_RESOURCES and OPTI ONAL_RESOURCES resource attributes are
still available only for resources of appl i cati on type. Their use to define
resource dependencies in Oracle Clusterware 12c is deprecated.

Resource dependencies are separated into start and stop categories. This separation
improves and expands the start and stop dependencies between resources and
resource types.

This section includes the following topics:

e Start Dependencies

»  Stop Dependencies

Start Dependencies

ORACLE

Oracle Clusterware considers start dependencies contained in the profile of a resource
when the start effort evaluation for that resource begins. You specify start
dependencies for resources using the START_DEPENDENCI ES resource attribute. You
can use modifiers on each dependency to further configure the dependency.

This section includes descriptions of the following START dependencies:

e attraction

e dispersion
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e exclusion

 hard
e pullup
e weak

Related Topics
e START_DEPENDENCIES

If resource A has an attracti on dependency on resource B, then Oracle Clusterware
prefers to place resource A on servers hosting resource B. Dependent resources, such
as resource A in this case, are more likely to run on servers on which resources to
which they have at t ract i on dependencies are running. Oracle Clusterware places
dependent resources on servers with resources to which they are attracted.

You can configure the at t ract i on start dependency with the following constraints:

e START_DEPENDENCI ES=at tracti on(i nt er nedi at e: resour ceB)

Use the i nt er medi at e modifier to specify whether the resource is attracted to
resources that are in the | NTERVEDI ATE state.

e START_DEPENDENCI ES=attraction(type: resourceB.type)

Use the t ype modifier to specify whether the dependency acts on a particular
resource type. The dependent resource is attracted to the server hosting the
greatest number of resources of a particular type.

# Note:

Previous versions of Oracle Clusterware used the now deprecated
OPTI ONAL_RESOURCES attribute to express attraction dependency.

If you specify the di sper si on start dependency for a resource, then Oracle
Clusterware starts this resource on a server that has the fewest number of resources
to which this resource has dispersion. Resources with dispersion may still end up
running on the same server if there are not enough servers to which to disperse them.

You can configure the di sper si on start dependency with the following modifiers:

e START_DEPENDENCI ES=di sper si on(i nt er nedi at e: r esour ceB)

Use the i nt er medi at e modifier to specify that Oracle Clusterware disperses
resource A whether resource B is either in the ONLI NE or | NTERVEDI ATE state.

e START_DEPENDENCI ES=di sper si on: acti ve(resourceB)

Typically, dispersion is only applied when starting resources. If at the time of
starting, resources that disperse each other start on the same server (because
there are not enough servers at the time the resources start), then Oracle
Clusterware leaves the resources alone once they are running, even when more
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servers join the cluster. If you specify the act i ve modifier, then Oracle
Clusterware reapplies dispersion on resources later when new servers join the
cluster.

e START_DEPENDENCI ES=di sper si on(pool : resour ceB)

Use the pool maodifier to specify that Oracle Clusterware disperses the resource to
a different server pool rather than to a different server.

The excl usi on start dependency contains a clause that defines the exclusive
relationship between resources while starting. Resources that have the excl usi on
start dependency cannot run on the same node. For example, if resource A has an
excl usi on start dependency on resource B, then the CRSD policy provides the
following options when resource B is already running on the server where resource A
needs to start:

* Deny the start of resource A if resource B is already running.

e  Start resource A by preempting resource B. There are two variations to the
preempt operation:

— Resource B is stopped and, if possible, restarted on another node. Resource
A is subsequently started.

— Resource A is started first. Subsequently, resource B is stopped and, if
possible, restarted on another node.

You can configure the excl usi on start dependency with the following modifiers:

e START_DEPENDENCI ES=excl usi on([[ preenpt _pre: | preenpt_post:]]
target resource_nane | type:target resource_type]*)

All modifiers specified are per resource or resource type. Oracle Clusterware
permits only one excl usi on dependency per resource dependency tree. Without
any pr eenpt modifier, CRSD will only attempt to start the resource if all of its target
resources are offline.

— preenpt _pre: If you choose this preempt modifier, then CRSD stops the
specified target resource or resources defined by a specific resource type
before starting the source resource. If restarting the stopped resources is
possible, then CRSD can do this concurrently while starting the preempting
resource.

— preenpt _post: If you choose this preempt modifier, then, after starting the
source resource, CRSD stops and relocates, if possible, the specified target
resource or resources defined by a specific resource type.

If CRSD cannot stop the target resources successfully, or cannot start the source
resource, then the entire operation fails. Oracle Clusterware then attempts to
return the affected resources to their original state, if possible.

Define a har d start dependency for a resource if another resource must be running
before the dependent resource can start. For example, if resource A has a har d start
dependency on resource B, then resource B must be running before resource A can
start. Similarly, if both resources (A and B) are initially offline, then resource B is
started first to satisfy resource A's dependency.
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# Note:

Oracle recommends that resources with har d start dependencies also have
pul | up start dependencies.

You can configure the har d start dependency with the following constraints:

START_DEPENDENCI ES=har d( gl obal : resour ceB)

By default, resources A and B must be located on the same server (collocated).
Use the gl obal maodifier to specify that resources need not be collocated. For
example, if resource A has a hard( gl obal : resour ceB) start dependency on
resource B, then, if resource B is running on any node in the cluster, resource A
can start.

START_DEPENDENCI ES=har d(i nt er nedi at e: r esour ceB)

Use the i nt er medi at e modifier to specify that the dependent resource can start if
a resource on which it depends is in either the ONLI NE or | NTERMEDI ATE state.

START_DEPENDENCI ES=har d(t ype: resour ceB. t ype)

Use the t ype modifier to specify whether the har d start dependency acts on a
particular resource or a resource type. For example, if you specify that resource A
has a har d start dependency on the r esour ceB. t ype type, then if any resource of
the resour ceB. t ype type is running, resource A can start.

START_DEPENDENCI ES=har d( uni f or m r esour ceB)

Use the uni f or mmodifier to attempt to start all instances of resource B, but only
one instance, at least must start to satisfy the dependency.

START_DEPENDENC!I ES=har d(resour ceB, internediate:resourceC,
i nt er medi at e: gl obal : t ype: resourceC. type)

You can combine modifiers and specify multiple resources in the
START _DEPENDENCI ES resource attribute.

# Note:

Separate modifier clauses with commas. The t ype modifier clause must
always be the last modifier clause in the list and the t ype modifier must
always directly precede the type.

Use the pul | up start dependency if resource A must automatically start whenever
resource B starts. This dependency only affects resource A if it is not running. As is
the case for other dependencies, pul | up may cause the dependent resource to start
on any server. Use the pul | up dependency whenever there is a hard stop
dependency, so that if resource A depends on resource B and resource B fails and
then recovers, then resource A is restarted.
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# Note:

Oracle recommends that resources with har d start dependencies also have
pul | up start dependencies.

You can configure the pul | up start dependency with the following constraints:

weak

START_DEPENDENCI ES=pul | up(ii nt er medi at e: r esour ceB)

Use the i nt er medi at e modifier to specify whether resource B can be either in the
ONLI NE or | NTERVEDI ATE state to start resource A.

If resource A has a pul | up dependency on multiple resources, then resource A
starts only when all resources upon which it depends, start.

START_DEPENDENCI ES=pul | up: al ways(resour ceB)

Use the al ways modifier to specify whether Oracle Clusterware starts resource A
despite the value of its TARGET attribute, whether it is ONLI NE or OFFLI NE. By
default, without using the al ways modifier, pul | up only starts resources if the value
of the TARGET attribute of the dependent resource is ONLI NE.

START_DEPENDENCI ES=pul | up(type: resour ceB. type)

Use the t ype modifier to specify that the dependency acts on a particular resource
type.

If resource A has a weak start dependency on resource B, then an attempt to start
resource A attempts to start resource B, if resource B is not running. The result of the
attempt to start resource B is, however, of no consequence to the result of starting
resource A.

You can configure the weak start dependency with the following constraints:

ORACLE

START_DEPENDENCI ES=weak( gl obal : resour ceB)

By default, resources A and B must be collocated. Use the gl obal modifier to
specify that resources need not be collocated. For example, if resource A has a
weak( gl obal : resour ceB) start dependency on resource B, then, if resource B is
running on any node in the cluster, resource A can start.

START_DEPENDENCI ES=weak( concurrent: resour ceB)

Use the concur rent modifier to specify that resource A and resource B can start
concurrently.

START_DEPENDENCI ES=weak(t ype: resour ceB. t ype)

Use the t ype madifier to specify that the dependency acts on a resource of a
particular resource type, such as resour ceB. t ype.

START_DEPENDENCI ES=weak (uni f or m r esour ceB)

Use the uni f or mmodifier to attempt to start all instances of resource B.
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Stop Dependencies

hard

Oracle Clusterware considers stop dependencies between resources whenever a
resource is stopped (the resource state changes from ONLI NE to any other state).

If resource A has a har d stop dependency on resource B, then resource A must be
stopped when B stops running. The two resources may attempt to start or relocate to
another server, depending upon how they are configured. Oracle recommends that
resources with har d stop dependencies also have har d start dependencies.

You can configure the har d stop dependency with the following modifiers:

e STOP_DEPENDENCI ES=har d(i nt er medi t e: r esour ceB)

Use the i nt er medi at e modifier to specify whether resource B must be in either the
ONLI NE or | NTERMEDI ATE state for resource A to stay online.

e STOP_DEPENDENCI ES=har d( gl obal : r esour ceB)

Use the gl obal modifier to specify whether resource A requires that resource B be
present on the same server or on any server in the cluster to remain online. If this
constraint is not specified, then resources A and B must be running on the same
server. Oracle Clusterware stops resource A when that condition is no longer met.

e STOP_DEPENDENCI ES=har d( shut down: r esour ceB)

Use the shut down modifier to stop the resource only when you shut down the
Oracle Clusterware stack using either the crsctl stop crs orcrsctl stop
cl ust er commands.

Related Topics
¢ STOP_DEPENDENCIES

Effect of Resource Dependencies on Resource State Recovery

ORACLE

When a resource goes from a running to a non-running state, while the intent to have it
running remains unchanged, this transition is called a resource failure. At this point,
Oracle Clusterware applies a resource state recovery procedure that may try to restart
the resource locally, relocate it to another server, or just stop the dependent
resources, depending on the high availability policy for resources and the state of
entities at the time.

When two or more resources depend on each other, a failure of one of them may end
up causing the other to fail, as well. In most cases, it is difficult to control or even
predict the order in which these failures are detected. For example, even if resource A
depends on resource B, Oracle Clusterware may detect the failure of resource B after
the failure of resource A.

This lack of failure order predictability can cause Oracle Clusterware to attempt to
restart dependent resources in parallel, which, ultimately, leads to the failure to restart
some resources, because the resources upon which they depend are being restarted
out of order.

In this case, Oracle Clusterware reattempts to restart the dependent resources locally
if either or both the har d stop and pul | up dependencies are used. For example, if
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resource A has either a har d stop dependency or pul | up dependency, or both, on
resource B, and resource A fails because resource B failed, then Oracle Clusterware
may end up trying to restart both resources at the same time. If the attempt to restart
resource A fails, then as soon as resource B successfully restarts, Oracle Clusterware
reattempts to restart resource A.

Resource Placement

As part of the start effort evaluation, the first decision that Oracle Clusterware must
make is where to start (or place) the resource. Making such a decision is easy when
the caller specifies the target server by name. If a target server is not specified,
however, then Oracle Clusterware attempts to locate the best possible server for
placement given the resource's configuration and the current state of the cluster.

Oracle Clusterware considers a resource's placement policy first and filters out servers
that do not fit with that policy. Oracle Clusterware sorts the remaining servers in a
particular order depending on the value of the PLACEMENT resource attribute of the
resource.

The result of this consideration is a maximum of two lists of candidate servers on
which Oracle Clusterware can start the resource. One list contains preferred servers
and the other contains possible servers. The list of preferred servers will be empty if
the value of the PLACEMENT resource attribute for the resource is set to bal anced or
restricted. The placement policy of the resource determines on which server the
resource wants to run. Oracle Clusterware considers preferred servers over possible
servers, if there are servers in the preferred list.

Oracle Clusterware then considers the resource's dependencies to determine where to
place the resource, if any exist. The attraction and dispersion start dependencies
affect the resource placement decision, as do some dependency modifiers. Oracle
Clusterware applies these placement hints to further order the servers in the two
previously mentioned lists. Note that Oracle Clusterware processes each list of servers
independently, so that the effect of the resource's placement policy is not confused by
that of dependencies.

Finally, Oracle Clusterware chooses the first server from the list of preferred servers, if
any servers are listed. If there are no servers on the list of preferred servers, then
Oracle Clusterware chooses the first server from the list of possible servers, if any
servers are listed. When no servers exist in either list, Oracle Clusterware generates a
resource placement error.

# Note:

Neither the placement policies nor the dependencies of the resources related
to the resource Oracle Clusterware is attempting to start affect the placement
decision.

Related Topics

e Application Placement Policies
A resource can be started on any server, subject to the placement policies, the
resource start dependencies, and the availability of the action script on that server.
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Registering an Application as a Resource

This section presents examples of the procedures for registering an application as a
resource in Oracle Clusterware.

The procedures instruct you how to add an Apache Web server (as an example) as a
resource to Oracle Clusterware. The examples in this section assume that the Oracle
Clusterware administrator has full administrative privileges over Oracle Clusterware
and the user or group that owns the application that Oracle Clusterware is going to
manage. Once the registration process is complete, Oracle Clusterware can start any
application on behalf of any operating system user.

Oracle Clusterware distinguishes between an owner of a registered resource and a
user. The owner of a resource is the operating system user under which the agent
runs. The ACL resource attribute of the resource defines permissions for the users and
the owner. Only root can modify any resource.

# Note:

e Oracle Clusterware commands prefixed with crs_ are desupported with
this release and can no longer be used. CRSCTL commands replace
those commands. See "Oracle Clusterware Control (CRSCTL) Utility
Reference" for a list of CRSCTL commands and their corresponding
crs_ commands.

e Do not use CRSCTL commands on any resources that have names
prefixed with or a (because these are Oracle resources), unless My
Oracle Support directs you to do so.

To configure Oracle resources, use the server control utility, SRVCTL,
which provides you with all configurable options.

Related Topics
*  Oracle Clusterware Control (CRSCTL) Utility Reference

* Role-Separated Management
Role-separated management is an approach to managing cluster resources and
workloads in a coordinated fashion in order to reduce the risks of resource
conflicts and shortages.

Creating an Application VIP Managed by Oracle Clusterware

ORACLE

An application VIP is a cluster resource that Oracle Clusterware manages (Oracle
Clusterware provides a standard VIP agent for application VIPS).

If clients of an application access the application through a network, and the
placement policy for the application allows it to fail over to another node, then you
must register a virtual internet protocol address (VIP) on which the application
depends. You should base any new application VIPs on this VIP type to ensure that
your system experiences consistent behavior among all of the VIPs that you deploy in
your cluster.
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While you can add a VIP in the same way that you can add any other resource that
Oracle Clusterware manages, Oracle recommends using the Gri d_home/ bi n/

appvi pcf g command-line utility to create or delete an application VIP on the default
network for which the or a. net 1. net wor k resource is created by default.

To create an application VIP, use the following syntax:

appvi pcfg create -network=network _numrber -ip=ip_address -vipnane=vi p_nane
-user=user_nane [-group=group_nane] [-failback=0 | 1]

# Note:

You can modify the VIP name while the resource remains online, without
restarting the resource.

When you create an application VIP on a default network, set - net wor k=1.

To create an application VIP on a non-default network, you may have to first create the
network using the srvct| add network command. Then you can create the
application VIP, setting - net wor k=non- def aul t _net wor k_nunber .

In an Oracle Flex Cluster, you can also add a non-Hub Node network resource for
application VIPs, so that applications can run on non-Hub Nodes using the srvct| add
net wor kK command, as follows:

srvctl add network -netnumenetwork_nunber -subnet subnet/netmask[/ifl[]|if2|...]]

To delete an application VIP, use the following syntax:

appvi pcfg del ete -vi pnane=vi p_nane

In the preceding syntax examples, net wor k_nunber is the number of the network,

i p_address is the IP address, vi p_nare is the name of the VIP, user _nane is the name
of the user who installed Oracle Database, and gr oup_nare is the name of the group.
The default value of the - f ai | back option is 0. If you set the option to 1, then the VIP
(and therefore any resources that depend on VIP) fails back to the original node when
it becomes available again.

# Note:

The -i p=i p_addr ess parameter is required, but if Grid Plug and Play and
GNS with DHCP have been configured, the parameter always takes the IP
address from the DHCP server and ignores the IP address specified in the
command. The value for the - vi pnane=vi p_name parameter is also ignored
with DHCP.
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For example, as r oot , run the following command:

# Gid_hone/ bi n/appvi pcfg create -network=1 -ip=148.87.58. 196 -
vi pname=appsVI P - user =r oot

The script only requires a network number, the IP address, and a name for the VIP
resource, in addition to the user that owns the application VIP resource. A VIP
resource is typically owned by r oot because VIP related operations require root
privileges.

To delete an application VIP, use the same script with the del et e option. This option
accepts the VIP name as a parameter. For example:

# Grid_hone/ bi n/ appvi pcfg del ete -vi pname=appsVl P

After you have created the application VIP using this configuration script, you can view
the VIP profile using the following command:

$ Gid_home/bin/crsctl status res appsVIP -p

Verify and, if required, modify the following parameters using the Gri d_home/ bi n/
crsctl modi fy res command.

The appvi pcf g script requires that you specify the - net wor k option, even if -
net wor k=1.

As the Oracle Database installation owner, start the VIP resource:

$ crsctl start resource appsViP

Related Topics
* Oracle Real Application Clusters Administration and Deployment Guide

» Oracle Flex Clusters
An Oracle Flex Cluster scales Oracle Clusterware to large numbers of nodes.

e Oracle Clusterware Resource Reference

Adding an Application VIP with Oracle Enterprise Manager

ORACLE

To add an application VIP with Oracle Enterprise Manager:

1. Log into Oracle Enterprise Manager Cloud Control.

2. Select the cluster target that you want to modify.

3. From the cluster target menu, select Administration > Resources > Manage.
4

Enter a cluster administrator user name and password to display the Manage
Resources page.

Click Add Application VIP.

o

6. Enter a name for the VIP in the Name field.

7. Enter a network number in the Network Number field.
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8. Enter an IP address for the VIP in the Internet Protocol Address field.

9. Enter root in the Primary User field. Oracle Enterprise Manager defaults to
whatever user name you are logged in as.

10. Select Start the resource after creation if you want the VIP to start immediately.
11. Click Continue to display the Confirmation: Add VIP Resource page.
12. Enter root and the root password as the cluster credentials.

13. Click Continue to create the application VIP.

Adding User-Defined Resources

You can add resources to Oracle Clusterware at any time.

However, if you add a resource that depends on another resource, then you must first
add the resource upon which it is dependent.

In the examples in this section, assume that an action script, nyApache. scr, resides in
the /opt/cluster/scripts directory on each node to facilitate adding the resource to
the cluster. Assume also that a server pool has been created to host an application.
This server pool is not a sub-pool of Generic, but instead it is used to host the
application in a top-level server pool.

¢ Note:

Oracle recommends that you use shared storage, such as Oracle Automatic
Storage Management Cluster File System (Oracle ACFS), to store action
scripts to decrease script maintenance.

This section includes the following topics:

» Deciding on a Deployment Scheme

* Adding a Resource to a Specified Server Pool

* Adding a Resource Using a Server-Specific Deployment

» Creating Resources that Use the generic_application Resource Type

Related Topics
e Examples of Action Scripts for Third-party Applications

Deciding on a Deployment Scheme

ORACLE

You must decide whether to use administrator or policy management for the
application. Use administrator management for smaller, two-node configurations,
where your cluster configuration is not likely to change. Use policy management for
more dynamic configurations when your cluster consists of more than two nodes. For
example, if a resource only runs on node 1 and node 2 because only those nodes
have the necessary files, then administrator management is probably more
appropriate.

Oracle Clusterware supports the deployment of applications in access-controlled
server pools made up of anonymous servers and strictly based on the desired pool
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size. Cluster policies defined by the administrator can and must be used in this case to
govern the server assignment with desired sizes and levels of importance.
Alternatively, a strict or preferred server assignment can be used, in which resources
run on specifically named servers. This represents the pre-existing model available in
earlier releases of Oracle Clusterware now known as administrator management.

Conceptually, a cluster hosting applications developed and deployed in both of the
deployment schemes can be viewed as two logically separated groups of servers. One
server group is used for server pools, enabling role separation and server capacity
control. The other server group assumes a fixed assignment based on named servers
in the cluster.

To manage an application using either deployment scheme, you must create a server
pool before adding the resource to the cluster. A built-in server pool named Generic
always owns the servers used by applications of administrator-based management.
The Generic server pool is a logical division and can be used to separate the two parts
of the cluster using different management schemes.

For third party developers to use the model to deploy applications, server pools must
be used. To take advantage of the pre-existing application development and
deployment model based on named servers, sub-pools of Generic (server pools that
have Generic as their parent pool, defined by the server pool attribute PARENT_POCLS)
must be used. By creating sub-pools that use Generic as their parent and enumerating
servers by name in the sub-pool definitions, applications ensure that named servers
are in Generic and are used exclusively for applications using the named servers
model.

Adding a Resource to a Specified Server Pool

ORACLE

Use the crsct| add resource command to add a resource to a server pool.

To add the Apache Web server to a specific server pool as a resource using the
policy-based deployment scheme, run the following command as the user that is
supposed to run the Apache Server (for an Apache Server this is typically the r oot
user):

$ crsctl add resource nmyApache -type cluster _resource -attr
" ACTI ON_SCRI PT=/ opt / cl ust er/ scri pt s/ myapache. scr,
PLACEMENT=r estri ct ed,
SERVER_PQOLS=server _pool _|ist,
CHECK_| NTERVAL=30,
RESTART_ATTEMPTS=2,
START_DEPENDENC! ES=har d( appsvi p),
STOP_DEPENDENCI ES=har d( appsvi p) "

In the preceding example, nyApache is the name of the resource added to the cluster.
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# Note:

* You must enclose comma or space-delimited attribute values in single
quotation marks (' ') to avoid errors. If you enclose single attributes
values in single quotation marks, they are ignored and no errors ensue.

e Aresource name cannot begin with a period nor with the character string
ora.

The resource is configured, as follows:

e Theresource is acl uster_resource type.

e ACTI ON_SCRI PT=/ opt/ cl uster/scri pt s/ nyapache. scr: The path to the required
action script.

e PLACEMENT=restricted

e SERVER POOLS=server _pool _|ist: This resource can only run in the server pools
specified in a space-delimited list.

e CHECK | NTERVAL=30: Oracle Clusterware checks this resource every 30 seconds to
determine its status.

e RESTART_ATTEMPTS=2: Oracle Clusterware attempts to restart this resource twice
before failing it over to another node.

e START_DEPENDENCI ES=har d(appsvi p) : This resource has a hard START
dependency on the appsvip resource. The appsvip resource must be online in
order for myApache to start.

e STOP_DEPENDENCI ES=har d( appsvi p) : This resource has a hard STOP dependency
on the appsvip resource. The myApache resource stops if the appsvip resource
goes offline.

Related Topics
*  Examples of Action Scripts for Third-party Applications

*  Application Placement Policies
A resource can be started on any server, subject to the placement policies, the
resource start dependencies, and the availability of the action script on that server.

Adding a Resource Using a Server-Specific Deployment

ORACLE

To add the Apache Web server as a resource that uses a named server deployment,
assume that you add the resource to a server pool that is, by definition, a sub-pool of
the Generic server pool. You create server pools that are sub-pools of Generic using
the crsctl add serverpool command. These server pools define the Generic server
pool as their parent in the server pool attribute PARENT _PQOCLS. In addition, they include
a list of server names in the SERVER_NAMES parameter to specify the servers that
should be assigned to the respective pool. For example:

$ crsctl add serverpool nyApache_sp -attr
" PARENT_POOLS=Ceneric, SERVER NAMES=host 36 host 37"
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After you create the sub-pool, add the Apache Web server resource, as follows:

$ crsctl add resource myApache -type cluster _resource -attr
" ACTI ON_SCRI PT=/ opt / cl ust er/ scri pt s/ myapache. scr,
PLACEMENT="restricted",
SERVER PQOLS=nyApache_sp,
CHECK | NTERVAL=" 30",
RESTART_ATTEMPTS=' 2',
START_DEPENDENC! ES=" har d(appsvip) ",
STOP_DEPENDENCI ES=' har d( appsvi p)""

# Note:

A resource name cannot begin with a period nor with the character string
ora.

In addition, note that when adding a resource using a server-specific deployment, the
server pools listed in the SERVER POOLS resource parameter must be sub-pools under
Generic.

Related Topics

» Policy-Based Cluster and Capacity Management

Creating Resources that Use the generic_application Resource Type

ORACLE

Use the crsct! add resource command to create resources using the
generic_application resource type to model any type of application requiring high
availability without having to create any action scripts.

This section includes two examples for Linux/UNIX platforms of creating resources
that use the generi c_appl i cati on resource type.

In the following command example, a Samba server resource is created for high
availability:

$ crsctl add resource sanbal -type generic_application -attr
" START_PROGRAME' /etc/init.d/snb start',
STOP_PROGRAME' /et c/init.d/smb stop',
CLEAN_PROGRAME' /etc/init.d/smb stop',
PI D_FI LES="/var/run/ snbd. pi d, /var/run/nnmbd. pid" "

In the preceding example, the attributes that define the resource are configured, as
follows:

e START _PROGRAME' [etc/init.d/smb start': This attribute contains the complete
path and arguments to the script that starts the Samba server

e STOP_PROGRAMF' /etc/init.d/snb stop': This attribute contains the complete
path and arguments to the script that stops the Samba server
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e CLEAN PROGRAME' [etc/init.d/ smb stop': This attribute contains the complete
path and arguments to the script that forcefully terminates and cleans up the
Samba server in case there is any failure in starting or stopping the server

e PID FILES="/var/run/snbd. pi d,/var/run/ nnbd. pi d' : This attribute contains the
paths to the text files listing the process IDs (PIDs) that must be monitored to
ensure that the Samba server and all its components are running

# Note:

e If script-based monitoring is required for this Samba server configuration,
then you can use the CHECK PROGRAMS attribute instead of the PI D_FI LES
attribute, as follows:

CHECK PROGRAMS='/etc/init.d/ snb status'

e You can specify standard Oracle Clusterware placement and cardinality
properties by configuring the HOSTI NG_MEMBERS, SERVER POCOLS,
PLACEMENT, and CARDI NALI TY attributes of the Samba server resource.

In the second command example, a database file server (DBFS) resource is created
for high availability. The DBFS provides a Filesystem in Userspace (FUSE) file system
to access data stored in an Oracle Database.

You can use the generi c_appl i cati on resource type to define a resource that
corresponds to the DBFS file system. You can use this DBFS resource to start, stop,
monitor, and failover the DBFS file system mount point. The command syntax to
create this resource is as follows:

$ crsctl add resource dbfsl -type generic_application -attr
" START_PROGRAME' / app/ oracl e/ 12. 2/ bin/ dbfs_client -0 wall et

I @nst1 /scratch/nk/dataldbfs_mount',

STOP_PROGRAME' / bi n/ f usermount -u /scratch/ nj k/ data/ dbfs_mount',

CHECK _PROGRAMS='|'s /scratch/ nj k/ dat a/ dbf s_nount / dbf sdatal',

ENVI RONMVENT_VARS=' ORACLE_HOVE=/ app/ or acl e/ 12. 2,
LD LI BRARY_PATH=/ app/ oracl e/ 12. 2/ |'i b: / app/ oracl e/ 12. 2/ rdbrs/ | i b,
TNS_ADM N=/ app/ or acl e/ 12. 2/ net wor k/ adnmi n'

CLEAN_PROGRAME' / bi n/ fusermount -u -z /scratch/njk/datal/dbfs_mount',

START_DEPENDENC!I ES=' hard(ora.inst1_srv.svc)',

STOP_DEPENDENCI ES=' hard(ora.inst1_srv.svc)'"

In addition to the mandatory START PROGRAM STOP_PROGRAM CHECK PROGRAMS, and
CLEAN_PROGRAM attributes, the above example also includes the following:

e The ENVI RONMVENT _VARS attribute specifies custom environment variables that are
passed when starting or stopping the program

e The START_DEPENDENCI ES and STOP_DEPENDENCI ES dependency attributes create a
start and stop dependency on the database service that is the underlying database
store of the DBFS file system

You can create dependencies on to the DBFS resource for higher-level application
resources based on the application requirements of the DBFS file system.
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# Note:

e The ORACLE_HOME directory shown in the preceding syntax is an example.

e You can specify standard Oracle Clusterware placement and cardinality
properties by configuring the HOSTI NG_MEMBERS, SERVER POCLS,
PLACEMENT, and CARDI NALI TY attributes of the DBFS file system
resource.

Related Topics
e Oracle Clusterware Resource Types

*  Oracle Database SecureFiles and Large Objects Developer's Guide

Adding Resources Using Oracle Enterprise Manager

ORACLE

Use Enterprise Manager to add resources.
To add resources to Oracle Clusterware using Oracle Enterprise Manager:

1. Log into Oracle Enterprise Manager Cloud Control.

2. Select the cluster target that you want to modify.

3. From the cluster target menu, select Administration > Resources > Manage.
4

Enter a cluster administrator user name and password to display the Add
Resource page.

5. Enter a name for the resource in the Name field.

# Note:

A resource name cannot begin with a period nor with the character string
ora.

6. Choose either cluster_resource or local_resource from the Resource Type
drop down.

7. Optionally, enter a description of the resource in the Description field.

8. Select Start the resource after creation if you want the resource to start
immediately.

9. The optional parameters in the Placement section define where in a cluster
Oracle Clusterware places the resource.

The attributes in this section correspond to the attributes described in Oracle
Clusterware Resource Reference.

10. In the Action Program section, choose from the Action Program drop down
whether Oracle Clusterware calls an action script, an agent file, or both to manage
the resource.

You must also specify a path to the script, file, or both, depending on what you
select from the drop down.
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If you choose Action Script, then you can click Create New Action Script to use
the Oracle Enterprise Manager action script template to create an action script for
your resource, if you have not yet done so.

11. To further configure the resource, click Attributes. On this page, you can
configure start, stop, and status attributes, and offline monitoring and any
attributes that you define.

12. Click Advanced Settings to enable more detailed resource attribute
configurations.

13. Click Dependencies to configure start and stop dependencies between resources.

14. Click Submit when you finish configuring the resource.

Related Topics

*  Application Placement Policies
A resource can be started on any server, subject to the placement policies, the
resource start dependencies, and the availability of the action script on that server.

* Resource Dependencies

Changing Resource Permissions

Oracle Clusterware manages resources based on the permissions of the user who
added the resource. The user who first added the resource owns the resource and the
resource runs as the resource owner. Certain resources must be managed as r oot . If
a user other than r oot adds a resource that must be run as r oot , then the permissions
must be changed as r oot so that root manages the resource, as follows:

1. Change the permission of the named resource to r oot by running the following
command as r oot :

# crsctl set perm resource resource_name -0 root

2. As the user who installed Oracle Clusterware, enable the Oracle Database
installation owner (or acl e, in the following example) to run the script, as follows:

$ crsctl set permresource resource_nanme —-u user: oracle:r-x
3. Start the resource:

$ crsctl start resource resource_nane

Application Placement Policies

ORACLE

A resource can be started on any server, subject to the placement policies, the
resource start dependencies, and the availability of the action script on that server.

The PLACEMENT resource attribute determines how Oracle Clusterware selects a server
on which to start a resource and where to relocate the resource after a server failure.
The HOSTI NG_MEMBERS and SERVER_PQOOLS attributes determine eligible servers to host a
resource and the PLACEMENT attribute further refines the placement of resources.

The value of the PLACEMENT resource attribute determines how Oracle Clusterware
places resources when they are added to the cluster or when a server fails. Together
with either the HOSTI NG_MEMBERS or SERVER POQLS attributes, you can configure how
Oracle Clusterware places the resources in a cluster. When the value of the PLACEMENT
attribute is:
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* Dbal anced: Oracle Clusterware uses any online server pool for placement. Less
loaded servers are preferred to servers with greater loads. To measure how
loaded a server is, Oracle Clusterware uses the LOAD resource attribute of the
resources that are in an ONLI NE state on the server. Oracle Clusterware uses the
sum total of the LOAD values to measure the current server load.

« favored: If a value is assigned to either of the HOSTI NG_MEMBERS, SERVER POCLS, or
SERVER CATEGORY resource attributes, then that value expresses a preference. If
HOSTI NG_MEMBERS is populated and either SERVER _POCLS or SERVER CATEGORY is
set, then HOSTI NG_MEMBERS indicates placement preference and SERVER _POCLS or
SERVER CATEGORY indicates a restriction. For example, the ora. cl uster.vip
resource has a policy that sets the value of PLACEMENT to f avor ed,
SERVER_CATEGORY is set to Hub, and HOSTI NG_MEMBERS is set to server _nanel. In
this case, Oracle Clusterware restricts the placement of or a. cl ust er. vi p to the
servers in the Hub category and then it prefers the server known as server _nanel.

e restricted: Oracle Clusterware only considers servers that belong to server pools
listed in the SEVER POOLS resource attribute, servers of a particular category as
configured in the SERVER_CATEGORY resource attribute, or servers listed in the
HOSTI NG_MEMBERS resource attribute for resource placement. Only one of these
resource attributes can have a value, otherwise it results in an error.

Related Topics

*  Oracle Clusterware Resource Reference
e HOSTING_MEMBERS

e SERVER_CATEGORY

+ SERVER_POOLS
The SERVER_POOLS resource attribute is described.

Unregistering Applications and Application Resources

To unregister a resource, use the crsct| del ete resource command. You cannot
unregister an application or resource that is ONLINE or required by another resource,
unless you use the - f or ce option. The following example unregisters the Apache Web
server application:

$ crsctl delete resource nyApache

Run the crsctl del ete resource command as a clean-up step when a resource is no
longer managed by Oracle Clusterware. Oracle recommends that you unregister any
unnecessary resources.

Managing Resources

ORACLE

This section includes the following topics:

* Registering Application Resources

e Starting Application Resources

* Relocating Applications and Application Resources
*  Stopping Applications and Application Resources

» Displaying Clusterware Application and Application Resource Status Information
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Registering Application Resources

Each application that you manage with Oracle Clusterware is registered and stored as
a resource in OCR.

Use the crsct] add resource command to register applications in OCR. For
example, enter the following command to register the Apache Web server application
from the previous example:

$ crsctl add resource nmyApache -type cluster_resource

-group group_name -attr "ACTI ON_SCRI PT=/opt/cl uster/scripts/nyapache. scr,
PLACEMENT=restri cted,

SERVER_POOLS=server _pool _| i st, CHECK_ | NTERVAL=30, RESTART_ATTEMPTS=2,
START_DEPENDENC! ES=har d( appsvi p) , STOP_DEPENDENCI ES=har d( appsvi p) "

In the preceding example, you can assign the resource to a resource group by
specifying the - gr oup parameter.

If you modify a resource, then update OCR by running the crsctl modify resource
command.

Related Topics

e crsctl add resource
Registers a resource to be managed by Oracle Clusterware.

e crsctl modify resource
Modifies the attributes of a particular resource in Oracle Clusterware.

Starting Application Resources

ORACLE

Start resources with the crsct| start resource command.

Manually starting or stopping resources outside of Oracle Clusterware can invalidate
the resource status. In addition, Oracle Clusterware may attempt to restart a resource
on which you perform a manual stop operation.

To start an application resource that is registered with Oracle Clusterware, use the
crsctl start resource command. For example:

$ crsctl start resource nyApache

The command waits to receive a notification of success or failure from the action
program each time the action program is called. Oracle Clusterware can start
application resources if they have stopped due to exceeding their failure threshold
values. You must register a resource using crsctl add resour ce before you can start
it.

Running the crsctl start resource command on a resource sets the resource
TARGET value to ONLI NE. Oracle Clusterware attempts to change the state to match the
TARCET by running the action program with the st art action.

If a cluster server fails while you are starting a resource on that server, then check the
state of the resource on the cluster by using the crsct! status resource command.
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Related Topics
*  Oracle Clusterware Control (CRSCTL) Utility Reference

Relocating Applications and Application Resources

Use the crsct!l rel ocate resource command to relocate applications and application
resources.

For example, to relocate the Apache Web server application to a server named rac2,
run the following command:

# crsctl relocate resource myApache -n rac2

Each time that the action program is called, the crsct| rel ocate resource command
waits for the duration specified by the value of the SCRI PT_TI MEQUT resource attribute
to receive notification of success or failure from the action program. A relocation
attempt fails if:

*  The application has required resources that run on the initial server
*  Applications that require the specified resource run on the initial server

To relocate an application and its required resources, use the - f option with the
crsctl relocate resource command. Oracle Clusterware relocates or starts all
resources that are required by the application regardless of their state.

You can also relocate a resource group using the crsct| rel ocate resourcegroup
command, which first stops the resources in the resource group before relocating the
resource group on the destination server.

Online Relocation

Some resources or resource groups must remain highly available, even during a
relocation operation. You can set the RELOCATE_KIND resource attribute (which you
can also use with resource groups) to online (RELOCATE_KI ND=onl i ne), which will start
a new resource instance (or several instances for resources belonging to a resource
group) on the destination server before stopping it on the original server when you run
either the crsct! rel ocate resource orcrsctl relocate resourcegroup command.

# Note:

Before using online relocation, ensure that the resource can manage the
extra resource instances that are started during online relocation.

Stopping Applications and Application Resources

ORACLE

Stop application resources with the crsct| stop resource command.

The command sets the resource TARGET value to OFFLI NE. Because Oracle
Clusterware always attempts to match the state of a resource to its target, the Oracle
Clusterware subsystem stops the application. The following example stops the Apache
Web server:

# crsctl stop resource myApache
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You cannot stop a resource if another resource has a hard stop dependency on it,
unless you use the force (- f) option. If you use the crsct| stop resource
resource_nane -f command on a resource upon which other resources depend, and
if those resources are running, then Oracle Clusterware stops the resource and all of
the resources that depend on the resource that you are stopping.

Displaying Clusterware Application and Application Resource Status

Information

Use the crsctl status resource command to display status information about
applications and resources that are on cluster servers.

The following example displays the status information for the Apache Web server
application:

# crsctl status resource nyApache

NAME=nyApache

TYPE=cl ust er _resource
TARGET=0ONLI NE

STATE=ONLI NE on server010

Other information this command returns includes the following:

e How many times the resource has been restarted

e How many times the resource has failed within the failure interval
*  The maximum number of times that a resource can restart or fail
e The target state of the resource and the normal status information

Use the - f option with the crsct| status resource resource_nane command to view
full information of a specific resource.

Enter the following command to view information about all applications and resources
in tabular format:

# crsctl status resource -t

Related Topics
e Oracle Clusterware Control (CRSCTL) Utility Reference

Managing Automatic Restart of Oracle Clusterware
Resources

ORACLE

You can prevent Oracle Clusterware from automatically restarting a resource by
setting several resource attributes. You can also control how Oracle Clusterware
manages the restart counters for your resources. In addition, you can customize the
timeout values for the st art, st op, and check actions that Oracle Clusterware
performs on resources.

This section includes the following topics:
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*  Preventing Automatic Restarts of Oracle Clusterware Resources

* Automatically Manage Restart Attempts Counter for Oracle Clusterware
Resources

Preventing Automatic Restarts of Oracle Clusterware Resources

To manage automatic restarts, use the AUTO_START resource attribute to specify
whether Oracle Clusterware should automatically start a resource when a server
restarts.

When a server restarts, Oracle Clusterware attempts to start the resources that run on
the server as soon as the server starts. Resource startup might fail, however, if system
components on which a resource depends, such as a volume manager or a file
system, are not running. This is especially true if Oracle Clusterware does not manage
the system components on which a resource depends.

# Note:

Regardless of the value of the AUTO_START resource attribute for a resource,
the resource can start if another resource has a hard or weak start
dependency on it or if the resource has a pullup start dependency on another
resource.

Related Topics
e Start Dependencies

e Oracle Clusterware Resource Reference

Automatically Manage Restart Attempts Counter for Oracle
Clusterware Resources

When a resource fails, Oracle Clusterware attempts to restart the resource the number
of times specified in the RESTART_ATTEMPTS resource attribute. Note that this attribute
does not specify the number of attempts to restart a failed resource (always one
attempt), but rather the number of times the resource fails locally, before Oracle
Clusterware attempts to fail it over. The CRSD process maintains an internal counter
to track how often Oracle Clusterware restarts a resource. The number of times Oracle
Clusterware has attempted to restart a resource is reflected in the RESTART_COUNT
resource attribute. Oracle Clusterware can automatically manage the restart attempts
counter based on the stability of a resource. The UPTI ME_THRESHOLD resource attribute
determines the time period that a resource must remain online, after which the
RESTART_COUNT attribute gets reset to 0. In addition, the RESTART_COUNT resource
attribute gets reset to O if the resource is relocated or restarted by the user, or the
resource fails over to another server.
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Cluster Verification Utility Reference

Cluster Verification Utility (CVU) performs system checks in preparation for installation,
patch updates, or other system changes. Using CVU ensures that you have completed
the required system configuration and preinstallation steps so that your Oracle Grid
Infrastructure or Oracle Real Application Clusters (Oracle RAC) installation, update, or
patch operation, completes successfully.

Oracle Universal Installer is fully integrated with CVU, automating many CVU
prerequisite checks. Oracle Universal Installer runs all prerequisite checks and
associated fixup scripts when you run the installer.

¢ See Also:

e Oracle Real Application Clusters Administration and Deployment Guide
for information about using the Server Control utility (SRVCTL) to
manage CVU

e Oracle Grid Infrastructure Installation Guide and Oracle Real Application
Clusters Installation Guide for information about how to manually install
Cvu

" Note:

Check for and download updated versions of CVU on Oracle Technology
Network at

http://wwv. oracl e. com t echnet wor k/ i ndex. ht m

This appendix describes CVU under the following topics:
e About Cluster Verification Utility

— Overview of CVU

— CVU Operational Notes

— Special CVU Topics
e Cluster Verification Utility Command Reference

e Troubleshooting and Diagnostic Output for CVU

About Cluster Verification Utility

This section includes topics which relate to using CVU.
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Appendix A
About Cluster Verification Utility

*  Overview of CVU
e CVU Operational Notes
*  Special CVU Topics

Overview of CVU

ORACLE

CVU can verify the primary cluster components during an operational phase or stage.

A component can be basic, such as free disk space, or it can be complex, such as
checking Oracle Clusterware integrity. For example, CVU can verify multiple Oracle
Clusterware subcomponents across Oracle Clusterware layers. Additionally, CVU can
check disk space, memory, processes, and other important cluster components. A
stage could be, for example, database installation, for which CVU can verify whether
your system meets the criteria for an Oracle Real Application Clusters (Oracle RAC)
installation. Other stages include the initial hardware setup and the establishing of
system requirements through the fully operational cluster setup.

Table A-1 lists verifications you can perform using CVU.

Table A-1 Performing Various CVU Verifications
|

Verification to Perform

CVU Commands to Use

System requirements
verification

cluvfy comp sys

Oracle Cluster File
System verification

cluvfy stage [-pre | -post] cfs

Storage verifications

*  cluvfy comp freespace

*  cluvfy comp space

*  cluvfy comp ssa

*  cluvfy stage [-pre | -post] acfscfg

Network verification

cluvfy stage -post hwos

Connectivity verifications

*  cluvfy comp nodecon
*  cluvfy comp nodereach

Cluster Time
Synchronization Services
verification

cluvfy comp clocksync

User and Permissions
verification

cluvfy comp admprv

Node comparison and
verification

cluvfy comp peer

Installation verification

*  cluvfy stage -post appcluster

*  cluvfy stage -post hwos

*  cluvfy stage -pre dbcfg

*  cluvfy stage -pre dbinst

e cluvfy stage [-pre | -post] crsinst

*  cluvfy stage [-pre | -post] hacfg

e cluvfy stage [-pre | -post] nodeadd

Deletion verification

cluvfy stage -post nodedel
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Table A-1 (Cont.) Performing Various CVU Verifications

Verification to Perform

CVU Commands to Use

Oracle Clusterware and ¢
Oracle ASM Component
verifications

cluvfy comp acfs
cluvfy comp asm
cluvfy comp clumgr
cluvfy comp crs
cluvfy comp dhep
cluvfy comp dns
cluvfy comp gns
cluvfy comp gpnp
cluvfy comp ha
cluvfy comp nodeapp
cluvfy comp ocr
cluvfy comp ohasd
cluvfy comp olr
cluvfy comp scan
cluvfy comp software
cluvfy comp vdisk

CVU Operational Notes

This section includes the following topics:

e CVU Installation Requirements

*  CVU Usage Information

* CVU Configuration File
*  Privileges and Security
* Using CVU Help

* Deprecated and Desupported CLUVFY Commands

CVU Installation Requirements

CVU installation requirements are:

* Atleast 30 MB free space for the CVU software on the node from which you run

Ccvu

* A work directory with at least 25 MB free space on each node. The default location
of the work directory is / t mp on Linux and UNIX systems, and the value specified
in the TEMP environment variable on Windows systems. You can specify a different
location by setting the CV_DESTLQOC environment variable.

When using CVU, the utility attempts to copy any needed information to the CVU
work directory. It checks for the existence of the work directory on each node. If it
does not find one, then it attempts to create one. Make sure that the CVU work
directory either exists on all nodes in your cluster or proper permissions are
established on each node for the user running CVU to create that directory.

ORACLE
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CVU Usage Information

ORACLE

CVU includes two scripts: runcl uvfy. sh (runcl uvfy. bat on Windows), which you use
before installing Oracle software, and cl uvfy (cl uvfy. bat on Windows), located in the
Gri d_hone directory and Gri d_hong/ bi n, respectively. The runcl uvfy. sh script
contains temporary variable definitions which enable it to run before you install Oracle
Grid Infrastructure or Oracle Database. After you install Oracle Grid Infrastructure, use
the cl uvfy command to check prerequisites and perform other system readiness
checks.

# Note:

Oracle Universal Installer runs cl uvfy to check all prerequisites during
Oracle software installation.

Before installing Oracle software, run runcl uvfy. sh from the directory where you want
your Grid home to be located, as follows:

cd /u0l/app/12.2.0/grid
.Iruncluvfy.sh options

In the preceding example, the opt i ons variable represents CVU command options that
you select. For example:

$ . /runcluvfy.sh conp nodereach -n nodel, node2 -verbose

CVU command options include:

e —htm : Displays CVU output in HTML format

* -verbose: Displays explanations about all CVU checks, both failed and passed, in
the detailed summary section of the output

- —file file_location: Save the output as an HTML file to a specific location

When you enter a CVU command, it provides a summary of the test. During
preinstallation, Oracle recommends that you obtain detailed output by using the -

ver bose argument with the CVU command. The - ver bose argument produces detailed
output of individual checks. Where applicable, it shows results for each node in a
tabular layout.

Run the CVU command-line tool using the cl uvfy command. Using cl uvfy does not
adversely affect your cluster environment or your installed software. You can run

cl uvfy commands at any time, even before the Oracle Clusterware installation. In fact,
CVU is designed to assist you as soon as your hardware and operating system are
operational. If you run a command that requires Oracle Clusterware on a node, then
CVU reports an error if Oracle Clusterware is not yet installed on that node.

The node list that you use with CVU commands should be a comma-delimited list of
host names without a domain. CVU ignores domains while processing node lists. If a
CVU command entry has duplicate node entries after removing domain information,
then CVU eliminates the duplicate node entries.
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For network connectivity verification, CVU discovers all of the available network
interfaces if you do not specify an interface on the CVU command line. For storage
accessibility verification, CVU discovers shared storage for all of the supported storage
types if you do not specify a particular storage identification on the command line.
CVU also discovers the Oracle Clusterware home if one is available.

" See Also:

"Privileges and Security" for usage security information

CVU Output
CVU output consists of five distinct sections, including:

e Header: A single line containing information about what checks the stage or
component is performing.

» Configuration: CVU evaluates whether the operation can be performed on all
nodes. If the nodes you specify are either down or do not satisfy the necessary
prerequisite conditions (such as no SSH setup), then error messages about these
nodes are displayed here. This section may not always be included in the output.
When the check being performed can be run on all nodes involved in the
operation, then this section will not display in the output.

* Progress Message: CVU displays progress messages in this section as it cycles
through various checks, which helps you determine if CVU hangs.

e Detailed Summary: By default, CVU only displays failed tasks or subtasks in this
section. If you choose the - ver bose option, then CVU displays detailed information
for all tasks and subtasks.

» Executive Summary: Finally, CVU displays a concise summary of the entire
checking process, similar to the following examples:

$ cluvfy stage -pre crsinst -n sales65

CWU operation perforned: stage -pre crsinst
Date: COct 13, 2016 9:43:39 PM

CW hone: /ade/ scott _abc4/ oracl e/

User: scott

$ cluvfy comp baseline -collect all -n sales65
CWU operation perforned: baseline

Date: COct 13, 2016 9:48:19 PM
Operating system Linux2.6.39-400.211. 1. el 6uek. x86_64

CVU Configuration File

ORACLE

You can use the CVU configuration file to define specific inputs for the execution of
CVU. The path for the configuration file is Gi d_home/ cv/ admi n/ cvu_confi g (or
St agi ng_ar ea\ cl ust erwar e\ st age\ cvu\ cv\ admi n on Windows platforms). You can
modify this file using a text editor. The inputs to CVU are defined in the form of key
entries. You must follow these rules when modifying the CVU configuration file:
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* Key entries have the syntax name=val ue

e Each key entry and the value assigned to the key only defines one property
e Lines beginning with the number sign (#) are comment lines and are ignored
* Lines that do not follow the syntax nane=val ue are ignored

The following is the list of keys supported by CVU:

* CV_NCDE_ALL: If set, it specifies the list of nodes that should be picked up when
Oracle Clusterware is not installed. By default, this entry is commented out.

e CV_ORACLE_RELEASE: If set, it specifies the specific Oracle release (10. 1, 10. 2,
11.1,11.2,12. 1, or 12. 2) for which the verifications have to be performed. If set,
you do not have to use the -r rel ease option wherever it is applicable. The
default value is 12. 2.

* CV_RAW CHECK ENABLED: If set to TRUE, it enables the check for accessibility of
shared disks on Linux and UNIX systems. This shared disk accessibility check
requires that you install the cvuqdi sk RPM Package Manager (rpm) on all of the
nodes. By default, this key is set to TRUE and shared disk check is enabled.

e CV_ASSUME_ DI STI D: This property is used in cases where CVU cannot detect or
support a particular platform or a distribution. Oracle does not recommend that you
change this property as this might render CVU non-functional.

e CV_XCHK FOR_SSH ENABLED: If set to TRUE, it enables the X-Windows check for
verifying user equivalence with ssh. By default, this entry is commented out and X-
Windows check is disabled.

e ORACLE_SRVM REMOTECOPY: If set, it specifies the location for the scp orrcp
command to override the CVU default value. By default, this entry is commented
out and CVU uses / usr/ bin/scp and / usr/shin/rcp.

e ORACLE_SRVM REMOTESHELL: If set, it specifies the location for ssh command to
override the CVU default value. By default, this entry is commented out and the
tool uses / usr/ shi n/ ssh.

e CV_ASSUME_CL_VERSI ON: By default, the command line parser uses crs
activeversi on for the display of command line syntax usage and syntax
validation. Use this property to pass a version other than crs acti vever si on for
command line syntax display and validation. By default, this entry is commented
out.

If CVU does not find a key entry defined in the configuration file, then CVU searches
for the environment variable that matches the name of the key. If the environment
variable is set, then CVU uses its value, otherwise CVU uses a default value for that
entity.

Privileges and Security

ORACLE

Because of a lack of user equivalence for the r oot user, most CVU commands cannot
be run as r oot to perform any remote node operations, except for the following:

e cluvfy comp dhcp
e cluvfy comp dns

However, using privilege delegation, you can specify the - net hod parameter and
choose one of two methods (sudo or r oot ) to enable the checks and run the fixup
scripts that require root privileges to be performed on remote nodes. You will be
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prompted for a password but the password is used dynamically while the CVU
commands run, rather than being stored on a storage device.

Specifying the - net hod parameter is advantageous in the context of fixup scripts. If
you choose privilege delegation, then all the fixup scripts can be run at one time from
the local node. If you do not choose privilege delegation, then you must log onto each
relevant node as r oot and run the fixup script.

Using CVU Help

The cl uvfy commands have context sensitive help that shows their usage based on
the command-line arguments that you enter. For example, if you enter cl uvfy, then
CVU displays high-level generic usage text describing the stage and component
syntax. The following is a list of context help commands:

e cluvfy -hel p: CVU displays detailed CVU command information.
e cluvfy -version: CVU displays the version of Oracle Clusterware.

e cluvfy conp -list: CVU displays a list of components that can be checked, and
brief descriptions of how the utility checks each component.

« cluvfy conp -hel p: CVU displays detailed syntax for each of the valid component
checks.

 cluvfy stage -1ist:CVU displays a list of valid stages.

» cluvfy stage -hel p: CVU displays detailed syntax for each of the valid stage
checks.

You can also use the - hel p option with any CVU command. For example, cl uvfy
stage -pre nodeadd - hel p returns detailed information for that particular command.

If you enter an invalid CVU command, then CVU shows the correct usage for that
command. For example, if you type cl uvfy stage -pre dbinst, then CVU shows the
correct syntax for the precheck commands for the dbi nst stage. Enter the cl uvfy -
hel p command to see detailed CVU command information.

Deprecated and Desupported CLUVFY Commands
The following table includes deprecated and desupported CLUVFY commands:

Table A-2 Deprecated and Desupported Cluvfy Commands

|
Command Deprecated Desupported

Oracle Database 12c release  No
cluvfy conp cfs 1(12.1)

Special CVU Topics

This section includes the following topics:

e Generating Fixup Scripts

e Using CVU to Determine if Installation Prerequisites are Complete
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* Using CVU with Oracle Database 10g Release 1 or 2
* Entry and Exit Criteria

*  Verbose Mode and UNKNOWN Output

*  CVU Node List Shortcuts

Generating Fixup Scripts

You can use the - fi xup flag with certain CVU commands to generate fixup scripts
before installation. Oracle Universal Installer can also generate fixup scripts during
installation. The installer then prompts you to run the script as r oot in a separate
terminal session. If you generate a fixup script from the command line, then you can
run it as root after it is generated. When you run the script, it raises kernel values to
required minimums, if necessary, and completes other operating system configuration.

Alternatively, you can specify the - net hod parameter with certain CVU commands to
enable privilege delegation and enable you to run fixup scripts as r oot on remote
nodes from the local node.

¢ See Also:

"Privileges and Security"

Using CVU to Determine if Installation Prerequisites are Complete

ORACLE

You can use CVU to determine which system prerequisites for installation are
completed. Use this option if you are installing Oracle Database 12c¢ software on a
system with a pre-existing Oracle software installation. In using this option, note the
following:

* You must run CVU as the user account you plan to use to run the installation. You
cannot run CVU as r oot , and running CVU as another user other than the user
that is performing the installation does not ensure the accuracy of user and group
configuration for installation or other configuration checks.

- Before you can complete a clusterwide status check, SSH must be configured for
all cluster nodes. You can use the installer to complete SSH configuration, or you
can complete SSH configuration yourself between all nodes in the cluster. You can
also use CVU to generate a fixup script to configure SSH connectivity.

e CVU can assist you by finding preinstallation steps that must be completed, but it
cannot perform preinstallation tasks.

Use the following syntax to determine what preinstallation steps are completed, and
what preinstallation steps you must perform; running the command with the - f i xup
flag generates a fixup script to complete kernel configuration tasks as needed:

$ ./runcluvfy.sh stage -pre crsinst -fixup -n node_|ist

In the preceding syntax example, replace the node_l i st variable with the names of the
nodes in your cluster, separated by commas. On Windows, you must enclose the
comma-delimited node list in double quotation marks ("").
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For example, for a cluster with mountpoint / mt / dvdr oml , and with nodes nodel,
node2, and node3, enter the following command:

$ cd / mt/dvdrom
$ ./runcluvfy.sh stage -pre crsinst -fixup -n nodel, node2, node3

Review the CVU report, and complete additional steps as needed.

¢ See Also:

Your platform-specific installation guide for more information about installing
your product

Using CVU with Oracle Database 10g Release 1 or 2

You can use CVU included on the Oracle Database 12c¢ media to check system
requirements for Oracle Database 10g release 1 (10.1) and later installations. To use
CVU to check Oracle Clusterware installations, append the command - r

rel ease_code flag to the standard CVU system check commands.

For example, to perform a verification check before installing Oracle Clusterware
version 10. 2 on a system where the media mountpoint is / mt / dvdr omand the cluster
nodes are nodel, node2, and node3, enter the following command:

$ cd /mt/dvdrom
$ ./runcluvfy.sh stage -pre crsinst -n nodel, node2, node3 -r 10.2

¢ Note:

If you do not specify a release version to check, then CVU checks for 12¢
release 1 (12.1) requirements.

Entry and Exit Criteria

When verifying stages, CVU uses entry and exit criteria. Each stage has entry criteria
that define a specific set of verification tasks to be performed before initiating that
stage. This check prevents you from beginning a stage, such as installing Oracle
Clusterware, unless you meet the Oracle Clusterware prerequisites for that stage.

The exit criteria for a stage define another set of verification tasks that you must
perform after the completion of the stage. Post-checks ensure that the activities for
that stage have been completed. Post-checks identify stage-specific problems before
they propagate to subsequent stages.

Verbose Mode and UNKNOWN Output

ORACLE

Although by default CVU reports in nonverbose mode by only reporting the summary
of a test, you can obtain detailed output by using the - ver bose argument. The -

ver bose argument produces detailed output of individual checks and where applicable
shows results for each node in a tabular layout.
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If a cl uvfy command responds with UNKNOMN for a particular node, then this is because
CVU cannot determine whether a check passed or failed. The cause could be a loss of
reachability or the failure of user equivalence to that node. The cause could also be
any system problem that was occurring on that node when CVU was performing a
check.

The following is a list of possible causes for an UNKNOMN response:

e The node is down

*  Executables that CVU requires are missing in Gi d_home/ bi n or the O acl e home
directory

e The user account that ran CVU does not have privileges to run common operating
system executables on the node

* The node is missing an operating system patch or a required package

* The node has exceeded the maximum number of processes or maximum number
of open files, or there is a problem with IPC segments, such as shared memory or
semaphores

CVU Node List Shortcuts

To provide CVU a list of all of the nodes of a cluster, enter -n al | . CVU attempts to
obtain the node list in the following order:

1. If vendor clusterware is available, then CVU selects all of the configured nodes
from the vendor clusterware using the | snodes utility.

2. If Oracle Clusterware is installed, then CVU selects all of the configured nodes
from Oracle Clusterware using the ol snodes utility.

3. If neither the vendor clusterware nor Oracle Clusterware is installed, then CVU
searches for a value for the CV_NODE_ALL key in the configuration file.

4. If vendor clusterware and Oracle Clusterware are not installed and no key named
CV_NODE_ALL exists in the configuration file, then CVU searches for a value for the
CV_NODE_ALL environmental variable. If you have not set this variable, then CVU
reports an error.

To provide a partial node list, you can set an environmental variable and use it in the
CVU command. For example, on Linux or UNIX systems you can enter:

set env. MYNODES nodel, node3, node5
cluvfy conp nodecon -n $MYNODES [ - ver bose]

Cluster Verification Utility Command Reference

This section lists and describes CVU commands.

cluvfy comp acfs

ORACLE

Checks the integrity of Oracle Automatic Storage Management Cluster File System
(Oracle ACFS) on all nodes in a cluster.
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Syntax

cluvfy conp acfs [-n node_list] [-f file_systen] [-verbose]

Parameters

Table A-3 cluvfy comp acfs Command Parameters

_________________________________________________________________________|
Parameter Description

-n node_| i st The comma-delimited list of non domain-qualified node names on
which to conduct the verification.

If you do not specify this option, then CVU checks only the local

node.
-f file_system The name of the file system to check.
-verbose CVU prints detailed output.

cluvfy comp admprv

Checks the required administrative privileges for the operation specified by - o
parameter on all the nodes that you specify in the node list.

Syntax

On Linux and UNIX platforms:

cluvfy conp adnprv [-n node list] -o user_equiv [-sshonly] | -0 crs_inst

[-asngrp asmadnin_group] [-asndbagrp asndba_group] [-orainv
orai nventory_group]

[-fixup] [-fixupnoexec] [-method {sudo -user user _name [-location
directory path] | root}]

| -0 db_inst [-osdba osdba group] [-osoper osoper_group] [-fixup] [-
fixupnoexec]

[-nmethod {sudo -user user name [-location dir_path] | root}] |

-0 db_config -d oracle_home [-fixup] [-fixupnoexec]

[-nmethod {sudo -user user _name [-location directory path] | root}] [-
verbose]

On Windows platforms:

cluvfy conmp adnmprv [-n node_list] | -0 user_equiv | -0 crs_inst [-fixup] [-
fixupnoexec]

| -0 db_inst [-fixup] [-fixupnoexec] | -o db_config -d oracle_hone |-
fixup] [-fixupnoexec]

[-verbose]
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Table A-4 cluvfy comp admprv Command Parameters

Parameter

Description

-n node_|ist

-0 user_equiv [-
sshonl y]

-0 crs_inst [option]

-0 db_inst option]

-0 db_config -d
oracl e_home

-fixup

-fixupnoexec

-met hod {sudo -user
user_nane [-|ocation
dir_path] | root}

-ver bose

The comma-delimited list of non domain-qualified node names on
which to conduct the verification.

If you do not specify this option, then CVU checks only the local
node.

Checks user equivalence between the nodes. On Linux and UNIX
platforms, you can optionally verify user equivalence using ssh by
adding the - sshonl y parameter.

Checks administrative privileges for installing Oracle Clusterware.
Optionally, you can specify the following:

- asngr p: Specify the name of the OSASM group. The default
is asmadm n.

- asnmdbagr p: Specify the name of the ASMDBA group. The
default is asmiba.

- or ai nv: Specify the name of the Oracle Inventory group. The
defaultis oi nstal | .

Checks administrative privileges for installing an Oracle RAC
database. Optionally, you can specify the following:

- osdba: The name of the OSDBA group. The default is dba.
—osoper : The name of the OSOPER group.

Checks administrative privileges for creating or configuring an
Oracle RAC database. Specify the location of the Oracle home for
the Oracle RAC database.

Specifies that if the verification fails, then CVU generates fixup
instructions, if feasible.

Specifies that if verification fails, then CVU generates the fixup data
and displays the instructions for manual execution of the generated
fixups.

Specify whether the privilege delegation method is sudo or r oot ,
for root user access. If you specify sudo, then you must specify the
user name to access all the nodes with root privileges and,
optionally, provide the full file system path for the sudo executable.

CVU prints detailed output.

Usage Notes

e The operations following the - 0 parameter are mutually exclusive and you can
specify only one operation at a time.

* By default, the equivalence check does not verify X-Windows configurations, such
as whether you have disabled X-forwarding, whether you have the proper setting
for the DI SPLAY environment variable, and so on.

To verify X-Windows aspects during user equivalence checks, set the
CV_XCHK_FOR_SSH_ENABLED key to TRUE in the configuration file that resides in the
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CV_HOWE/ cv/ adnmi n/ cvu_confi g directory before you run the cl uvfy conp adnmprv
-0 user_equi v command.

Examples

You can verify that the permissions required for installing Oracle Clusterware have
been configured on the nodes racnodel and r acnode2 by running the following
command:

$ cluvfy conp adnprv -n racnodel, racnode2 -o crs_inst -verbose

You can verify that the permissions required for creating or modifying an Oracle RAC
database using the C:\ app\ or acl e\ product\ 12. 2. 0\ dbhone_1 Oracle home directory,
and generate a script to configure the permissions by running the following command:

cluvfy conp adnprv -n racnodel, racnode2 -o db_config -d C \app\oracle
\product\11. 2. 0\ dbhome_1 -fixup -verbose

cluvfy comp asm

ORACLE

Checks the integrity of Oracle Automatic Storage Management (Oracle ASM) on
specific nodes in the cluster.

This check ensures that the Oracle ASM instances on the specified nodes are running
from the same Oracle home and that asni i b, if it exists, has a valid version and
ownership.

Syntax

cluvfy conp asm[-n node_list] [-verbose]

Usage Notes

This command takes only a comma-delimited list of non domain-qualified node names
on which to conduct the verification. If you do not specify this option, then CVU checks
only the local node. You can also specify - ver bose to print detailed output.

Examples

This command produces output similar to the following:

$ cluvfy comp asm -n all

Verifying ASM Integrity

Task ASM Integrity check started...

Starting check to see if ASMis running on all cluster nodes...
ASM Runni ng check passed. ASMis running on all specified nodes

Starting Disk Goups check to see if at |east one Disk Goup configured...
Di sk Goup Check passed. At |east one Disk Goup configured
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Task ASM Integrity check passed...

Verification of ASMIntegrity was successful.

cluvfy comp baseline

Captures system and cluster configuration information to create a baseline.

You can use this baseline for comparison with the state of the system. You can collect
baselines at strategic times, such as after Oracle Clusterware installation, before and
after upgrading Oracle Clusterware, or automatically as part of periodic execution of
CVU running as an Oracle Clusterware resource. You can also compare several
baselines.

Syntax

cluvfy conp baseline -collect {all | cluster | database | asn} [-n
node |ist]

[-d Oacle_home] [-db db_unique_name] [-bestpractice | -mandatory] |-
binlibfilesonly

[-reportname report name] [-savedir save dir]

[-method {sudo -user user_nane [-location directory_path] | root}]
cluvfy conp baseline -conpare baselinel, baseline2,... [-cross_conpare] |-
deviations] [-savedir save dir]

Parameters

Table A-5 cluvfy comp baseline Command Parameters
|

Parameter Description
-collect {all | The - col | ect parameter instructs CVU to create a baseline and
cluster | database | saveitinthe Gi d_home/cv/report/xnl directory.
asn You can collect a baseline related to Oracle Clusterware
(cl ust er), the database (dat abase), Oracle ASM, or all three
@ ).
-n node_|ist Specify a comma-delimited list of non domain-qualified node

names on which the test should be conducted.

-d Oracle_hone When collecting a database baseline, if you specify an Oracle
home, then CVU collects baselines for all the databases running
from the Oracle home.

Use the - db parameter to collect a baseline for a specific database.

-db db_uni que_nane  The name of the database for which you want to collect
information.

When collecting a database baseline, if you specify the - db
parameter, then CVU only collects the baseline for the specified
database. If you do not specify - db, then CVU discovers all of the

cluster databases configured in the system and the collects
baselines for each of those.

-bestpractice | - Specify - best pract i ce to collect a baseline for only best practice
mandat ory recommendations. Specify - mandat or y to collect a baseline for
only mandatory requirements.
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Table A-5 (Cont.) cluvfy comp baseline Command Parameters

_________________________________________________________________________|
Parameter Description

-binlibfilesonly Specify - bi nl i bfi | esonl y to collect only files inthe bin/, 1i b/,
and | | i b/ subdirectories of the software home.

-report report_name Use this optional parameter to specify a name for the report.

-savedir save dir Use this optional parameter to specify a location in which CVU
saves the reports. If you do not specify the - savedi r option, then
CVU saves the reports in the G'i d_home/ cv/ report directory.

-method {sudo -user Specify whether the privilege delegation method is sudo or r oot ,

user _nane [-location forroot user access. If you specify sudo, then you must specify the

dir_path] | root} user name to access all the nodes with root privileges and,
optionally, provide the full file system path for the sudo executable.

-conpare Specify - conpar e to compare baselines. If you specify only one

basel i nel, basel i ne2, baseline, then CVU displays the results of the collections. If you
specify multiple baselines in a comma-delimited list, then CVU
compares the values from the baselines against each other in an
HTML document.

-Cross_conpare Specify - cr 0SS_conpar e to compare baselines across clusters or
across cluster nodes and databases.

- devi ations Optionally, you can specify this parameter to display only the
deviations from best practice recommendations or mandatory
requirements, or both, (depending on whether you specified the -
best practi ce and - mandat ory parameters).

Usage Notes

* You must specify either the - col | ect or - conpar e parameter.
* Items that CVU collects when running this command include:

Physical memory

Available memory

Swap space

Free space

Required packages

Recommended kernel parameters

[etclinittab permissions

Domain sockets under /var/tnp/. oracl e

Oracle Clusterware software file attributes

Network MTU size

OCR permissions, group, and owner (if OCR is stored on a shared file system)
OCR disk group (if OCR is stored on Oracle ASM

System requirement pluggable tasks (Zeroconf settings, / boot mount, Huge
Pages existence, 8888 port availability, Ethernet jumbo frames)

Oracle Clusterware post-check pluggable tasks (css mi scount, reboot ti me,
di sktimeout)?!

Database best practices

1 Applicable only on UNIX platforms
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Examples

The following examples illustrate usage for both - col | ect and - conpar e command
parameters:

$ cluvfy conp baseline -collect all -n all -db orcl -bestpractice -report
bl 1
-savedir /tnp

$ cluvfy conp baseline -conpare bl1,bl2

cluvfy comp clocksync

Checks clock synchronization across all the nodes in the node list.

CVU verifies a time synchronization service is running (Oracle Cluster Time
Synchronization Service (CTSS) or Network Time Protocol (NTP)), that each node is
using the same reference server for clock synchronization, and that the time offset for
each node is within permissible limits.

Syntax

cluvfy conp clocksync [-noctss] [-n node list] [-verbose]

Parameters

Table A-6 cluvfy comp clocksync Command Parameters

]
Parameter Description

-noct ss If you specify this parameter, then CVU does not perform a check
on CTSS. Instead, CVU checks the platform's native time
synchronization service, such as NTP.

-n node_| i st The comma-delimited list of non domain-qualified node names on
which to conduct the verification.

If you do not specify this option, then CVU checks only the local
node.

-verbose CVU prints detailed output.

cluvfy comp clumgr

Checks the integrity of the cluster manager subcomponent, or Oracle Cluster
Synchronization Services (CSS), on the nodes in the node list.

Syntax

cluvfy conp clumgr [-n node_list] [-verbose]
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Usage Notes

You can specify a comma-delimited list of non domain-qualified node names on which
to conduct the verification. If you do not specify this option, then CVU checks only the
local node.

You can also choose to print detailed output.

cluvfy comp crs

Checks the integrity of the Cluster Ready Services (CRS) daemon on the specified
nodes.

Syntax

cluvfy conp crs [-n node_list] [-verbose]

Usage Notes

Specify a comma-delimited list of non domain-qualified node names on which to
conduct the verification. If you do not specify this parameter, then CVU checks only
the local node.

You can also choose to print detailed output.

cluvfy comp dhcp

Verifies that the DHCP server exists on the network, and that it can provide a required
number of IP addresses.
The required number of IP addresses is calculated, as follows:

» Regardless of the size of the cluster, there must be three scan VIPs
*  One node VIP for each node you specify with the - n option

*  One application VIP for each application VIP resource you specify with the -
Vi pr esnane option

This verification also verifies the response time for the DHCP server.
Syntax

cluvfy conp dhcp -clustername cluster _name [-vipresnane
application_vip_resource_nane]

[-port dhcp_port] [-n node_list] [-method {sudo -user user_nane |-
location directory path] | root}]

[-networks network Iist] [-verbose]
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Parameters

Table A-7 cluvfy comp dhcp Command Parameters

Parameter Description

-cl ust er name You must specify the name of the cluster of which you want to

cl uster_nane check the integrity of DHCP.

- Vi presname Optionally, you can specify a comma-delimited list of the names of
appl i cation_vip_reso the application VIP resource.

urce_nane

-port dhcp_port Optionally, you can specify the port to which DHCP packages are

sent. The default port is 67.

-n node_|ist Optionally, you can specify a comma-delimited list of non domain-

qualified node names on which to conduct the verification.

If you do not specify this parameter, then CVU checks only the
local node.

-met hod {sudo -user Optionally, you can specify whether the privilege delegation method

user_name [-1ocation issudo orroot, for root user access. If you specify sudo, then you

directory_path] | must specify the user name to access all the nodes with root

root} - privileges and, optionally, provide the full file system path for the
sudo executable.

- net wor ks Optionally, you can specify a list of network classifications for the

network_|ist cluster separated by forward slashes (/ ) that you want CVU to

check, where each network is in the form of
"if_nane"[:subnet _id[:if_type[,if_type...]]1].

In the preceding format, you must enclose i f _nane in double
guotation marks ("), and you can use regular expressions, such
as". *" asin"eth*", to match interfaces like et h1l and et h02.
The subnet _i d is the subnet number of the network interface. The
i f _type is a comma-separated list of interface types:

{ CLUSTER | NTERCONNECT | PUBLIC | ASM.

-verbose CVU prints detailed output.

Usage Notes

ORACLE

You must run this command as r oot .

Do not run this check while the default network Oracle Clusterware resource,
configured to use a DHCP-provided IP address, is online (because the VIPs get
released and, since the cluster is online, DHCP has provided IP, so there is no
need to double the load on the DHCP server).

Run this check on the local node. This is unlike other CVU commands, which run
on all nodes specified in node list. As a result, even though the local node is not
included in the node list you specify with the - n option, the error messages get
reported to the local node.

Before running this command, ensure that the network resource is offline. Use the
srvct! stop nodeapps command to bring the network resource offline, if
necessary.
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" See Also:

Oracle Real Application Clusters Administration and Deployment Guide
for more information about the srvct| stop nodeapps command

cluvfy comp dns

ORACLE

Verifies that the Grid Naming Service (GNS) subdomain delegation has been properly
set up in the Domain Name Service (DNS) server.

Syntax

cluvfy conp dns -server -domain gns_sub_domain -vipaddress gns_vip_address
[-port dns_port]

[-nmethod {sudo -user user_name [-location directory_path] | root}] [-
verbose]

cluvfy conp dns -client -domain gns_sub_domain -vip gns_vip [-port
dns_port]

[-last] [-method {sudo -user user_nanme [-location directory_path] |
root}] [-verbose]

Parameters

Table A-8 cluvfy comp dns Command Parameters

|
Parameter Description

-server Start a test DNS server for the GNS subdomain that listens on the
domain specified by the - domai n option.

-client Validate connectivity to a test DNS server started on a specific
address. You must specify the same information you specified
when you started the DNS server.

- domai n Specify the name of the GNS subdomain.

gns_sub_domain

-vi paddr ess Specify the GNS virtual IP address in the form {i p_nanme |
gns_vi p_addr ess i p_address}/ net_mask/interface_nane. You can specify

either i p_name, which is a name that resolves to an IP address, or
| P_addr ess, which is an IP address. Either name or address is
followed by net _mask, which is the subnet mask for the IP
address, and i nt er f ace_nane, which is the interface on which to
start the IP address.

-vip gns_vip Specify a GNS virtual IP address, which is either a name that
resolves to an IP address or a dotted decimal numeric IP address.

-port dns_port Specify the port on which the test DNS server listens. The default
port is 53.

-l ast Optionally, you can use this parameter to send a termination
request to the test DNS server after all the validations are
complete.
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Table A-8 (Cont.) cluvfy comp dns Command Parameters

_________________________________________________________________________|
Parameter Description

-met hod {sudo -user Optionally, you can specify whether the privilege delegation method

user_nane [ -l ocation issudo orroot, for root user access. If you specify sudo, then you

directory_path] | must specify the user name to access all the nodes with root

root } privileges and, optionally, provide the full file system path for the
sudo executable.

-verbose CVU prints detailed output.

Usage Notes

*  You must run this command as r oot .
* Runcluvfy conp dns -server on one node of the cluster.

e Runcluvfy conp dns -client on each node of the cluster to verify DNS server
setup for the cluster.

* Onthe last node, specify the -1 ast option to terminate the cl uvfy conp dns -
server instance.

e Do not run this command while the GNS resource is online.

e Oracle does not support this command on Windows.

cluvfy comp freespace

Checks the free space available in the Oracle Clusterware home storage and ensure
that there is at least 5% of the total space available.

For example, if the total storage is 10GB, then the check ensures that at least 500MB
of itis free.

Syntax

cluvfy conp freespace [-n node_|ist]

If you choose to include the - n option, then enter a comma-delimited list of node
names on which to run the command.

cluvfy comp gns
Verifies the integrity of the Grid Naming Service (GNS) on the cluster.
Syntax
cluvfy conp gns -precrsinst {-vip gns_vip [-domain gns_domain] | -
clientdata file_name}

[-networks network list] [-n node_ list] [-verbose]
cluvfy comp gns -postcrsinst [-verbose]
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Table A-9 cluvfy comp gns Command Parameters

Parameter Description

- precrsinst Use this parameter to perform checks on the GNS domain name
and VIP address before Oracle Clusterware is installed.

-vip gns_vip Specify the GNS virtual IP address. When you specify - vi p and -

donai n together, CVU validates that this cluster can become a
GNS server (local GNS).

-domai n gns_domai n

Optionally, you can specify the GNS subdomain name.

-clientdata Specify the name of the file that contains the GNS credentials. CVU
file name validates that this cluster can use the specified client data to
- become a client GNS cluster of another GNS server cluster (shared
GNS).
- net wor ks Specify a list of network classifications for the cluster, including

network_|ist

public networks for GNS, separated by forward slashes (/) that you
want CVU to check, where each network is in the form of
"if_name"[:subnet id[:if_type[,if_type...]]].

In the preceding format, you must enclose i f _name in double
quotation marks ("), and you can use regular expressions, such
as". *" asin"eth*", to match interfaces like et h1 and et h02.
The subnet _i d is the subnet number of the network interface. The
i f_typeis a comma-separated list of interface types:

{ CLUSTER | NTERCONNECT | PUBLIC | ASM.

-n node_|ist

The comma-delimited list of non domain-qualified node names on
which to conduct the verification.

If you do not specify this option, then CVU checks only the local
node.

- post crsi nst

Use this parameter to check the integrity of GNS on all nodes in the
cluster.

If you use this parameter, then you can use no other parameters
with the exception of - ver bose.

—-ver bose

cluvfy comp gpnp

Checks the integrity of Grid Plug and Play on a list of nodes in a cluster.

ORACLE

Syntax

CVU prints detailed output.

cluvfy conp gpnp [-n node_list] [-verbose]

Optionally, you can 