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Preface

Audience

This document describes how to manage and monitor Oracle Database Exadata
Cloud at Customer and provides references to related documentation.

Topics
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Preface

This document is intended for Oracle Cloud users who want to manage and monitor
Oracle Database Exadata Cloud at Customer.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle
Accessibility Program website at http://www.oracle.com/pls/topic/lookup?

ctx=acc&id=docacc.

Access to Oracle Support

Oracle customers that have purchased support have access to electronic support
through My Oracle Support. For information, visit http://www.oracle.com/pls/topic/
lookup?ctx=acc&id=info or visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs
if you are hearing impaired.

Related Documents

For more information, see these Oracle resources:
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What's New for Oracle Database Exadata Cloud at Customer
Known Issues for Oracle Database Exadata Cloud at Customer
REST API for Oracle Database Exadata Cloud at Customer

Deploying Oracle Database Exadata Cloud at Customer
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Conventions

The following text conventions are used in this document:
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Convention Meaning

boldface Boldface type indicates graphical user interface elements associated with an action, or
terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for which you supply
particular values.

monospace  Monospace type indicates commands within a paragraph, URLS, code in examples,

text that appears on the screen, or text that you enter.
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Getting Started with Exadata Cloud at
Customer

This section describes how to get started with Oracle Database Exadata Cloud at Customer
for administrators and application owners.

Topics

*  About Oracle Database Exadata Cloud at Customer

* About Exadata Cloud at Customer Instances

* About Exadata Cloud at Customer Database Deployments

» Before You Begin with Exadata Cloud at Customer

*  About Exadata Cloud at Customer Roles and Users

* Accessing the My Services Dashboard and the Oracle Database Cloud Service Console
» ldentifying the Exadata Cloud at Customer Release Version

* Using the Exadata Cloud at Customer REST APIs

*  Typical Workflow for Using Exadata Cloud at Customer

About Oracle Database Exadata Cloud at Customer

ORACLE

# Note:

This is the administration guide for Gen 1 Exadata Cloud at Customer. Gen 1 is the
first generation of Exadata Cloud at Customer, which is deployed in conjunction
with Oracle Cloud at Customer using Oracle Cloud Infrastructure Classic (OCI-C).

If you are looking for Gen 2 Exadata Cloud at Customer, which is deployed in
conjunction with Oracle Cloud Infrastructure, please use the latest documentation
for Oracle Exadata Cloud@Customer.

Oracle Database Exadata Cloud at Customer enables you to apply the combined power of
Exadata and Oracle Cloud inside your own data center. You have full access to the features
and operations available with Oracle Database, but with Oracle owning and managing the
Exadata infrastructure.

Each Exadata Cloud at Customer instance is based on an Exadata system configuration
that contains some compute nodes (database servers) and Exadata Storage Servers, all tied
together by a high-speed, low-latency InfiniBand network and intelligent Exadata software.

The following starter configurations are offered:
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* Base System: Containing two compute nodes and three Exadata Storage
Servers. Previously known as an Eighth Rack, a Base System is an entry-level
configuration that contains Exadata Storage Servers with significantly less storage
capacity and compute nodes with significantly less memory and processing power
than other configurations.

* Quarter Rack: Containing two compute nodes and three Exadata Storage
Servers.

» Half Rack: Containing four compute nodes and six Exadata Storage Servers.
* Full Rack: Containing eight compute nodes and 12 Exadata Storage Servers.

Each starter configuration is equipped with a fixed amount of memory, storage, and
network resources. However, you can choose how many compute node CPU cores
are enabled, up to a fixed maximum for each configuration. This choice enables you to
scale a starter configuration to meet workload demands and only pay for the compute
node resources that you need.

With Exadata Cloud at Customer, you can optionally add compute nodes or Exadata
Storage Servers to create custom configurations up to the size of a Full Rack. This
capability enables much greater flexibility so that you can scale your Exadata Cloud at
Customer configuration to accommodate your workload requirements.

The Exadata Cloud at Customer compute nodes are each configured with at least one
virtual machine (VM). You have root privilege for the Exadata compute node VMs, so
you can load and run additional software on the Exadata compute nodes. However,
you do not have administrative access to the Exadata infrastructure components,
including the physical compute node hardware, network switches, power distribution
units (PDUs), integrated lights-out management (ILOM) interfaces, or the Exadata
Storage Servers, which Oracle administers.

Exadata Cloud at Customer is provisioned with database storage provided by Exadata
Storage Servers. The storage is allocated to disk groups managed by Oracle
Automatic Storage Management (ASM). You have administrative access to the ASM
disk groups but no direct administrative access is provided, or required, for the
Exadata Storage Servers. Exadata Cloud at Customer users seamlessly benefit from
the intelligent performance and scalability of Exadata.

Subscription to Exadata Cloud at Customer can include all of the required Oracle
Database software licenses, or you can choose to bring Oracle Database software
licenses that you already own to Exadata Cloud at Customer. If you choose to use
Oracle Database software licenses that are included with the Exadata Cloud at
Customer subscription, then the included Oracle Database software licenses contain
all of the features of Oracle Database Enterprise Edition, plus all of the database
enterprise management packs and all of the Enterprise Edition options, such as Oracle
Database In-Memory and Oracle Real Application Clusters (RAC). Exadata Cloud at
Customer also comes with cloud-specific software tools that assist with automated
backup, patching and upgrade operations.

Within each Exadata Cloud at Customer instance, you can create numerous database
deployments. Apart from the inherent storage and processing capacity of your Exadata
configuration, there is no set maximum for the number of database deployments that
you can create.

When you provision a database deployment, it is configured according to best-
practices, with your Oracle database already running, and with default backup jobs
already scheduled. You have full administrative privileges for your database, and you
can connect to your database by using Oracle Net Services. You are responsible for

1-2



Chapter 1
About Exadata Cloud at Customer Instances

database administration tasks such as creating tablespaces and managing database users.
You can also customize the default automated maintenance setup, and you control the
recovery process in response to a database failure.

About Exadata Cloud at Customer Instances

* Exadata System Configuration
» Exadata Storage Configuration
*  Multiple VM Clusters

e CPU Oversubscription

Exadata System Configuration

ORACLE

Oracle Database Exadata Cloud at Customer is offered in the following starter system
configurations:

- Base System: Containing two compute nodes and three Exadata Storage Servers.

Previously known as an Eighth Rack, a Base System is an entry-level configuration that
contains Exadata Storage Servers with significantly less storage capacity and compute
nodes with significantly less memory and processing power than other configurations.

* Quarter Rack: Containing two compute nodes and three Exadata Storage Servers.
» Half Rack: Containing four compute nodes and six Exadata Storage Servers.
»  Full Rack: Containing eight compute nodes and 12 Exadata Storage Servers.

Exadata Cloud at Customer system configurations are all based on Oracle Exadata X6 or
Oracle Exadata X7 systems.

Each starter system configuration is equipped with a fixed amount of memory, storage, and
network resources. However, you can choose how many compute node (database server)
CPU cores are enabled. This choice enables you to scale an Exadata Cloud at Customer
configuration to meet workload demands and only pay for the processing power that you
require. Each database server must contain the same number of enabled CPU cores.

Starter System Specifications

The following table outlines the technical specifications for each Exadata Cloud at Customer
system configuration based on Oracle Exadata X6 hardware.

Specification Eighth Rack  Quarter Rack Half Rack Full Rack
Number of Compute Nodes 2 2 4 8
— Total Maximum Number of 68 84 168 336
Enabled CPU Cores

— Total RAM Capacity 480 GB 1440 GB 2880 GB 5760 GB
Number of Exadata Storage 3 3 6 12
Servers

— Total Raw Flash Storage 19.2TB 38.4TB 76.8 TB 153.6 TB
Capacity

— Total Raw Disk Storage 144 TB 288 TB 576 TB 1152 TB
Capacity
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Specification Eighth Rack  Quarter Rack Half Rack Full Rack

— Total Usable Storage Capacity 42 TB 84 TB 168 TB 336 TB

The following table outlines the technical specifications for each Exadata Cloud at
Customer system configuration based on Oracle Exadata X7 hardware.

Specification Base System Quarter Rack Half Rack Full Rack
Number of Compute Nodes 2 2 4 8
— Total Maximum Number of 44 92 184 368
Enabled CPU Cores

— Total RAM Capacity 480 GB 1440 GB 2880 GB 5760 GB
Number of Exadata Storage 3 3 6 12
Servers

— Total Raw Flash Storage 19.2TB 76.8 TB 153.6 TB 307.2TB
Capacity

— Total Raw Disk Storage 144 TB 360 TB 720 TB 1440 TB
Capacity

— Total Usable Storage 42.77TB 106.9 TB 213.8TB 427.6 TB
Capacity

Elastic System Configuration

With Exadata Cloud at Customer, you can optionally add compute nodes or Exadata
Storage Servers to create custom configurations. This option enables much greater
flexibility so that you can scale your Exadata Cloud at Customer configuration to
accommodate your workload requirements.

This capability, known as elastic scaling, is subject to the following conditions:

* For elastic scaling of Exadata Storage Servers:

— Each Exadata Cloud at Customer system configuration can have an absolute
maximum of 12 Exadata Storage Servers.

— The Exadata Cloud at Customer system configuration must be based on
Oracle Exadata X7 hardware or Oracle Exadata X6 hardware.

— The Exadata Cloud at Customer service instance must be enabled to support
multiple virtual machine (VM) clusters.

*  For elastic scaling of Exadata compute nodes:

— Each Exadata Cloud at Customer system configuration can have an absolute
maximum of eight compute nodes. However, the practical maximum is more
limited if you don't have enough free IP addresses for the additional compute
nodes.

Specifically, if your system is configured so that each VM cluster client network
subnet is defined using a /28 CIDR block (v.n.N.N/28) and each VM cluster
backup network subnet is defined using a /29 CIDR block, then your
immediate expansion potential is limited to five compute servers. In such
cases, expansion to more than five compute servers requires the
redeployment of Exadata Cloud at Customer, which includes deleting and re-
creating all of the VM clusters and database deployments on the system.

ORACLE 1-4



Chapter 1
About Exadata Cloud at Customer Instances

— The Exadata Cloud at Customer system configuration must be based on Oracle
Exadata X7 hardware. You cannot add compute nodes to a starter system
configuration based on Oracle Exadata X6 hardware.

— The Exadata Cloud at Customer service instance must be enabled to support
multiple virtual machine (VM) clusters.

The following table outlines the key additional resources provided by each compute node that
is added using elastic scaling.

Specification Exadata Base System Exadata Compute Node X7
Compute Node X7

Maximum Number of 22 46

Additional CPU Cores

Additional RAM Capacity 240 GB 720 GB

The following table outlines the key additional resources provided by each Exadata Storage
Server that is added using elastic scaling.

Specification Exadata Storage Exadata Base System Exadata Storage
Server X6 Storage Server X7 Server X7

Additional Raw Flash 12.8TB 6.4TB 25.6 TB

Storage Capacity

Additional Raw Disk 96 TB 48 TB 120 TB

Storage Capacity

Additional Usable 28 TB 14 TB 35.6 TB

Storage Capacity

Exadata Storage Configuration

ORACLE

As part of configuring each Oracle Database Exadata Cloud at Customer instance, the
storage space inside the Exadata Storage Servers is configured for use by Oracle Automatic
Storage Management (ASM). By default, the following ASM disk groups are created:

*  The DATA disk group is primarily intended for the storage of Oracle Database data files.

* The RECO disk group is primarily used for storing the Fast Recovery Area (FRA), which
is an area of storage where Oracle Database can create and manage various files related
to backup and recovery, such as RMAN backups and archived redo log files.

In addition, you can optionally create the SPARSE disk group. The SPARSE disk group is
required to support Exadata Cloud at Customer snapshots. Exadata snapshots enable
space-efficient clones of Oracle databases that can be created and destroyed very quickly
and easily. Snapshot clones are often used for development, testing, or other purposes that
require a transient database.

For Exadata Cloud at Customer instances that are based on Oracle Exadata X6 hardware,
there are additional system disk groups that support various operational purposes. The DBFS
disk group is primarily used to store the shared Oracle Clusterware files (Oracle Cluster
Registry and voting disks), while the ACFS disk groups underpin shared file systems that are
used to store software binaries (and patches) and files associated with the cloud-specific
tooling that resides on your Exadata Cloud at Customer compute nodes. You must not
remove or disable any of the system disk groups or related ACFS file systems. You should
not store your own data, including Oracle Database data files or backups, inside the system
disk groups or related ACFS file systems. Compared to the other disk groups, the system
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disk groups are so small that they are typically ignored when discussing the overall
storage capacity.

For Exadata Cloud at Customer instances that are based on Oracle Exadata X7
hardware, there are no additional system disk groups. On such instances, a small
amount of space is allocated from the DATA disk group to support the shared file
systems that are used to store software binaries (and patches) and files associated
with the cloud-specific tooling. You should not store your own data, including Oracle
Database data files or backups, inside the system related ACFS file systems.

Although the disk groups are commonly referred to as DATA, RECO and so on, the
ASM disk group names contain a short identifier string that is associated with your
Exadata Database Machine environment. For example, the identifier could be 2, in
which case the DATA disk group would be nhamed DATAC2, the RECO disk group would
be named RECOC2, and so on.

As an input to the configuration process, you must make decisions that determine how
storage space in the Exadata Storage Servers is allocated to the ASM disk groups:

- Database backups on Exadata Storage — select this configuration option if you
intend to perform database backups to the Exadata storage within your Exadata
Cloud at Customer environment. If you select this option more space is allocated
to the RECO disk group, which is used to store backups on Exadata storage. If
you do not select this option, more space is allocated to the DATA disk group,
which enables you to store more information in your databases.

# Note:

Take care when setting this option. Depending on your situation, you
may have limited options for adjusting the space allocation after the
storage in configured.

* Create sparse disk group? — select this configuration option if you intend to use
snapshot functionality within your Exadata Cloud at Customer environment. If you
select this option the SPARSE disk group is created, which enables you to use
Exadata Cloud at Customer snapshot functionality. If you do not select this option,
the SPARSE disk group is not created and Exadata Cloud at Customer snapshot
functionality will not be available on any database deployments that are created in
the environment.

" Note:

Take care when setting this option. You cannot later enable Exadata
Cloud at Customer snapshot functionality if you do not select the option
to create the SPARSE disk group.

The following table outlines the proportional allocation of storage amongst the DATA,
RECO, and SPARSE disk groups for each possible configuration:

ORACLE 1-6



Chapter 1
About Exadata Cloud at Customer Instances

Configuration settings DATA disk RECO disk SPARSE disk group
group group

Database backups on Exadata Storage: 80 % 20 % 0%
No The SPARSE disk group
Create sparse disk group?: No is not created.
Database backups on Exadata Storage: 40 % 60 % 0%
Yes The SPARSE disk group
Create sparse disk group?: No is not created.
Database backups on Exadata Storage: 60 % 20 % 20 %
No

Create sparse disk group?: Yes

Database backups on Exadata Storage: 35 % 50 % 15 %
Yes

Create sparse disk group?: Yes

Multiple VM Clusters

ORACLE

If your Exadata system environment is enabled to support multiple virtual machine (VM)
clusters, then you can define up to 8 clusters and specify how the overall Exadata system
resources are allocated to them.

In a configuration with multiple VM clusters, each VM cluster is allocated a portion of the
overall Exadata system resources. By default, the resource allocation is dedicated to the VM
cluster with no over-provisioning or resource sharing. On the compute nodes, a separate VM
is defined for each VM cluster, and each VM is allocated a dedicated portion of the available
compute node memory and local disk resources. Compute node CPU resources can be
dedicated to each VM cluster, or you may choose to implement CPU oversubscription to
increase the utilization of the compute node CPU resources. Each VM cluster is also
allocated a dedicated portion of the overall Exadata storage.

Network isolation between VM clusters is also implemented. For each VM cluster, the client
network and backup network each use a dedicated IP subnet.

VM cluster networks are isolated from each other and all other VM Clusters at layer 2
(Ethernet). Isolation is implemented within the Oracle Cloud at Customer network switches,
which ensures that network traffic (including data) for each VM cluster is separated from other
VM clusters. This additional capability provides enhanced security for databases running on
VM Clusters. If you require a direct network connection between VM clusters, to enable
database links between databases in different VM clusters for example, then you must submit
a service request to Oracle to enable the connection.

Configuration of multiple VM clusters is only possible on environments where it is required
when creating an Exadata Cloud at Customer instance. See Creating an Exadata Cloud at
Customer Instance. If you are not prompted to configure a shape for the first VM cluster when
you create an Exadata Cloud at Customer instance, then the Exadata system supporting the
service instance is not equipped to support multiple VM clusters.

On Exadata Cloud at Customer environments where support for multiple VM clusters is
enabled, you must specify the following attributes to configure the resources that are
allocated to each VM cluster:

* Cluster Name — specifies the name that is used to identify the cluster.
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Database backups on Exadata Storage — this option configures the Exadata
storage to enable local database backups on Exadata storage.

Create sparse disk group? — this option creates a disk group that is based on
sparse grid disks. You must select this option to enable Exadata Cloud at
Customer snapshots. Exadata snapshots enable space-efficient clones of Oracle
databases that can be created and destroyed very quickly and easily.

Database backups on ZDLRA — this option enables database backups on
Oracle Zero Data Loss Recovery Appliance (ZDLRA) storage. If you do not select
this option then you will not be able to select ZDLRA as a backup location when
you configure a database deployment on the cluster.

Exadata Storage (TB) — specifies the total amount of Exadata storage (in TB)
that is allocated to the VM cluster. This storage is allocated evenly from all of the
Exadata Storage Servers. You must specify a value greater than 3 TB and up to
the amount of remaining unallocated Exadata storage space.

CPU Cores per Node — specifies the number of CPU cores that are allocated to
each active node in the VM cluster. You must specify a value greater than 2 and
up to the number of remaining unallocated CPU cores.

Memory (GB) per Node — specifies the amount of memory (in GB) that is
allocated to each active node in the VM cluster. You must specify a value greater
than 30 GB and up to the amount of remaining unallocated memory, and you
should factor in any plans for more VM clusters.

# Note:
Take care when specifying the memory allocation because:

— After the VM cluster is created, you cannot decrease the memory
allocation; however, you may increase the memory allocation by
using unallocated memory.

— You cannot create another VM cluster unless there is 30 GB of
remaining unallocated memory. In that case, you would need to
delete an existing VM cluster before you can create another one.

Local Storage (GB) — specifies the amount of local disk storage (in GB) that is
allocated to each active node in the VM cluster. You must specify a value greater
than 60 GB and up to the amount of remaining unallocated local storage space,

and you should factor in any plans for more VM clusters.
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< Note:

Take care when specifying the local disk storage because:

— In addition to the storage specified in this attribute, each VM cluster
requires 137 GB of local disk storage to support software images for the
VM cluster. Consequently, the minimum amount of local disk storage
consumed by a VM cluster is 197 GB (137 GB + 60 GB).

— For Exadata Cloud at Customer configurations based on Oracle Exadata
X7 systems, the total amount of local disk storage that can be allocated to
VM clusters is 1237 GB. For Exadata Cloud at Customer configurations
based on Oracle Exadata X6 systems, the total amount of local disk
storage that can be allocated to VM clusters is 483 GB by default, or up to
1237 GB on systems with upgraded local disk storage.

—  After the VM cluster is created, you cannot modify the amount of local
storage.

— If all of the local disk storage is allocated, or if there is not at least 197 GB
of remaining unallocated local disk storage, then you cannot create another
VM cluster. In that case, you must delete an existing VM cluster before you
can create another one.

When you create a VM cluster, you must also specify the compute nodes that are part of the
cluster. A cluster must contain at least one active node, and may contain any number of
active nodes up to the capacity of the Exadata Cloud at Customer instance. See Creating a
VM Cluster. You can also add compute nodes to an existing VM cluster or remove compute
nodes from an existing VM cluster. See Modifying an Existing VM Cluster.

CPU Qversubscription

ORACLE

CPU oversubscription is a feature that works in conjunction with multiple virtual machine (VM)
clusters to increase the overall utilization of your compute node CPU resources.

CPU oversubscription enables you to allocate more virtual compute node CPU cores to your
VM clusters than the number of physical CPU cores that are enabled in the service instance.
With CPU oversubscription enabled, the total number of virtual CPU cores that are available
for allocation to the VM clusters is two times the number of enabled physical CPU cores, and
the CPU core allocation for each individual VM cluster is limited to the number of enabled
physical CPU cores.

When you provision an Exadata Cloud at Customer instance you can choose to enable CPU
oversubscription. See Creating an Exadata Cloud at Customer Instance. You can also enable
CPU oversubscription on an existing an Exadata Cloud at Customer instance. See Modifying
the Compute Node Processing Power. However, note that you cannot disable CPU
oversubscription after it is enabled.

By using CPU oversubscription, you can better utilize compute node CPU resources when
some VM clusters are busy but others are not. However, CPU oversubscription forces
physical CPU resources to be time-shared during busy periods.

For example, consider an Exadata Cloud at Customer instance with 24 CPU cores enabled:

e Without CPU oversubscription, you can only allocate up to 24 CPU cores to all of the VM
clusters running on the instance.
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Now consider if the Exadata Cloud at Customer instance supports 2 VM clusters,
with each cluster allocated 12 CPU cores. In this case:

— When one cluster is busy and the other cluster is idle, then the busy one can
only use its allocation of 12 CPU cores while the remaining CPU resources
remain idle.

— When both clusters are busy, then they can use their dedicated CPU
allocations with no impact on each other.

With CPU oversubscription enabled, you can allocate up to 48 virtual CPU cores
across all of the VM clusters running on the instance. In this case, each individual
VM cluster is limited to 24 virtual CPU cores.

Now consider if the Exadata Cloud at Customer instance supports 2 VM clusters,
with each cluster allocated 24 virtual CPU cores. In this case:

— If one cluster is busy and the other cluster is idle, then the busy one can
benefit by using its virtual CPU allocation to use all of the 24 available physical
CPU cores.

— If both clusters are busy, then both must share the 24 physical CPU cores.

About Exadata Cloud at Customer Database Deployments

Service Level

Service Level

Oracle Database Software Release

Oracle Grid Infrastructure Software Release
Oracle Database Software Edition

Oracle Database Type

Automatic Backup Configuration

Data Security

When creating a database deployment on Oracle Database Exadata Cloud at
Customer, ensure that you select Oracle Database Exadata Cloud Service as the
service level option.

Ignore other service level options, as these relate to Oracle Database Cloud Services
that are implemented on non-Exadata systems.

ORACLE

# Note:

Before you can create a database deployment with Exadata Cloud at
Customer, you must have access to an Exadata Cloud at Customer instance.
If you do not have access you will not see Oracle Database Exadata Cloud
Service in the list of service level options.
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Oracle Database Software Release

When creating a database deployment on Oracle Database Exadata Cloud at Customer, you
choose one of the following Oracle Database software releases:

e Oracle Database 11g Release 2
* Oracle Database 12c Release 1
* Oracle Database 12c Release 2
* Oracle Database 18c

e Oracle Database 19c

Oracle Grid Infrastructure Software Release

ORACLE

Oracle Grid Infrastructure provides infrastructure services, such as cluster management and
storage management, to Oracle Database. On Exadata Cloud at Customer, one installation
of Oracle Grid Infrastructure supports all of the database deployments in each Exadata Cloud
at Customer instance or VM cluster.

The Oracle Database software release version that you select for the starter database
deployment determines the Oracle Grid Infrastructure software release version that is
configured on your Exadata Cloud at Customer instance or VM cluster. The starter database
is the very first database deployment that you create after the creation of your Exadata Cloud
at Customer instance or VM cluster.

Your starter database configuration and the resulting Oracle Grid Infrastructure version is
important because the Oracle Database software release cannot be newer than the
underlying Oracle Grid Infrastructure version. For example, you cannot have a database
using Oracle Database 19c running in conjunction with Oracle Grid Infrastructure 18c or
earlier.

If you select the latest available Oracle Database software release version for your starter
database, then the corresponding Oracle Grid Infrastructure version is installed. If you pick an
earlier Oracle Database software release version for your starter database, then the second
most recent Oracle Grid Infrastructure version is installed.

For example, for new starter database deployments on a system having Oracle Database
19c as the latest available Oracle Database software release version:

* If you select Oracle Database 19c as the Oracle Database software release version, then
Oracle Grid Infrastructure 19c is installed.

» If you select Oracle Database 18c, or earlier, as the Oracle Database software release
version, then Oracle Grid Infrastructure 18c is installed.

After Oracle Grid Infrastructure is installed:

*  On systems configured with the latest Oracle Grid Infrastructure version, you can create
database deployments that use any Oracle Database release version.

*  On systems configured with an earlier Oracle Grid Infrastructure version, you can only
create database deployments that use the corresponding Oracle Database version or
earlier.
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If you want to use a later Oracle Database version on a system that is already
configured with an earlier Oracle Grid Infrastructure version, then you must
manually upgrade Oracle Grid Infrastructure.

For details about upgrading to Oracle Grid Infrastructure 19c, see My Oracle
Support note 2709296.1. For details about other Oracle Grid Infrastructure
releases, contact Oracle Support.

Oracle Database Software Edition

When creating a database deployment on Oracle Database Exadata Cloud at
Customer, Enterprise Edition - Extreme Performance is the only available choice.
This provides all the features of Oracle Database Enterprise Edition, plus all the
database enterprise management packs and all the Enterprise Edition options, such
as Oracle Database In-Memory and Oracle Real Application Clusters (RAC).

Oracle Database Type

When creating a database deployment on Oracle Database Exadata Cloud at
Customer, you choose one of the following database types:

Database Clustering with RAC — creates a clustered database that uses Oracle
Real Application Clusters. You can specify to run the clustered database instances
on one or more compute nodes (database servers) in the Exadata Cloud at
Customer environment.

Database Clustering with RAC and Data Guard Standby — creates two
clustered databases with one acting as the primary database and one acting as
the standby database in an Oracle Data Guard configuration. Each database uses
Oracle Real Application Clusters, with clustered database instances on one or
more compute nodes (database servers).

Automatic Backup Configuration

Oracle Database Exadata Cloud at Customer provides automatic built-in database
backup facilities. Automatic backups can be stored on:

ORACLE

Cloud storage — uses an Oracle Storage Cloud container. This container
becomes associated with Oracle Database Backup Cloud Service, which Exadata
Cloud at Customer uses to perform backups to cloud storage.

Exadata storage — uses storage from the local Exadata Storage Servers that is
allocated to the RECO disk group. Database backups are managed in the Fast
Recovery Area (FRA), which is located in the RECO disk group.

ZDLRA storage — uses Oracle Zero Data Loss Recovery Appliance (ZDLRA).

When creating a database deployment on Exadata Cloud at Customer, you choose
the destination for automatic backups. Your choices are:

Both Cloud Storage and Exadata Storage — enables two separate backup sets
containing periodic full (RMAN level 0) backups and daily incremental backups.
The backup to cloud storage uses an Oracle Storage Cloud container, with a
seven day cycle between full backups and an overall retention period of 30 days.
The backup to Exadata storage uses space in the RECO disk group, with a seven
day cycle between full backups and a seven day retention period.
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< Note:

This option is only available if you provisioned for database backups on
Exadata storage. See Exadata Storage Configuration.

* Cloud Storage Only — uses an Oracle Storage Cloud container to store periodic full
(RMAN level 0) backups and daily incremental backups, with a seven day cycle between
full backups and an overall retention period of 30 days.

# Note:

To eliminate possible confusion or contention, do not use a single cloud storage
container as a backup destination for multiple database deployments.

 ZDLRA Storage Only — uses the Recovery Appliance to store one full (RMAN level 0)
backup and daily incremental (RMAN level 1) backups. The Recovery Appliance creates
virtual full backups from each daily incremental and validates those backups to ensure
that they are always recoverable.

# Note:

This option is only available if you configured your Exadata Cloud at Customer
environment to enable database backups on ZDLRA. See Creating an Exadata
Cloud at Customer Instance.

* None — no automatic backups are configured.

Data Security

In Oracle Database Exadata Cloud at Customer databases, data security is provided for data
in transit and data at rest. Security of data in transit is achieved through network encryption.
Security of data at rest is achieved through encryption of data stored in database data files
and backups.

Data in Oracle Database files, including backups, is secured by the use of encryption
implemented through a key management framework. Security of data across the network is
provided by native Oracle Net Services encryption and integrity capabilities.

Topics
e Security of Data at Rest

e Security of Data in Transit

Security of Data at Rest

ORACLE

Oracle Database Exadata Cloud at Customer uses Oracle Transparent Data Encryption
(TDE) to encrypt data in the database data files and in backups. Encrypted data is also
protected in temporary tablespaces, undo segments, redo logs and during internal database
operations such as JOIN and SORT.
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TDE includes a keystore (referred to as a wallet in Oracle Database 11g and previous
releases) to securely store master encryption keys, and a management framework to
securely and efficiently manage the keystore and perform key maintenance
operations.

TDE is the underlying mechanism used for default tablespace encryption and
encrypted backups. It uses a two-tiered, key-based architecture to transparently
encrypt and decrypt data. The master encryption key is stored in the software
keystore. For tablespace encryption, this master encryption key is used to encrypt the
tablespace encryption key, which in turn is used to encrypt and decrypt data in the
tablespace. Refer to Tablespace Encryption for details on the implementation of
tablespace encryption by default in Exadata Cloud at Customer.

When a database deployment is created on Exadata Cloud at Customer, a local auto-
login software keystore is created. The keystore is local to the compute node and is
protected by a system-generated password. The auto-login software keystore is
automatically opened when accessed.

The keystore location is specified in the ENCRYPTION WALLET LOCATION parameter in
the SORACLE HOME/network/admin/dbname/sqlnet.ora file, and can also be located in
the database by querying VSENCRYPTION WALLET.

The Oracle keystore stores a history of retired TDE master encryption keys, which
enables you to change them and still be able to decrypt data that was encrypted under
an earlier TDE master encryption key.

For additional information on TDE and the keystore, refer to "Introduction to
Transparent Data Encryption" in Oracle Database Advanced Security Guide for
Release 18, 12.2 or 12.1 or "Securing Stored Data Using Transparent Data
Encryption" in Oracle Database Advanced Security Administrator’s Guide for Release
11.2.

By default, backups to Cloud Storage for Enterprise Edition databases are encrypted.
Recovery Manager (RMAN) performs transparent encryption using the auto-login
software keystore. Refer to "Configuring Backup Encryption" in Oracle Database
Backup and Recovery User's Guide for Release 18, 12.2 or 12.1 or "Encrypting RMAN
Backups" in Oracle Database Backup and Recovery User's Guide for Release 11.2.

Security of Data in Transit

Oracle Database Exadata Cloud at Customer uses native Oracle Net Services
encryption and integrity capabilities to secure connections to the database.

Refer to Using Network Encryption and Integrity for details on how to check your
configuration and verify the use of native Oracle Net Services encryption and integrity.

Before You Begin with Exadata Cloud at Customer

ORACLE

Before you begin using Oracle Database Exadata Cloud at Customer, you should be
familiar with the following technologies:

e Oracle Cloud
See Getting Started with Oracle Cloud.

*  Oracle Cloud Infrastructure Object Storage Classic
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Exadata Cloud at Customer uses Oracle Database Backup Cloud Service to back up to
cloud storage. Database Backup Cloud Service, in turn, uses Oracle Cloud Infrastructure
Object Storage Classic containers as repositories for cloud backups. Before you can
create a container, you must have access to Oracle Cloud Infrastructure Object Storage
Classic. See About Oracle Cloud Infrastructure Object Storage Classic in Using Oracle
Cloud Infrastructure Object Storage Classic.

Before you create an Exadata Cloud at Customer instance:

* (Optional) Create a Secure Shell (SSH) public/private key pair. The SSH keys are used to
facilitate secure access to the compute nodes that support your database deployments.
See Generate a Secure Shell (SSH) Public/Private Key Pair.

» (Optional) Create a cloud storage backup location in Oracle Cloud Infrastructure Object
Storage Classic.

If you want to automatically back up your database to cloud storage, you must associate
it with a cloud storage container. See Creating Containers in Using Oracle Cloud
Infrastructure Object Storage Classic.

About Exadata Cloud at Customer Roles and Users

ORACLE

In addition to the roles and privileges described in Learn About Cloud Account Roles in
Getting Started with Oracle Cloud, there are additional roles containing privileges that
specifically apply to Oracle Database Exadata Cloud at Customer.

Cloud user accounts with these roles must exist before users can access and use Exadata
Cloud at Customer. The cloud administrator can create Exadata Cloud at Customer
administrators by creating cloud user accounts and assigning them the desired roles.

For Exadata Cloud at Customer implementations where the Cloud Control Plane is provided
by an Oracle Cloud Machine X6 system, the privileges for Exadata Cloud at Customer are
managed using Oracle Identity Cloud Service (IDCS). Under IDCS, most privileges are
managed through a series of application roles that are associated with the ExadataCM
application.

The following list summarizes the application roles and privileges that are associated with the
ExadataCM application:

* The ExadataCM Service Based Entitlement Administrator role enables a user to
manage the Exadata Cloud at Customer instance. The following table summarizes key
privileges that are associated with the ExadataCM Service Based Entitlement
Administrator role:

Description of Privileges More Information

Create, modify, or delete an Exadata Cloud at Creating an Exadata Cloud at Customer
Customer instance. Instance

Scaling an Exadata Cloud at Customer Instance

Suspending and Resuming an Exadata Cloud at
Customer Instance

Deleting an Exadata Cloud at Customer
Instance

Create, modify, or delete an Exadata Cloud at ~ Administering VM Clusters
Customer virtual machine (VM) cluster.
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Description of Privileges More Information

Monitor and manage service instance usage. Viewing Service Details and Monitoring Service
Usage in Managing and Monitoring Oracle
Cloud

» The EXADATACM ADMINISTRATOR role enables a user to manage database
deployments that are associated with the Exadata Cloud at Customer instance.
The following table summarizes key privileges that are associated with the
EXADATACM ADMINISTRATOR role:

Description of Privilege More Information

Create or delete database deployments. Creating a Database Deployment
Deleting a Database Deployment

Patch, back up or restore database Patching Exadata Cloud at Customer

deployments. Backing Up and Restoring Databases on
Exadata Cloud at Customer

Create and manage snapshots of a Creating and Managing Snapshots of a

database deployment. Database Deployment

In addition to the application roles that are associated with the ExadataCM application,
each Exadata Cloud at Customer instance is associated with the ExadataCM Instance
application in IDCS, where Instance is the Exadata Cloud at Customer instance
name. The ExadataCM_ Instance application contains the ExadataCM Instance
Administrator role, which enables a user to manage the Exadata Cloud at Customer
instance by using REST APIs as described in Using the Oracle Cloud My Services
REST APIs.

For information about managing users and role assignments under IDCS, see Add
Users to a Cloud Account with Identity Cloud Service in Getting Started with Oracle
Cloud.

For older Exadata Cloud at Customer implementations where the Cloud Control Plane
is provided by an Oracle Cloud Machine X5 system, the privileges for Exadata Cloud
at Customer are delegated using a similar set of roles that are managed by using the
My Services application. For information about managing users and role assignments
in this environment, see Add Users to a Traditional Cloud Account in Getting Started
with Oracle Cloud.

Accessing the My Services Dashboard and the Oracle
Database Cloud Service Console

ORACLE

To access the My Services dashboard on Oracle Database Exadata Cloud at
Customer:

1. Open your web browser and go to URL that was provided by your tenant
administrator.

The Sign In page opens.
2. Sign in with your Exadata Cloud at Customer credentials.
The My Services dashboard opens.

To access the Oracle Database Cloud Service console:
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Go to the My Services dashboard.

Click the action menu ( =) in the tile that is associated with Exadata Cloud at Customer
and choose Open Service Console.

" Note:

If the tile is not visible, click Customize Dashboard and use the resulting dialog
to show the tile.

The Oracle Database Cloud Service console opens and displays the Instances Page,
which contains a list of database deployments. If a Welcome page is displayed, click
Instances next to Database Cloud Service to display the Instances Page.

Identifying the Exadata Cloud at Customer Release Version

To find the Exadata Cloud at Customer release version for your current implementation:

1.

Open the My Services dashboard.

For detailed instructions, see Accessing the My Services Dashboard and the Oracle
Database Cloud Service Console.

Click the user menu, located on the right side of the banner at the top of the My Services
dashboard, and choose the About menu option.

The About My Services dialog displays the Cloud Control Plane release version for your
Exadata Cloud at Customer implementation.

Based on the Cloud Control Plane release version, you can use the following table to
determine the Exadata Cloud at Customer release version. For example, if the Cloud
Control Plane version displayed in the dialog is 18.4.4, then the Exadata Cloud at
Customer release version is 18.4.6, or a later maintenance release.

Cloud Control Plane Release Version Exadata Cloud at Customer Release Version
17.2.2 17.2.3

18.1.4 18.1.4 0r 18.1.4.2

18.3.2 18.1.4.4.3

18.4.4 18.4.6 or later

Using the Exadata Cloud at Customer REST APIs

ORACLE

You can programmatically provision and manage Oracle Database Exadata Cloud at

Customer database deployments by using REST (REpresentational State Transfer)
application programming interfaces (APIs).

Each REST API call maps to a HTTP request: getting an object (GET), adding an object
(PosT), updating an object (PuT), and deleting an object (DELETE). The HTTP response code
indicates whether the request was successful. Each object for which you can perform the
GET, POST, PUT, and DELETE requests is identified uniquely by its URI.
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To access Exadata Cloud at Customer by using the REST APl you must use the REST
endpoint URL that is associated with your service instance. For details, see REST API
for Oracle Database Exadata Cloud at Customer.

Using the Oracle Cloud My Services REST APIs

In addition to the Exadata Cloud at Customer REST APIs, you can also use the Oracle
Cloud My Services REST APIs to perform the following functions on Exadata Cloud at
Customer:

» Create and modify an Exadata Cloud at Customer instance.

e Scale the number of enabled CPU cores in the Exadata Cloud at Customer
instance.

For details, see Oracle Cloud My Services API, Managing Exadata Instances, and
Using REST APIs to Enable and Disable CPU Cores on Exadata Cloud at Customer.

Typical Workflow for Using Exadata Cloud at Customer

To start using Oracle Database Exadata Cloud at Customer, refer to the following
tasks as a guide:

Task

Description

More Information

Add and manage users
and roles

Create accounts for your users and
assign them appropriate privileges.
Assign the necessary Exadata Cloud at
Customer roles.

Adding Users and Assigning Roles in
Getting Started with Oracle Cloud, and
About Exadata Cloud at Customer Roles
and Users

Create an SSH key pair

Create SSH public/private key pairs to
facilitate secure access to the compute
nodes associated with your database
deployments.

Generate a Secure Shell (SSH) Public/
Private Key Pair

Create a service instance.

Use a wizard to create a new service
instance, which provisions the Exadata
Database Machine that hosts your
database deployments.

Creating an Exadata Cloud at Customer
Instance

Create a database
deployment

Use a wizard to create a new database
deployment.

Creating a Database Deployment

Enable network access

Permit access to network services
associated with your database
deployments.

About Network Access to Exadata Cloud at
Customer

Load data into the
database

Use standard Oracle Database tools to
load data into your databases.

Loading Data into the Oracle Database on
Exadata Cloud at Customer

Monitor database
deployments

Check on the health and performance of
individual database deployments.

Monitoring and Managing Oracle Database
on Exadata Cloud at Customer

Monitor the service

Check on the day-to-day operation of
your service, monitor performance, and
review important notifications.

Managing and Monitoring Oracle Cloud
Services in Managing and Monitoring
Oracle Cloud

Patch a database
deployment

Apply a patch or roll back a patch.

Patching Exadata Cloud at Customer

Back up a database
deployment

Back up a database or restore a
database from a backup.

Backing Up and Restoring Databases on
Exadata Cloud at Customer

ORACLE
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Managing the Exadata Cloud at Customer
Life Cycle

This section describes tasks to manage the life cycle of Oracle Database Exadata Cloud at
Customer.

Topics

* Creating an Exadata Cloud at Customer Instance

* Creating a Database Deployment

» Creating a Database Deployment Using a Cloud Backup

e Creating a Clone Database Deployment from a Snapshot Master

* Viewing All Database Deployments

* Viewing Detailed Information for a Database Deployment

*  Viewing Activities for Database Deployments in an Identity Domain
e Stopping, Starting, and Removing Database Instances

e Stopping, Starting, and Restarting Compute Nodes

e Scaling an Exadata Cloud at Customer Instance

» Suspending and Resuming an Exadata Cloud at Customer Instance
e Creating and Managing Snapshots of a Database Deployment

» Deleting a Database Deployment

* Deleting an Exadata Cloud at Customer Instance

Creating an Exadata Cloud at Customer Instance

ORACLE

When you create an Oracle Database Exadata Cloud at Customer instance, you provision
the Exadata Database Machine that hosts your Exadata Cloud at Customer database
deployments. To create an Exadata Cloud at Customer instance, use the Create New Oracle
Database Exadata Cloud Service Instance wizard as described in the following procedure.

Before You Begin

Before you create an Exadata Cloud at Customer instance, ensure that you have an active
Exadata Cloud at Customer subscription in place.

If you do not have a valid subscription in place, then the Create New Oracle Database
Exadata Cloud Service Instance wizard does not show the options required to create and
provision an Exadata Cloud at Customer instance.

Procedure

To create an Exadata Cloud at Customer instance:
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Open the My Services dashboard.

For detailed instructions, see Accessing the My Services Dashboard and the
Oracle Database Cloud Service Console.

Click Create Instance, and then click the Create button associated with Exadata
Cloud at Customer in the All Services list.

The Create New Oracle Database Exadata Cloud Service Instance wizard starts
and the Instance Details page is displayed.

On the Instance Details page, specify configuration details for your Exadata Cloud
at Customer instance. Then, click Next.

a. Inthe Instance Details section, specify the following attributes associated
with your Exadata Cloud at Customer instance.

Name — enter a name for your service instance.

Region — select the region (data center) that hosts your Exadata Cloud
at Customer instance.

Plan — select the available plan from the list. A plan is associated with a
set of attributes that apply to a service. For Exadata Cloud at Customer,
only one plan is available.

Rack Size — select the rack configuration for your service instance. See
Exadata System Configuration for a description of the available rack
configurations. Your subscription may impose limits on the available rack
sizes that are displayed.

In addition to selecting the correct rack configuration, ensure that you
select the appropriate configuration option for your situation:

— If the service instance uses Exadata X6 hardware, ensure that you
select Eighth Rack, Quarter Rack, Half Rack, or Full Rack.

— If the service instance uses Exadata X7 hardware, ensure that you
select a Rack Size that is associated with Exadata X7.

— If the service instance uses Oracle Database licenses that are
provided by you rather than licenses that are provided are part of the
service subscription, ensure that you select a Rack Size that is
associated with the bring-your-own-license (BYOL) option.

— If the service instance uses Exadata infrastructure that is billed
separately from the database server OCPUs, ensure that you select a
Rack Size that is associated with Exadata X7 Infrastructure.

BYOL enabled — check this option to indicate that the Exadata Cloud at
Customer instance uses Oracle Database licenses that are provided by
you rather than licenses that are provided are part of the service
subscription.

This option does not display if it is incompatible with your subscription. It
only affects the billing that is associated with the service instance, and has
no effect on the technical configuration of the Exadata Cloud at Customer
instance.

Additional Number of OCPU (Cores) — enter the number of additional
CPU cores that you want to enable. (Optional)

Ensure that you only use this field for service instances based on Exadata
X6.
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Use this field to specify the number of additional CPU cores to enable for the
service instance. This number is in addition to the minimum number of enabled
CPU cores for each rack size. The additional CPU cores specified in this setting
are allocated evenly among the compute nodes associated with the Exadata
Cloud at Customer instance.

See Exadata System Configuration for details about the maximum number of
CPU cores that are available for each Exadata rack size. Your subscription may
impose more limits on the number of CPU cores that you can enable.

This option does not display if it is incompatible with your subscription.

Additional Number of OCPU (Cores) X7 — enter the number of additional CPU
cores that you want to enable. (Optional)

Ensure that you only use this field for service instances based on Exadata X7
hardware without the BYOL or separate infrastructure options.

This field is functionally equivalent to Additional Number of OCPU (Cores),
except that it only applies to Exadata Cloud at Customer instances that are
created with a Rack Size that is associated with an Exadata X7 system.

Additional Number of OCPU (Cores) BYOL — enter the number of additional
CPU cores that you want to enable. (Optional)

Ensure that you only use this field for service instances based on Exadata X7
hardware with the bring-your-own-license (BYOL) option.

This field is functionally equivalent to Additional Number of OCPU (Cores),
except that it only applies to Exadata Cloud at Customer instances that are
created with a Rack Size that is associated with the BYOL option.

Total Number of OCPU (Cores) — enter the number of CPU cores that you
want to enable.

Ensure that you only use this field for service instances based on Exadata X7
Infrastructure where the Exadata infrastructure is billed separately from the
database server OCPUs.

Use this field to specify the total number of CPU cores to enable for the service
instance. The CPU cores specified in this setting must be allocated evenly
among the compute nodes associated with the Exadata Cloud at Customer
instance.

See Exadata System Configuration for details about the maximum number of
CPU cores that are available for each Exadata rack size.

Your subscription may also impose limits on the number of CPU cores that you
can enable.

Suspend On Create — check this option to suspend the Exadata Cloud at
Customer instance immediately after it is created. When a service instance is
suspended, the associated compute nodes are shut down and the service does
not consume any compute node CPU cores.

This option is only available for service instances that use Exadata X7
Infrastructure where the Exadata infrastructure is billed separately from the
database server OCPUs.

CPU Oversubscription — check this option to enable CPU oversubscription on
the Exadata Cloud at Customer instance. See CPU Oversubscription.
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< Note:

After it is enabled, you cannot disable CPU oversubscription.

* Availability Domain — specifies the infrastructure zone to place the
Exadata Cloud at Customer instance. (Optional)

Use this setting to configure Exadata Cloud at Customer instances in
different infrastructure zones to facilitate high availability in an Oracle Data
Guard configuration.

This option does not display if availability domains are not supported in the
Region that you selected to host the instance.

* Exadata ID — specifies the identifier of the Exadata system rack to use
for the Exadata Cloud at Customer instance. The choices in the list are
based information provided during the provisioning of your Exadata Cloud
at Customer systems.

In the Administrator Details section, provide information about the
administrator of your Exadata Database Machine environment.

» Email — enter an email address for the Exadata system administrator.

* User Name — enter a user name for the Exadata system administrator.
Alternatively, check the Use email as user nhame option to copy the Email
entry into the User Name field.

* First Name — enter the first name of the Exadata system administrator.

* Last Name — enter the last name of the Exadata system administrator.

Use the VM Cluster Details section to specify configuration details for the first VM
cluster on your Exadata Cloud at Customer instance. Then, click Create Service
Instance.

Exadata System Name — enter a name for your first VM cluster. This name
is also used in the cluster name for the Oracle Grid Infrastructure installation.

Database backups on Exadata Storage — check this option to configure the
Exadata storage to enable local database backups.

# Note:

Take care when setting this option because your choice has a
profound effect on the storage allocation and your backup options,
which cannot be easily changed. See Exadata Storage Configuration
for more information about the effects of each configuration
alternative.

Create sparse disk group? — check this option to create a disk group that is
based on sparse grid disks. You must select this option to enable Exadata
Cloud at Customer snapshots. Exadata snapshots enable space-efficient
clones of Oracle databases that can be created and destroyed very quickly
and easily.
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< Note:

Take care when setting this option because your choice has a profound
effect on the storage allocation and your ability to use snapshots, which
cannot be easily changed. See Exadata Storage Configuration for more
information about the effects of each configuration alternative. See also
Creating and Managing Snapshots of a Database Deployment.

- Database backups on ZDLRA — check this option to enable database backups on
Oracle Zero Data Loss Recovery Appliance (ZDLRA) storage. If you do not select
this option, then you cannot select ZDLRA as a backup location when you configure
a database deployment.

» Exadata Storage (TB) — specifies the total amount of Exadata storage (in TB) that
is allocated to the first VM cluster. This storage is allocated evenly from all of the
Exadata Storage Servers. Specify a value up to the total amount of Exadata storage
that is associated with your selected Rack Size, factoring in any plans for more VM
clusters.

» Client Network — specifies the client network subnet that is allocated to the first VM
cluster. Choose from the list of available subnets. The choices in the list are based on
the network definitions that were defined during the provisioning of your Exadata
Cloud at Customer system. Your choice also automatically selects the backup
network subnet for the VM cluster, which is associated with the selected client
network subnet.

* OCPUs — specifies the number of CPU cores that are allocated to each active node
in the first VM cluster. Specify a value within the suggested range, factoring in any
plans for more VM clusters.

*  Memory (GB) — specifies the amount of memory (in GB) that is allocated to each
active node in the first VM cluster. Specify a value greater than 30 GB and up to the
amount of remaining unallocated memory, factoring in any plans for more VM
clusters.

" Note:

Take care when specifying the memory allocation because:

— After the VM cluster is created, you cannot decrease the memory
allocation; however, you may increase the memory allocation by using
unallocated memory.

— You cannot create another VM cluster unless there is 30 GB of
remaining unallocated memory. In that case, you would need to delete
an existing VM cluster before you can create another one.

- DB Home Storage (GB) — specifies the amount of local disk storage (in GB) that is
allocated to each active node in the first VM cluster. Specify a value greater than 60
GB and up to the amount of remaining unallocated local storage space, factoring in
any plans for more VM clusters.
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< Note:

Take care when specifying the local disk storage because:

— In addition to the storage specified in this attribute, each VM
cluster requires 137 GB of local disk storage to support software
images for the VM cluster. Consequently, the minimum amount
of local disk storage consumed by a VM cluster is 197 GB (137
GB + 60 GB).

— For Exadata Cloud at Customer configurations based on Oracle
Exadata X7 systems, the total amount of local disk storage that
can be allocated to VM clusters is 1237 GB. For Exadata Cloud
at Customer configurations based on Oracle Exadata X6
systems, the total amount of local disk storage that can be
allocated to VM clusters is 483 GB by default, or up to 1237 GB
on systems with upgraded local disk storage.

— After the VM cluster is created, you cannot modify the amount of
local storage.

— If all of the local disk storage is allocated, or if there is not at
least 197 GB of remaining unallocated local disk storage, then
you cannot create another VM cluster. In that case, you must
delete an existing VM cluster before you can create another one.

* The check boxes beside each node (Node 1, Node 2, and so on) enable you to
specify the active compute nodes in the first VM cluster. Use the check boxes
to specify the nodes that are included in the cluster.

5. Click Create in the confirmation dialog to proceed, or click Cancel in the
confirmation dialog to step back into the wizard.

Clicking Create in the confirmation dialog starts the process to create the service
instance. This process is fully automated and takes approximately one to two
hours to complete. During this time, you cannot access the service instance. After
the process is completed, the service instance becomes active and you can create
database deployments.

If you need to change a setting, click Cancel in the confirmation dialog to step
back into the wizard. You can also click Cancel at any time to exit the wizard
without creating a new service instance.

Creating a Database Deployment

ORACLE

To create a database deployment on Oracle Database Exadata Cloud at Customer,
use the Create Instance wizard as described in the following procedure.

However, before using the Create Instance wizard, you need to make sure that you
have all of the necessary information, as described in Before You Begin. Additionally,
after your database deployment is created you need to perform a few follow-on tasks
to make sure your deployment is accessible and up-to-date, as described in After Your
Database Deployment Is Created.
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Before You Begin

Before you create a database deployment, ensure you have created or acquired information
about the following:

An active Exadata Cloud at Customer instance

Before you can create a database deployment, you must have an active Exadata Cloud
at Customer instance in place.

If you do not have an active service instance in place, then the Create Instance wizard
will not show the options required to create a database deployment on Exadata Cloud at
Customer.

See Creating an Exadata Cloud at Customer Instance.
An SSH public/private key pair (Optional)

An SSH public key is used for authentication when you use an SSH client to connect to a
compute node associated with the deployment. When you connect, you must provide the
private key that matches the public key.

You can have the wizard create a public/private key pair for you, or you can create one
beforehand and upload or paste its private key value. If you want to create a key pair
beforehand, you can use a standard SSH key generation tool. See Generate a Secure
Shell (SSH) Public/Private Key Pair.

When creating a database deployment on Exadata Cloud at Customer, the Create
Instance wizard checks if an SSH public key is already registered on the Exadata system.
If no key exists, you will be prompted for a new public key during the creation process.
Otherwise, the existing key is used.

A cloud storage backup location (Optional)

If you want to automatically back up your database to cloud storage, you must associate
an Oracle Cloud Infrastructure Object Storage Classic container with the database
deployment. You can create the container beforehand and provide the wizard with
information about it, or you can have the wizard create the container for you. If you want
to create the container beforehand, see Creating Containers in Using Oracle Cloud
Infrastructure Object Storage Classic for instructions.

Whether you create the container beforehand or have the wizard do it for you, you are
prompted for the following information about the container:

— The name of the container.

— The user name and password of a user who has read/write access to the container.

" Note:

To eliminate possible confusion or contention, do not use a single cloud storage
container as a backup destination for multiple database deployments.
A ZDLRA backup location (Optional)

If you want to automatically back up your database to an Oracle Zero Data Loss
Recovery Appliance (ZDLRA), you must associate a ZDLRA backup location with the
database deployment.
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Before you create the database deployment you must configure your recovery
appliance. See Configuring Recovery Appliance for Protected Database Access.

Then, when you select ZDLRA as a backup location in the Create Instance wizard,
you are prompted for the following information:

— The TNS connect string to connect to the ZDLRA.
— The ZDLRA virtual private catalog (VPC) user name and password.

An existing cloud backup of an Oracle database created using Oracle Database
Backup Cloud Service, which meets the criteria for instantiation from backup
(Optional)

When you create a database deployment, you can have the database populated,
or instantiated, from the data stored in a Database Backup Cloud Service backup.
To use this approach the following criteria must be met:

— The backed-up database must be version 18, 12.2.0.1, 12.1.0.2 or 11.2.0.4
with the latest patch set update (PSU) applied.

— If the backed-up database uses Oracle Database version 12.1.0.2, or later, it
must be a multitenant container database (CDB). Exadata Cloud at Customer
does not support non-CDB databases for Oracle Database 12c, or later.

— The backed-up database must use File System or ASM as its storage method
for data files.

If you wish to instantiate your database using a backup from another Exadata
Cloud at Customer database deployment in the same identity domain, then you
must specify the source database deployment by selecting from a list of the
available deployments.

If you wish to instantiate your database using any other Database Backup Cloud
Service backup, you are prompted for the following information:

— The database ID of the backed-up database.

— The decryption method for the backup, which is the password associated with
the backup for backups that use password encryption, or a zip file containing
the source database’s wallet directory and contents for backups that use
Transparent Data Encryption (TDE).

— The name of the Oracle Cloud Infrastructure Object Storage Classic container
where the backup is stored.

— The user name and password of an Oracle Cloud user who has read access
to the container.

If you intend to create a database deployment with an Oracle Data Guard
configuration, ensure that you have the required network configuration in place to
support Oracle Data Guard.

See Using Oracle Data Guard in Exadata Cloud at Customer.

If you intend for the database deployment to use an existing set of Oracle binaries
in an existing Oracle Home directory location, ensure that you know the Oracle
Home name.

See Viewing Information About Oracle Homes.

If you intend for the database deployment to use an existing set of Oracle binaries
in an existing Oracle Home directory location, ensure that the software version in
the existing Oracle Home directory location is not older than the current default
software image. If the current default software image is hewer than the software

2-8



ORACLE

Chapter 2
Creating a Database Deployment

version in the existing Oracle Home directory location, then the database creation may
fail or experience problems.

To avoid this situation, you can use any of the following approaches:

— Before you create the new database deployment, patch the existing Oracle Home
directory location to bring it up to the release level of the default software image.

— Before you create the new database deployment, activate the software image that
matches the release level of the software in the existing Oracle Home directory
location. Then, after creating the database deployment, re-activate the newer
software image, if required.

— Create the new database deployment in a new Oracle Home directory location, which
will use the default software image.

See Administering Software Images.

If your Exadata Cloud at Customer system environment is configured to support multiple
VM clusters, ensure that you know the name of the VM cluster that will host the database
deployment.

See Viewing Information About Existing VM Clusters.

Procedure

To create a database deployment on Exadata Cloud at Customer:

1.

Open the Oracle Database Cloud Service console.

For detailed instructions, see Accessing the My Services Dashboard and the Oracle
Database Cloud Service Console.

Click Create Instance.
The Create Instance wizard starts.

On the Instance page, specify basic attributes for your database deployment. Then, click
Next.

* Instance Name — enter a name for your database deployment.
» Description — enter a description for your database deployment. (Optional)

* Notification Email — enter an email address that receives notifications from the
database deployment creation operation. (Optional)

* Exadata System — select an available Oracle Exadata Database Machine
configuration to host the database deployment. The list contains the Oracle Exadata
Database Machines that are associated with your active Exadata Cloud at Customer
instances.

If you later select Database Clustering with RAC and Data Guard Standby as the
Database Type, the Exadata System specifies the system hosting the primary
database.

e Cluster — select a VM cluster to host the database deployment.

This option is only available if your system environment is enabled to support multiple
VM clusters.

» Hostnames — specify one or more compute nodes that you want to host the
database instances for this database deployment.

If you previously selected Database Clustering with RAC and Data Guard Standby as
the Database Type, then this selection applies to the primary database.
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» Tags — specifies tags for the database deployment. (Optional)

Tagging enables you to group database deployments that share similar
characteristics or are used for a similar purpose. Click the plus icon to create a
new tag.

» Service Level — select Oracle Database Exadata Cloud Service from the
list.

Ignore other service level options, as these relate to Oracle Database Cloud
Services that are implemented on non-Exadata systems.

# Note:

If Oracle Database Exadata Cloud Service is not available in the
list of service level choices, you do not have active Exadata Cloud at
Customer instance. You need to obtain a subscription and create an
Exadata Cloud at Customer instance before you can create a
database deployment.

- Software Release — select the Oracle Database software release that you
want to run in your database deployment.

Your choices for software release are:
— Oracle Database 11g Release 2
— Oracle Database 12c Release 1
— Oracle Database 12c Release 2
— Oracle Database 18c

— Oracle Database 19c

# Note:

— The Oracle Database software release version that you select
for the starter database deployment determines the Oracle Grid
Infrastructure software release version that is configured on your
Exadata Cloud at Customer instance or VM cluster. The starter
database is the very first database deployment that you create
after the creation of your Exadata Cloud at Customer instance or
VM cluster.

— For non-starter database deployments, your software release
options may be limited by the Oracle Grid Infrastructure software
release version that is configured on your Exadata Cloud at
Customer instance or VM cluster. If you select an option that is
incompatible with your Oracle Grid Infrastructure software
installation, then the deployment will fail and an error message
will be returned.

See Oracle Grid Infrastructure Software Release.

» Software Edition — the only valid option for use with Exadata Cloud at
Customer is Enterprise Edition — Extreme Performance.
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- Database Type — select one of the following options:

Database Clustering with RAC — creates a clustered database that uses
Oracle Real Application Clusters. You can specify to run the clustered database
instances on one or more compute nodes (database servers) in the Exadata
Cloud at Customer environment.

Database Clustering with RAC and Data Guard Standby — creates two
clustered databases with one acting as the primary database and one acting as
the standby database in an Oracle Data Guard configuration. Each database
uses Oracle Real Application Clusters, with clustered database instances on one
or more compute nodes (database servers).

4. On the Instance Details page, configure details for your database deployment. Then, click

Next.

a. Inthe Database Configuration section, set the database name, administrator
password, and other database configuration options.

ORACLE

DB Name — enter a name for the database instances.
PDB Name — enter a name for the default pluggable database (PDB).

This setting is available only for databases that use Oracle Database 12c, or
later.

# Note:

This setting is ignored if you select the "Create Instance from Existing
Backup" option. In this case, the new database contains the PDBs
contained in the backup.

Administration Password and Confirm Password — enter and then re-enter
an administration password.

The administration password is used to configure administration accounts and
functions in the database deployment, including the password for the Oracle
Database SYS and SYSTEM users.

# Note:

Ensure that you remember the administration password associated with
your database deployment.

Oracle Homes — specify the option to create a new Oracle Home directory
location, or select an existing Oracle Home location from the list.

Oracle Home Name — if you previously selected the option to create a new
Oracle Home directory location, you can optionally specify a name prefix for the
new Oracle Home location. If specified, the value becomes the first part of the full
Oracle Home name, which also includes a string identifying the Oracle Database
release and latest applied bundle patch, along with numeric identifiers that are
used to uniquely identify the Oracle Home location. If you do not specify a value,
then the new Oracle Home location is given a system-generated name.
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*  SSH Public Key — provide the SSH public key to be used for

authentication when using an SSH client to connect to a compute node
that is associated with your database deployment.

Click Edit to specify the key by using one of the following options:
— Upload a file containing the public key value.

— Input, or paste in a public key value. Ensure that the value you input
does not contain line breaks or end with a line break.

— Create a new system-generated key pair. If you select this option, you
will be prompted to download a file containing the system-generated
keys. Ensure that you keep the generated private key in a secure
location.

# Note:

The SSH Public Key field is not displayed if the selected Exadata
Cloud at Customer environment already contains a previously
specified SSH key.

e Optionally, expand Advanced Settings and set the following:

— Application Type — select the application type that best suits your
application:

*  Transactional (OLTP) — configures the database for a
transactional workload, with a bias towards high volumes of
random data access.

*  Decision Support or Data Warehouse — configures the
database for a decision support or data warehouse workload, with
a bias towards large data scanning operations.

# Note:

The Application Type setting is only displayed when you
create the starter database, which is the very first database
deployment that you create after the creation of your
Exadata Cloud at Customer instance or VM cluster.
Subsequent database deployments are created with a
standardized database configuration.

— Character Set — specify the database character set for the database.
The database character set is used for:

*  Data stored in SQL CHAR data types (CHAR, VARCHAR2, CLOB, and
LONG).

*  ldentifiers such as table names, column names, and PL/SQL
variables.

*  Entering and storing SQL and PL/SQL source code.
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< Note:

The Character Set setting is ignored if you select the "Create
Instance from Existing Backup" option. In this case, the new
database inherits the character set from the backup.

— National Character Set — specify the national character set for the

database. The national character set is used for data stored in SQL NCHAR
data types (NCHAR, NCLOB, and NVARCHAR?).

# Note:

The National Character Set setting is ignored if you select the
"Create Instance from Existing Backup" option. In this case, the
new database inherits the national character set from the backup.

— Enable Oracle GoldenGate — configures the database for use as the

replication database of an Oracle GoldenGate Cloud Service instance. See
Using Oracle GoldenGate Cloud Service with Exadata Cloud at Customer.

In the Backup and Recovery Configuration section, choose an automatic backup
option and associated backup settings for your database deployment.

Backup Destination — select how automatic backups are to be configured:

Both Cloud Storage and Exadata Storage — enables two separate backup
sets containing periodic full (RMAN level 0) backups and daily incremental
backups. The backup to cloud storage uses an Oracle Storage Cloud container,
with a seven day cycle between full backups and an overall retention period of 30
days. The backup to Exadata storage uses space in the RECO disk group, with a
seven day cycle between full backups and a seven day retention period.

< Note:

This option is only available if you provisioned for database backups on
Exadata storage. See Exadata Storage Configuration.

Cloud Storage Only — uses an Oracle Storage Cloud container to store
periodic full (RMAN level 0) backups and daily incremental backups, with a seven
day cycle between full backups and an overall retention period of 30 days.

" Note:

To eliminate possible confusion or contention, do not use a single cloud
storage container as a backup destination for multiple database
deployments.

ZDLRA Storage Only — uses the Recovery Appliance to store one full (RMAN
level 0) backup and daily incremental (RMAN level 1) backups. The Recovery
Appliance creates virtual full backups from each daily incremental and validates
those backups to ensure that they are always recoverable.
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< Note:

This option is only available if you configured your Exadata
Cloud at Customer environment to enable database backups on
ZDLRA. See Creating an Exadata Cloud at Customer Instance.

* None — no automatic backups are configured.

If you select Both Cloud Storage and Exadata Storage or Cloud Storage
Only, the following fields and options are displayed:

* Cloud Storage Container — enter the URL of an Oracle Cloud
Infrastructure Object Storage Classic container. To eliminate possible
confusion or contention, a separate cloud storage container is
recommended for each database deployment.

The URL has the general form:

storage-instance-endpoint/container

where storage-instance-endpoint is the REST endpoint URL for the
storage service instance, and container is the name of the storage
container.

To determine the storage-instance-endpoint value, see Finding the
REST Endpoint URL for Your Service Instance in Using Oracle Cloud
Infrastructure Object Storage Classic.

 Username — enter the user name of a user who has read/write access to
the container specified in Cloud Storage Container.

« Password — enter the password of the user specified in Username.

e Create Cloud Storage Container — select this option to create a new
storage container. To use this option you must specify a new Cloud
Storage container using the previously specified format. You must also
provide the Cloud Storage user n