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Using This Documentation

= Overview — Describes how to install and configure Oracle Solaris Cluster data service for
Oracle Traffic Director.

= Audience — Experienced system administrators with extensive knowledge of Oracle
software and hardware.

= Required knowledge — Knowledge of the Oracle Solaris operating system, of Oracle
Solaris Cluster software, and expertise with the volume manager software that is used with
Oracle Solaris Cluster software.

This document is not to be used as a planning or presales guide.

Product Documentation Library

Late-breaking information and known issues for this product are included in the documentation
library at http://www.oracle.com/pls/topic/lookup?ctx=E39579.

Access to Oracle Support

Oracle customers have access to electronic support through My Oracle Support. For
information, visit http://www.oracle.com/pls/topic/lookup?ctx=acc&id=info or visit
http://www.oracle.com/pls/topic/lookup?ctx=acc&id=trs if you are hearing impaired.

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle Accessibility
Program web site at http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.
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Feedback

Feedback

Provide feedback about this documentation at http://www.oracle.com/goto/docfeedback.
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LKA CHAPTER 1

Installing and Configuring HA for Oracle Traffic
Director

This chapter provides the procedures to install and configure Oracle Solaris Cluster HA for
Oracle Traffic Director (HA for Oracle Traffic Director).

Note - This data service is supported only on Oracle's engineered systems. For more
information about Oracle's engineered systems, see Oracle Engineered Systems. For updated
information about supported configurations of this data service, see the Oracle Solaris
Cluster 4 Compatibility Guide.

Note - You can install and configure this data service to run in either the global zone or a zone
cluster.

This chapter contains the following sections.

= “Overview of the Installation and Configuration Process for HA for Oracle Traffic
Director” on page 10

= “Planning the HA for Oracle Traffic Director Installation and
Configuration” on page 10

m  “Installing and Configuring the Oracle Traffic Director Software” on page 11
m  “Installing the HA for Oracle Traffic Director Package” on page 11

m  “Registering and Configuring HA for Oracle Traffic Director” on page 13

m  “Tuning the HA for Oracle Traffic Director Fault Monitor” on page 24

HA for Oracle Traffic Director Overview

HA for Oracle Traffic Director is a multi-master data service and can be configured with
a failover logical hostname or a scalable shared address. See Chapter 1, “Planning for
Oracle Solaris Cluster Data Services,” in “Oracle Solaris Cluster Data Services Planning
and Administration Guide ” and the “Oracle Solaris Cluster Concepts Guide ” for general
information about data services, resource groups, resources, and other related topics.

Chapter 1 « Installing and Configuring HA for Oracle Traffic Director
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Overview of the Installation and Configuration Process for HA for Oracle Traffic Director

Note - You can use Oracle Solaris Cluster Manager to install and configure this data service.
See the Oracle Solaris Cluster Manager online help for details.

Note - If you run multiple data services in your Oracle Solaris Cluster configuration, you can
set up the data services in any order, with the following exception. If HA for Oracle Traffic
Director depends on Oracle Solaris Cluster HA for DNS, you must set up DNS first. See
“Oracle Solaris Cluster Data Service for DNS Guide ” for details. The Oracle Solaris OS
includes the DNS software. If the cluster is to obtain the DNS service from another server, then
configure the cluster to be a DNS client first.

Note - After installation, do not manually start and stop Oracle Traffic Director except by using

the clresourcegroup command. See the clresourcegroup(1CL) man page for details.
After Oracle Traffic Director is started, the Oracle Solaris Cluster software controls it.

Overview of the Installation and Configuration Process for
HA for Oracle Traffic Director

The following table lists the sections that describe the installation and configuration tasks.

TABLE 1-1 Task Map: Installing and Configuring HA for Oracle Traffic Director

Task For Instructions

Install Oracle Traffic Director. “Installing and Configuring the Oracle Traffic Director
Software” on page 11

Install the HA for Oracle Traffic Director “How to Install the HA for Oracle Traffic Director

package. Package” on page 12

Register HA for Oracle Traffic Director and | “Registering and Configuring HA for Oracle Traffic
configure the cluster for the data service. Director” on page 13

Tune the HA for Oracle Traffic Director fault | “Tuning the HA for Oracle Traffic Director Fault
monitor. Monitor” on page 24

Planning the HA for Oracle Traffic Director Installation and
Configuration

Answer the following questions before you start your installation.

m  Will you run HA for Oracle Traffic Director with a logical hostname or a shared address?
See the “Oracle Solaris Cluster Concepts Guide ” document for information on the two
types of network resources.
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Installing and Configuring the Oracle Traffic Director Software

m  Where will the installation and configuration directories and files reside?

m Do other Oracle Solaris Cluster resources have dependencies on the services that Oracle
Traffic Director provides or does Oracle Traffic Director depend on any services provided
by other Oracle Solaris Cluster resources? If so, resource dependencies might exist between

the resources so that one starts or stops before the other. See the r_properties(5) man

page for a description of the resource property Resource dependencies that sets these
dependencies.

= When using a logical hostname, HA-Oracle Traffic Director must be configured to bind to
INADDR_ANY since a logical hostname can be present on only one node at a time.

= Determine the resource groups to use for network addresses and application resources and
the dependencies between them. See the rg_properties(5) man page for a description of
the resource group property RG_dependencies that sets these dependencies.

m  Provide the logical hostname (for failover services) or shared address (for scalable services)
for clients to use to access the data service.

®  Because you can configure Oracle Traffic Director to bind to INADDR ANY, if you plan to run
multiple instances of the Oracle Traffic Director data service or multiple data services on the
same node, each instance must bind to a unique network address and port number.

= Determine where to place logs and error files on the local file system.
m  Determine where to place the contents on the cluster file system.

Installing and Configuring the Oracle Traffic Director
Software

Before you can register HA for Oracle Traffic Director and configure the cluster for the data
service, you must install the Oracle Traffic Director software. See the Oracle Traffic Director
documentation for information on how to install the software.

Note - This data service is supported only on Oracle's engineered systems. For more
information about Oracle's engineered systems, see Oracle Engineered Systems. For updated
information about supported configurations of this data service, see the Oracle Solaris
Cluster 4 Compatibility Guide.

Installing the HA for Oracle Traffic Director Package

If you did not install the HA for Oracle Traffic Director package during your initial Oracle
Solaris Cluster installation, perform this procedure to install the package.
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How to Install the HA for Oracle Traffic Director Package

v

How to Install the HA for Oracle Traffic Director
Package

Perform this procedure on each cluster node where you want the HA for Oracle Traffic Director
software to run.

On the cluster node where you are installing the data service package, assume
the root role.

Ensure that the data service package is available from the configured publisher
and that the solaris and ha-cluster publishers are valid.

# pkg list -a ha-cluster/data-service/oracle-traffic-director
# pkg publisher

PUBLISHER TYPE STATUS P LOCATION
solaris origin online F solaris-repository
ha-cluster origin online F ha-cluster-repository

For information about setting the solaris publisher, see “Adding, Modifying, or Removing
Package Publishers” in “Adding and Updating Software in Oracle Solaris 11.2”.

Tip - Use the -nv options whenever you install or update to see what changes will be made, such
as which versions of which packages will be installed or updated and whether a new BE will be
created.

If you do not get any error messages when you use the -nv options, run the command again
without the -n option to actually perform the installation or update. If you do get error
messages, run the command again with more -v options (for example, -nvv) or more of the
package FMRI pattern to get more information to help you diagnose and fix the problem. For
troubleshooting information, see Appendix A, “Troubleshooting Package Installation and
Update,” in “Adding and Updating Software in Oracle Solaris 11.2”.

Install the HA for Oracle Traffic Director software package.

# pkg install ha-cluster/data-service/oracle-traffic-director

Verify that the package installed successfully.
$ pkg info ha-cluster/data-service/oracle-traffic-director

Installation is successful if output shows that State is Installed.

Perform any necessary updates to the Oracle Solaris Cluster software.

For instructions on updating your software, see Chapter 11, “Updating Your Software,” in
“Oracle Solaris Cluster System Administration Guide”.
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Registering and Configuring HA for Oracle Traffic Director

Registering and Configuring HA for Oracle Traffic Director

You can configure HA for Oracle Traffic Director to be used with a logical hostname or a
shared address. In the first procedure in this section, these additional steps begin with a notation
that they are required for scalable services only. Individual examples of a failover service and a
scalable service follow the procedure.

m  “Setting HA for Oracle Traffic Director Extension Properties” on page 13

m  “Setting IP Addresses and Port Numbers for the Oracle Traffic Director
Application” on page 14

= “How to Register and Configure HA for Oracle Traffic Director With a Failover Logical
Host” on page 14

m  “How to Register and Configure HA for Oracle Traffic Director With a Scalable Shared
Address” on page 20

Setting HA for Oracle Traffic Director Extension
Properties

The sections that follow contain instructions for registering and configuring HA for Oracle
Traffic Director resources. For information about the extension properties, see Appendix A,
“HA for Oracle Traffic Director Extension Properties”. The Tunable entry indicates when you
can update a property.

See the r properties(5), rg properties(5),and rt properties(5) man pages for
details on all the Oracle Solaris Cluster properties.

Also, see the clresource(1CL), clresourcegroup(1CL), and clresourcetype(1CL)
man pages.

To set an extension property of a resource, include the following option in the clresource
command that creates or modifies the resource:

-p property=value

-p property
Identifies the extension property that you are setting.

value

Specifies the value to which you are setting the extension property.

You can also use the procedures in Chapter 2, “Administering Data Service Resources,” in
“Oracle Solaris Cluster Data Services Planning and Administration Guide ” to configure
resources after the resources are created.
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How to Register and Configure HA for Oracle Traffic Director With a Failover Logical Host

14

Setting IP Addresses and Port Numbers for the
Oracle Traffic Director Application

The Resource_dependencies setting on the Oracle Traffic Director application resource
determines the set of IP addresses that Oracle Traffic Director uses. The Port 1list setting on
the resource determines the list of port numbers that Oracle Traffic Director uses. The fault
monitor monitors the Oracle Traffic Director instance through the first port in Port list. All
the ports used by Oracle Traffic Director must be configured in Port list in order for the
shared address load balancing feature to work correctly.

How to Register and Configure HA for Oracle
Traffic Director With a Failover Logical Host

This procedure describes how to use the Oracle Solaris Cluster maintenance commands
to register and configure HA for Oracle Traffic Director with one or more failover logical
hostnames.

To perform this procedure, you must have the following information.

®  The name of the resource type for HA for Oracle Traffic Director. This name is ORCL . otd.

m  The names of the cluster nodes on which Oracle Traffic Director is installed and running.

m  The logical hostname (for failover services) that clients use to access the data service.

m  The path to the Oracle Traffic Director instances. You can install the Oracle Traffic Director
binaries on the local disks or the cluster file system. See “Configuration Guidelines for
Oracle Solaris Cluster Data Services” in “Oracle Solaris Cluster Data Services Planning
and Administration Guide ” for a discussion of the advantages and disadvantages of each
location.

= When using a logical hostname, you must configure Oracle Traffic Director to bind to
INADDR ANY since the logicial hostnames are available on only one node at a time. The fault
monitor probes the local hostname when used with a logical hostname unless overridden by
the Server_URL extension property.

Note - Perform this procedure on any cluster member.

Note - Ensure that the /etc/netmasks file has IP-address subnet and netmask entries for all
logical hostnames. If necessary, edit the /etc/netmasks file to add any missing entries.

On a cluster member, become an administrator that provides
solaris.cluster.modify and solaris.cluster.admin authorization.
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How to Register and Configure HA for Oracle Traffic Director With a Failover Logical Host

Register the ORCL.otd resource type for HA for Oracle Traffic Director.

# clresourcetype register ORCL.otd

Create a failover resource group for the logical hosthame.

You can optionally select the set of nodes on which the data service can run with the -n option.

# clresourcegroup create [-n nodel,..]] resource-group

resource-group

Specifies the name of the failover logical hostname resource group. This name can be your
choice but must be unique for resource groups within the cluster.

-n nodel,...]
Specifies a comma-separated, ordered list of nodes that can master this resource group.

This list is optional. If you omit this list, the global zone of each cluster node can master
the resource group.

Verify that all of the network addresses that you use have been added to your
name service database.

You should have performed this verification during the Oracle Solaris Cluster installation. See
the planning chapter in the “Oracle Solaris Cluster Software Installation Guide ” for details.

Note - To avoid any failures because of name service lookup, ensure that all logical hostnames
and shared addresses are present in the server's and client's /etc/inet/hosts file. Configure
name service mapping in /etc/nsswitch.conf on the servers to first check the local files
before trying to access NIS or NIS+.

Add a logical hostname to the failover resource group.

# clreslogicalhostname create -g resource-group \
-h logical-hostnamel,..]1 \

[-N netiflist] \

resource

-g resource-group

Specifies the name of the failover resource group.

-h logical-hostnamel,...]

Specifies a comma-separated list of logical hostnames that this resource is to make
available.
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How to Register and Configure HA for Oracle Traffic Director With a Failover Logical Host

-N netiflist

Specifies an optional, comma-separated list that identifies the IPMP groups that are on each
node. The format of each entry in the list is netifenode. The replaceable items in this format
are as follows:

netif Specifies an IPMP group name, such as sc_ipmp®, or a public
network interface card (NIC). If you specify a public NIC, Oracle
Solaris Cluster attempts to create the required IPMP groups.

node Specifies the name or ID of a node.

This list is optional. If you omit this list, Oracle Solaris Cluster attempts to create the
required IPMP groups.

Note - If you require a fully qualified hostname, you must specify the fully qualified name with
the -h option and you cannot use the fully qualified form in the resource name.

Note - Oracle Solaris Cluster does not currently support using the adapter name for netif.

resource

Specifies the name of the resource.

6. Bring the failover logical host resource group online.

# clresourcegroup online -emM resource-group

7. Configure the Oracle Traffic Director server instance that uses the failover
logical host.

8. Create a scalable application resource group.

# clresourcegroup create -p Maximum_primaries=m \
-p Desired_primaries=n \
scalable-resource-group

-p Maximum_primaries=m
Specifies the maximum number of active primary nodes allowed for this resource group. If
you do not assign a value to this property, the default is 1.

-p Desired primaries=n

Specifies the desired number of active primary nodes allowed for this resource group. If
you do not assign a value to this property, the default is 1.
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How to Register and Configure HA for Oracle Traffic Director With a Failover Logical Host

scalable-resource-group

Specifies the scalable resource group.

Note - If the value of the Maximum primaries is equal to the value of the Desired primaries,
and if that number is equal to the number of nodes in the nodes list, then you can substitute the
-p Maximum_primaries=m \ -p Desired_primaries=n options with the -S option. For example:

# clresourcegroup create -S resource-group

Add an application resource to the application resource group.

You can repeat this step to add multiple application resources to the same resource group.
# clresource create -g resource-group \

-t resource-type \

-p ORACLE_HOME=oracle-traffic-director-installation-directory \

-p INSTANCE_HOME=instance-directory \

-p Port_list=port-number/protocol \
resource

-g resource-group

Specifies the name of the failover resource group into which the resources are to be placed.

-t resource-type

Specifies the type of the resource to add.

-p ORACLE_HOME=oracle-traffic-director-installation-directory

Specifies the directory where the Oracle Traffic Director software has been installed.
This is a per-node setting and if the location is different on each node, each node must be
qualified with the node name. For example:

-p ORACLE_HOME{nodel }=oracle-traffic-director-installation-directory-nodel \
-p ORACLE_HOME{node2}=oracle-traffic-director-installation-directory-node2

-p INSTANCE HOME=instance-directory

Specifies the directory where the Oracle Traffic Director instance configuration is located.
This is a per-node setting and if the location is different on each node, each node must be
qualified with the node name. For example:

-p INSTANCE_HOME{nodel }=instance-directory-nodel \
-p INSTANCE_HOME{node2}=instance-directory-node2

-p Port_list=port-number/protocol

Specifies a comma-separated list of port numbers and protocol to use, for example, 80/tcp
and 81/tcp.
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resource

Specifies the name of the resource to add.

The resource is created in the enabled state.

Note - Optionally, you can set additional extension properties that belong to the HA for Oracle
Traffic Director to override the default values of the properties. See Appendix A, “HA for
Oracle Traffic Director Extension Properties” for a list of these properties.

10. Create a strong positive affinity with delgated failover from the logical hosthame
resource group to the Oracle Traffic Director instance resource group.

# clresourcegroup set \
-p RG_affinities+=+++instance-resource-group logical-hostname-resource-group

instance-resource-group

Specifies the name of the Oracle Traffic Director instance resource group.

logical-hostname-resource-group

Specifies the name of the failover logical hostname resource group.
11. Bring the scalable application resource group online.
# clresourcegroup online -eM resource-group

resource-group

Specifies the name of the scalable application resource group.

12. Create a local node offline restart dependency from the logical hostname
resource to the Oracle Traffic Director instance resource.

# clresource set -p Resource_dependencies_offline_restart+=instance-
resource{local_node} /
logical-hostname-resource

instance-resource

Specifies the name of the Oracle Traffic Director instance resource.

logical-hostname-resource

Specifies the name of the failover logical hostname resource.

Example 1-1 Creating an Oracle Traffic Director Resource for Use With a Failover Logical Hostname

This example creates an Oracle Traffic Director resource, otd-rs, in a resource group, otd- rg.
It is configured to run simultaneously on all the four nodes of a four-node cluster.
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In an agent configuration where a logical hostname is being used, the Oracle Traffic Director
instances must be configured to listen on all addresses, INADDR_ANY, which allows the fault
monitor to connect to the localhost address of each node using the default Port List, 80/tcp.
The clients use the IP addresses as configured in a logical hostname resource, 1h-rs, which is
contained in the resource group, 1h- rg. The hostname otd-a-1h is configured in the naming
service used by the cluster and in any of the clients that will be accessing the server instances.

Ensure that the /etc/netmasks file has IP-address subnet and netmask entries for all logical
hostnames. If necessary, edit the /etc/netmasks file to add any missing entries.

To create a logical hostname in this example:

# clresourcegroup create -p
Nodelist="nodel,node2,node3,node4"
\

-p Failback=True lh-rg

# clreslogicalhostname create -g

lh-rg -h otd-a-lh lh-rs

# clresourcegroup online -eM lh-rg

To facilitate the automatic failover of the logical hostname to a node that has a running instance
of Oracle Traffic Director:

m  The logical hostname resource group must have a strong positive affinity with fail-over
delegation to the Oracle Traffic Director resource group.

m  The logical hostname resource must also have an offline-restart dependency on the Oracle
Traffic Director resource with a local-node scope.

To create the Oracle Traffic Director resource group and resource, do the following:

# clresourcegroup create -S otd-rg

# clresourcetype register ORCL.otd

# clresource create -g otd-rg -t ORCL.otd
\

-p ORACLE_HOME=/global/otd/otd-home

\

-p INSTANCE_HOME{nodel}=
/global/otd/otd-1/net-otd-a \

-p INSTANCE_HOME{node2}=
/global/otd/otd-2/net-otd-a \

-p INSTANCE_HOME{node3}=
/global/otd/otd-3/net-otd-a \

-p INSTANCE_HOME{node4}=
/global/otd/otd-4/net-otd-a \

-p Resource_dependencies_offline_restart=otd-gfs-rs
\

-p Port_List=80/tcp

\

otd-rs
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# clresource set -p Resource_dependencies_offline_restart+=
otd-rs{local_node} lh-rs

# clresourcegroup online -eM otd-rg

# clresourcegroup set -p RG_affinities+=+++otd-rg lh-rg

¥ How to Register and Configure HA for Oracle
Traffic Director With a Scalable Shared Address

Before You Begin  Ensure that the /etc/netmasks file has IP-address subnet and netmask entries for all logical
hostnames. If necessary, edit the /etc/netmasks file to add any missing entries.

1. On acluster member, become an administrator that provides
solaris.cluster.modify and solaris.cluster.admin authorization.

2. Register the ORCL.otd resource type for HA for Oracle Traffic Director.

# clresourcetype register ORCL.otd

3. Create a failover resource group for the scalable shared address resource.
You can optionally select the set of nodes or zones on which the data service can run with the -n
option.

# clresourcegroup create [-n node[,..]] resource-group

resource-group

Specifies the name of the failover resource group. This name can be your choice but must
be unique for resource groups within the cluster.

-n nodel,...]
Specifies a comma-separated, ordered list of nodes that can master this resource group.

This list is optional. If you omit this list, the global zone of each cluster node can master
the resource group.

4. Verify that all of the network addresses that you use have been added to your
name service database.

You should have performed this verification during the Oracle Solaris Cluster installation. See
the planning chapter in the “Oracle Solaris Cluster Software Installation Guide ” for details.

Note - To avoid any failures because of name service lookup, ensure that all logical hostnames
and shared addresses are present in the server's and client's /etc/inet/hosts file. Configure
name service mapping in /etc/nsswitch. conf on the servers to first check the local files
before trying to access NIS or NIS+.
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Add a scalable shared address resource to the failover resource group.

# clressharedaddress create -g resource-group \
-h shared-address[,..] \

[-N netiflist] \

resource

-g resource-group

Specifies the name of the failover resource group.

-h shared-address|,...]

Specifies a comma-separated list of shared addresses that this resource is to make available.

resource-group

Specifies the name of the resource group. This name can be your choice but must be unique
for resource groups within the cluster.

-N netiflist
Specifies an optional, comma-separated list that identifies the IPMP groups that are on each
node or zone. The format of each entry in the list is netifenode. The replaceable items in
this format are as follows:

netif Specifies an IPMP group name, such as sc_ipmp®, or a public
network interface card (NIC). If you specify a public NIC, Oracle
Solaris Cluster attempts to create the required IPMP groups.

node Specifies the name or ID of a node. To specify the global zone, or to
specify a node without non-global zones, specify only nodel,...]

This list is optional. If you omit this list, Oracle Solaris Cluster attempts to create the
required IPMP groups.

Note - Oracle Solaris Cluster does not currently support using the adapter name for netif.

resource

Specifies the name of the resource.

Bring the failover resource group online.

# clresourcegroup online -eM otd-rg

otd-rg

Specifies the name of the failover resource group.

Configure the Oracle Traffic Director server instance that uses the shared
address.
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8. Create a scalable resource group to run on all the desired cluster nodes.

Create a resource group to hold a data service application resource. You must specify the
maximum and desired number of primary nodes as well as a dependency between this resource
group and the failover resource group that you created in Step 3. This dependency ensures that
in the event of failover, the resource manager starts the network resource before starting any
data services that depend on the network resource.

# clresourcegroup create -p Maximum_primaries=m \
-p Desired_primaries=n \
scalable-resource-group

-p Maximum_primaries=m

Specifies the maximum number of active primary nodes allowed for this resource group. If
you do not assign a value to this property, the default is 1.

-p Desired primaries=n
Specifies the desired number of active primary nodes allowed for this resource group. If
you do not assign a value to this property, the default is 1.

scalable-resource-group

Specifies the scalable resource group.

Note - If the value of the Maximum primaries is equal to the value of the Desired primaries,
and if that number is equal to the number of nodes in the nodes list, then you can substitute the
-p Maximum_primaries=m \ -p Desired_primaries=n options with the -S option. For example:

# clresourcegroup create -S resource-group

9. Create an application resource in the scalable resource group.

You can repeat this step to add multiple application resources, such as secure and insecure
versions, to the same resource group.

To set load balancing for the data service, use the two standard resource properties

Load balancing policy and Load balancing weights. See the r _properties(5) man page
for a description of these properties. Additionally, see the examples that follow this section.

# clresource create -g scalable-resource-group \

-t resource-type \

-p ORACLE_HOME=oracle-traffic-director-installation-directory \
-p INSTANCE_HOME=instance-directory \

-p Resource_dependencies=shared-address|,..] \
-p Port_list=port-number/protocol[,..] \

-p Scalable=True \

resource
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10.

-g scalable-resource-group

Specifies the name of the scalable resource group into which the resources are to be placed.

-t resource-type

Specifies the type of the resource to add.

-p ORACLE_HOME=oracle-traffic-director-installation-directory

Specifies the directory where the Oracle Traffic Director software has been installed.
This is a per-node setting and if the location is different on each node, each node must be
qualified with the node name. For example:

-p ORACLE_HOME{nodel }=oracle-traffic-director-installation-directory-nodel \
-p ORACLE_HOME{node2}=oracle-traffic-director-installation-directory-node2

-p INSTANCE_HOME=instance-directory

Specifies the directory where the Oracle Traffic Director instance configuration is located.
This is a per-node setting and if the location is different on each node, each node must be
qualified with the node name. For example:

-p INSTANCE_HOME{nodel }=instance-directory-nodel \
-p INSTANCE_HOME{node2}=instance-directory-node2

-p Resource dependencies=shared-address],..]

Specifies a comma-separated list of network resources that identify the shared addresses
that the data service uses.

-p Port_list=port-number/protocol[,..]

Specifies a comma-separated list of port numbers and protocol to be used, for example, 80/
tcp,81/tcp.

-p Scalable=True

Specifies a Boolean that is required for scalable services.

resource

Specifies the name of the resource to add.

The resource is created in the enabled state.

Bring the scalable resource group online.

# clresourcegroup online -eM resource-group

-eM resource-group

Specifies the name of the scalable resource group.
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Example 1-2

Creating an Oracle Traffic Director Resource for Use With a Scalable Shared Address

This example creates an Oracle Traffic Director otd- rs resource named otd- rg in a resource
group named web - rg, which is configured to run simultaneously on all four nodes of a four-
node cluster.

The Oracle Traffic Director instances are configured to listen on port 80 and uses the IP
addresses as configured in a SharedAddress resource named sa- rs, which is contained in the
resource group sa-rg. The hostname otd-a-sa, is configured in the naming service used by the
cluster and any of the clients that will be accessing the server instances.

To create the shared address resource group and resource for this example, do the following:

# clresourcegroup create sa-rg

# clressharedaddress create -g sa-rg -h
otd-a-sa sa-rs

# clresourcegroup online -eM sa-rg

To create the Oracle Traffic Director resource group and resource, do the following:

# clresourcegroup create -S otd-rg
# clresourcetype register ORCL.otd
# clresource create -g otd-rg -t ORCL.otd
\

-p ORACLE_HOME=/global/otd/otd-home
\

-p INSTANCE_HOME{nodel}=
/global/otd/otd-1/net-otd-a \

-p INSTANCE_HOME{node2}=
/global/otd/otd-2/net-otd-a \

-p INSTANCE_HOME{node3}=
/global/otd/otd-3/net-otd-a \

-p INSTANCE_HOME{node4}=
/global/otd/otd-4/net-otd-a \

-p Resource_dependencies_offline_restart=otd-gfs-rs
\

-p Resource_dependencies=sa-rs

\

-p Port_List=80/tcp

\

-p Scalable=True \

otd-rs

# clresourcegroup online -eM otd-rg

Tuning the HA for Oracle Traffic Director Fault Monitor

The HA for Oracle Traffic Director fault monitor is contained in the resource that represents
Oracle Traffic Director. You create this resource when you register and configure HA for Oracle
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Traffic Director. For more information, see “Registering and Configuring HA for Oracle Traffic
Director” on page 13.

System properties and extension properties of this resource control the behavior of the fault
monitor. The default values of these properties determine the preset behavior of the fault
monitor. The preset behavior should be suitable for most Oracle Solaris Cluster installations.
Therefore, you should tune the HA for Oracle Traffic Director fault monitor only if you need to
modify this preset behavior.

For more information, see the following sections.

m  “Tuning Fault Monitors for Oracle Solaris Cluster Data Services” in “Oracle Solaris Cluster
Data Services Planning and Administration Guide ”

= “Changing Resource Type, Resource Group, and Resource Properties” in “Oracle Solaris
Cluster Data Services Planning and Administration Guide ”

m  “Standard Properties” in “Oracle Solaris Cluster Data Services Planning and Administration
Guide ”

Operations by the Fault Monitor During a Probe

The probe for HA for Oracle Traffic Director uses a request to the Oracle Traffic Director
instance to query the health of the Oracle Traffic Director instance. Before the probe actually
queries the Oracle Traffic Director instance, a check is made to confirm that the network
resources are configured for the Oracle Traffic Director instance resource. If no network
resources are configured, an error message is logged, and the probe exits with a failure.

If the Oracle Traffic Director instance resource is used in conjunction with a failover logical
hostname, the fault monitor will retrieve the Port_list extension property and connect to the
Oracle Traffic Director instance through the localhost on that port. When used with a Shared
Address, the Resource dependencies resource-property setting on the Oracle Traffic Director
resource determines the set of IP addresses that the Oracle Traffic Director instance uses.

The Port list resource-property setting determines the list of port numbers that the Oracle
Traffic Director instance uses. The fault monitor monitors the Oracle Traffic Director server
instance through the first port in Port list. All the ports used by Oracle Traffic Director must
be configured in Port_list in order for the shared address load balancing feature to work
correctly.

If the probe fails to connect to the Oracle Traffic Director instance using a specified IP address
and port combination, a complete failure occurs. The probe records the failure and takes
appropriate action.

The probe sends an HTTP HEAD request to the Oracle Traffic Director instance and waits for
the response. The request can be unsuccessful for various reasons, including heavy network
traffic, heavy system load, and misconfiguration.

Misconfigurations can occur during the following conditions.
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m  The Oracle Traffic Director instance is not configured to listen on all ports
(INADDR_ANY), when the Oracle Traffic Director resource is configured with a failover
logical hostname.

m  The Oracle Traffic Director instance is not configured to listen on the shared address when
the Oracle Traffic Director resource is configured with a shared address.

®  The Resource dependencies and Port list resource properties were not set correctly
when you created the resource.

If the reply to the query is not received within the Probe timeout resource time limit, the probe
considers this probe a failure of HA for Oracle Traffic Director. The failure is recorded in the
probe's history.

A probe failure can be a complete or partial failure. The following probe failures are considered
complete failures.

®  Failure to connect to the server. The following error message is sent, where %s indicates the
host name and %d indicates the port number.

Failed to connect to %s port %d

®  Timeout (exceeding the resource-property timeout Probe timeout) after trying to connect
to the server.

m  Failure to successfully send the probe string to the server. The following error message is
sent, where the first %s indicates the host name, %d indicates the port number, and the second
%s indicates further details about the error.

Failed to communicate with server %s port %d: %s

The monitor accumulates two such partial failures within the resource-property interval
Retry interval and counts them as one failure.

The following probe failures are considered partial failures.

®  Timeout (exceeding the resource-property timeout Probe timeout) while trying to read the
reply from the server to the probe's query.

m  Failing to read data from the server for other reasons. The following error message is sent,
where the first %s indicates the host name, %d indicates the port number, and the second %s
indicates further details about the error.

Failed to communicate with server %s port %d: %s

The probe connects to the Oracle Traffic Director instance and performs an HTTP GET check

by sending a HTTP request to the Server URL property. If the HTTP server return code is 500
(Internal Server Error) or if the connect fails, the probe will take action.

The result of the HTTP requests is either a success or a failure. If all the requests from the
Oracle Traffic Director instance receive a response that indicates a success, then the probe
returns and continues the next cycle of probing.
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Heavy network traffic, heavy system load, and misconfiguration can cause the HTTP GET
probe to fail. Misconfiguration of the Server URL property can cause a failure if a URI in the
Server URL property includes an incorrect port or hostname. For example, if the URI was
specified to connect to a host other than the localhost when configured with a failover logical
host, or to connect to a host other than the shared address when configured with a shared
address.

Based on the history of failures, a failure can cause either a local restart or a failover of the data
service. This action is further described in “Tuning Fault Monitors for Oracle Solaris Cluster
Data Services” in “Oracle Solaris Cluster Data Services Planning and Administration Guide .
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APPENDIX A

HA for Oracle Traffic Director Extension
Properties

This section describes the extension properties for the resource type ORCL .otd. This
resource type represents the Oracle Traffic Director application in an Oracle Solaris Cluster
configuration.

For details about system-defined properties, see the r_properties(5) man page and the
rg_properties(5) man page.

The extension properties of the ORCL.otd resource type are as follows:

ORACLE_HOME

This property is a per-node string of the Oracle Traffic Director installation directory path
name. You must specify this property for each node at resource creation time.

Category Required

Data type String

Default ---not set---
Tunable When disabled

INSTANCE_home

This property is a per-node string of the Oracle Traffic Director installation directory path
name. You must specify this property for each node at resource creation time.

Category Required

Data type String

Default ---not set---
Tunable When disabled

Appendix A « HA for Oracle Traffic Director Extension Properties 29


http://www.oracle.com/pls/topic/lookup?ctx=E39579&id=CLCRMr-properties-5
http://www.oracle.com/pls/topic/lookup?ctx=E39579&id=CLCRMrg-properties-5

Server URL

By default, the Oracle Traffic Director server instance is probed either through the
localhost:port when a logical host is used, or the shared address:port when a shared
address is used.

This property allows you to specify an alternate URL to monitor the Oracle Traffic Director
server instance. The fault monitor periodically runs the HTTP GET command for the URL
specified and takes action if the HTTP request returns with response code 500 "Internal
Server Error", or if the application server does not respond within the configured timeout

period.

Category Required
Data type String
Default Null
Tunable Any time

Monitor_ retry count

Controls the restarts of the fault monitor. This property indicates the number of times the
fault monitor is restarted by the process monitor facility and corresponds to the -n option
passed to the pmfadm command. The number of restarts is counted in a specified time
window. See the Monitor retry_interval property for more information. Note that this
property refers to the restarts of the fault monitor itself, not the Oracle Traffic Director
instance. The restarts of the Oracle Traffic Director instance are controlled by the system-
defined properties Thorough probe interval, Retry interval, and Retry count, as
specified in their descriptions. See the clresource(1CL) man page for more information.
You can modify the value for this property at any time.

Category Required
Data type Integer
Minimum -1
Default 4
Tunable Any time

Monitor retry interval

Indicates the time in minutes, over which the failures of the fault monitor are counted, and
corresponds to the -t option passed to the pmfadm command. If the number of times the
fault monitor fails exceeds the value of Monitor_retry count, the fault monitor is not
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restarted by the Process Monitor Facility. You can modify the value for this property at any

time.

Category Required
Data type Integer
Minimum -1
Default 2
Tunable Any time

Probe timeout

This property is the time-out value, in seconds, that is used by the fault monitor to probe an
Oracle Traffic Director instance. You can modify the value for this property at any time.

Category Required

Data type Integer

Minimum 15

Default 90

Tunable Any time
Num_probes

This property indicates the number of times that the fault monitor can timeout while
probing before taking action on an Oracle Traffic Director server instance. You can modify
the value for this property at any time.

Category Required
Data type Integer
Minimum 1

Default 2
Tunable Any time
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