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About This Document

This document describes BEA WebL ogic Server™ Clusters, and provides an
introduction to developing clusters with WebL ogic Server 6.1.

The document is organized as follows:

Chapter 1, “Introduction to WebL ogic Server Clustering,” introduces WebL ogic
Server Cluster concepts, and summarizes the changes to clustering in WebL ogic
Server 6.1.

Chapter 2, “Cluster Features and Infrastructure,” describes the basic features that
acluster provides for HTTP sessions and clustered objects.

Chapter 3, “Understanding HTTP Session State Replication,” explains how a
WebL ogic Server cluster replicates HTTP session states in memory to provide
automatic load balancing and failover.

Chapter 4, “Understanding Object Clustering,” describes how WebL ogic Server
provides|oad balancing and failover for clustered EJBs and RMI objects.

Chapter 5, “Planning WebL ogic Server Clusters,” describes common issues to
consider before deploying one or more WebL ogic Server clusters. This section
also presents recommended cluster architectures for common Web applications.

Chapter 6, “Administering WebL ogic Clusters,” introduces WebL ogic Server
Cluster administration, including information on how to set up and run a
WebL ogic Server Cluster.

Chapter 7, “Troubleshooting Common Problems,” provides a checklist to assist
you in resolving cluster problems.

“The WebL ogic Cluster API” introduces the cluster API for RMI aobjects and
offersinformation on development using the API.
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m  “Configuring BIG-IP™ Hardware with Clusters’ contains instructions for
configuring the BIG-1P load balancer.

Audience

This document is written for application devel opers and administrators who are
interested in deploying Web-based applications onto one or more clusters. It is
assumed that readers have afamiliarity with HTTP, HTML coding, and Java
programming (servlets, JSP, or EJB development).

e-docs Web Site

BEA product documentation is available on the BEA corporate Web site. From the
BEA Home page, click on Product Documentation.

How to Print the Document

Y ou can print acopy of this document from aWeb browser, onefileat atime, by using
the File—>Print option on your Web browser.

A PDF version of this document is available on the WebL ogic Server documentation
Home page on the e-docs Web site (and al so on the documentation CD). Y ou can open
the PDF in Adobe Acrobat Reader and print the entire document (or a portion of it) in
book format. To access the PDFs, open the WebL ogic Server documentation Home
page, click the PDF files button and select the document you want to print.

If you do not have the Adobe Acrobat Reader, you can get it for free from the Adobe
Web site at http://www.adobe.com/.
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Related Information

m The WebLogic Server EJB Container section of the Programming WebLogic
Enter prise JavaBeans manual at
http://e-docs.bea.com/wls/docs61/ejb/EJB_environment.html

m  Programming WebLogic HTTP Servlets at
http://e-docs.bea.com/wls/docs6l/servlet/index.html

m  Deploying and Configuring Web A pplications section of the WebLogic Server
Administration Guide at
http://e-docs.bea.com/wls/docs61/adminguide/config_web_app.html

Contact Us!

Y our feedback on the BEA WebL ogic Server documentation isimportant to us. Send
use-mail at docsupport@bea.comif you have questions or comments. Y our comments
will be reviewed directly by the BEA professionals who create and update the

WebL ogic Server documentation.

In your e-mail message, please indicate the software name and version you are using,
aswell asthetitle and document date of your documentation.

If you have any questions about this version of BEA WebL ogic Server, or if you have
problems installing and running BEA WebL ogic Server, contact BEA Customer
Support through BEA WebSUPPORT at http://www.bea.com. Y ou can also contact
Customer Support by using the contact information provided on the Customer Support
Card, which isincluded in the product package.

When contacting Customer Support, be prepared to provide the following information:
m  Your name, e-mail address, phone number, and fax number
®m Your company name and company address

m Your machine type and authorization codes
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m  The name and version of the product you are using

m A description of the problem and the content of pertinent error messages

Documentation Conventions

Xii

The following documentation conventions are used throughout this document.

Convention

Item

boldface text

Indicates terms defined in the glossary.

Ctrl+Tab Indicates that you must press two or more keys simultaneoudly.
italics Indicates emphasis or book titles.
nonospace Indicates code samples, commands and their options, data structures and
t ext their members, data types, directories, and filenames and their extensions.
Monospace text also indicates text that you must enter from the keyboard.
Examples:
#include <iostreamh> void main ( ) the pointer psz
chnod u+w *
\tux\ dat a\ ap
. doc
t ux. doc
Bl TMAP
fl oat
nonospace Identifies significant words in code.
bol df ace Example:
t ext . .
void commt ( )
nonospace Identifies variables in code.
italic Example:
t ext .
String expr
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Convention

Item

UPPERCASE Indicates device names, environment variables, and logical operators.
TEXT Examples:

LPT1

SIGNON

OR
{} Indicates a set of choicesin asyntax line. The braces themselves should

never be typed.

[]

Indicates optional itemsin asyntax line. The brackets themselves should
never be typed.

Example:

buil dobjclient [-v] [-0 name ] [-f file-list]...

[-1 file-list]...

Separates mutually exclusive choicesin asyntax line. The symbol itself
should never be typed.

Indicates one of the following in a command line:

m  That an argument can be repeated several timesin acommand line

m  That the statement omits additional optiona arguments

m  That you can enter additional parameters, values, or other information
The dlipsisitself should never be typed.

Example:

buil dobjclient [-v] [-0 name ] [-f file-list]...
[-1 file-list]...

Indicates the omission of items from a code example or from asyntax line.
The vertical ellipsisitself should never be typed.
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What I's a WebLogic Server Cluster?

1 Introduction to

WebLogic Server
Clustering

The following sections introduce WebL ogic Server clusters:
m What IsaWebLogic Server Cluster?
m  What Services Are Clustered?

m  New Cluster Featuresin WebL ogic Server Version 6.1

What Is a WebLogic Server Cluster?

A WebL ogic Server cluster isagroup of serversthat work together to provide amore
scalable, more reliable application platform than a single server. A cluster appears to
itsclients asasingle server but isin fact a group of servers acting as one. A cluster
provides two key features above a single server:;

m Scalability: The capacity of acluster isnot limited to asingle server or asingle
machine. New servers can be added to the cluster dynamically to increase
capacity. If more hardware is needed, a new server on a new machine can be
added. If asingle server cannot fully utilize an existing machine, additional
servers can be added to that machine.

Using WebL ogic Server Clusters 11
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Introduction to WebL ogic Server Clustering

m High-Availability: A cluster uses the redundancy of multiple serversto insulate
clients from failures. The same service can be provided on multiple serversin
the cluster. If one server fails, another can take over. The ability to failover from
afailed server to afunctioning server increases the availability of the application
to clients.

WebL ogic Server clusters are designed to bring scalability and high availability to
J2EE applications. They provide these featuresin away that istransparent to the
application writer and to clients. It isimportant, however, for application programmers
and administratorsto understand the issuesinherent in clustering in order to maximize
the scalability and availability of their applications.

What Services Are Clustered?

A clustered serviceisan API or interface that is available on multiple serversin the
cluster. HTTP session state clustering and object clustering are the two primary cluster
services that WebL ogic Server provides. WebL ogic Server also provides cluster
support for IMS destinations and JDBC connections, as described in the sections that
follow.

HTTP Session States

1-2

WebL ogic Server provides clustering support for servlets and JSPs by replicating the
HTTP session state of clients that access clustered servlets and JSPs. To benefit from
HTTP session state clustering, you must ensure that the session state is persistent,
either by configure in-memory replication, filesystem persistence, or JDBC
persistence. “Understanding HTTP Session State Replication” on page 3-1 describes
in-memory replication for clustered servlet and JSPs. See “Making Sessions
Persistent” in Programming WebLogic HTTP Servletsfor more information about file
persistence and JDBC persistence.
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What Services Are Clustered?

EJBs and RMI objects

JMS

Load balancing and failover for EJBs and RMI objects is handled using special,
replica-awar e stubs, which can locate instances of the object throughout the cluster.
Y ou createreplica-aware stubsfor EJBsand RMI objects by specifying the appropriate
deployment descriptorsor providing command-lineoptionstor ni c. When you deploy
aclustered object, you deploy it to all the server instancesin the cluster (homogeneous
deployment). “Understanding Object Clustering” on page 4-1 describes object
clustering in more detail.

The WebL ogic JM S architecture implements clustering of multiple IMS servers by
supporting cluster-wide, transparent access to destinations from any server in the
cluster. Although WebL ogic Server supports distributing JM S destinations and
connection factories throughout a cluster, IM S Queues and Topics are still managed
by individual WebL ogic Server instancesin the cluster.

The advantages of clustering WebL ogic IMS include:

m Establish cluster-wide, transparent access to destinations from any server in the
cluster by configuring multiple connection factories and using targets to assign
them to WebL ogic Servers. Each connection factory can be deployed on multiple
WebL ogic Servers.

m | oad balance destinations across multiple serversinstances in the cluster by
configuring multiple IM S servers and using targets to assign them to the defined
WebL ogic Servers. Each JMS server is deployed on exactly one WebL ogic
Server instance and handles requests for a set of destinations.

For more information about Webl ogic JMS and cluster support for IMS, see
“Introduction to WebL ogic IMS’ in Programming WebLogic IMS
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1 introductionto WebLogic Server Clustering

JDBC Connections

WebL ogic Server allows you to cluster JDBC objects, including data sources,
connection pools and multipooals, to improve the availability of cluster-hosted
applications. Each JDBC object you configure for your cluster must exist on each
managed server in the cluster—when you configure the JIDBC objects, target them to
the cluster.

m Data Sources—In acluster, external clients must obtain connections through a
JDBC data source on the INDI tree. The data source uses the WebL ogic Server
RMI driver to acquire a connection. The cluster-aware nature of WebL ogic data
sourcesin external client applications allows a client to request another
connection if the server instance hosting the previous connection fails. Although
not strictly required, BEA recommends that server-side clients also obtain
connections via a data source on the JNDI tree.

m Connection Pools—Connection pools are a collection of ready-to-use database
connections. When a connection pool starts up, it creates a specified number of
identical physical database connections. By establishing connections at start-up,
the connection pool eliminates the overhead of creating a database connection
for each application. BEA recommends that both client and server-side
applications obtain connections from a connection pool through a Data Source
on the INDI tree. When finished with a connection, applications return the
connection to the connection pool.

m  Multipools—Multipools are multiplexers for basic connection pools. To the
application they appear exactly as basic pools, but multipools allow you to
establish a pool of connection pools, in which the connection attributes vary
from connection pool to connection pool. All of the connectionsin agiven
connection pool are identical, but the connections in each connection pool in a
multipool should vary in some significant way such that an expected failure of
one pool will not invalidate another pool in the multipool. Usually these pools
will beto different instances of the same database.

Multipools are only useful if there are multiple distinct database instances that
can equally handle an application connection, and the application system takes
care of synchronizing the databases when application work is distributed among
the databases. In rare cases it may be valuable to have the pools to the same
database instance, but as different users. This would be useful if the DBA
disabled one user, leaving the other user viable.
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What Services Are Clustered?

By default, a clustered multipool provides high availability (DBMS failover). A
multipool can be optionally configured to also provide load balancing.

For moreinformation about JDBC, see* JDBC Components—Connection Pools, Data
Sources, and MultiPools’ in the WebLogic Server Administration Guide.

Getting Connections with Clustered JDBC

To ensure that any JDBC request can be handled equivalently by any cluster member,
each managed server in the cluster must have similarly named/defined pools and, if
applicable, multipools. Data sources, if intended for use in external clients, should be
targeted to the cluster so they are cluster-aware and their connections can be to any
cluster members.

m External Clients Connections—External clients that require a database
connection perform a INDI lookup and obtain a replica-aware stub for the data
source. The stub for the data source contains alist of the server instances that
host the data source—which should be all of the Managed Serversin the cluster.
Replica-aware stubs contain load balancing logic for distributing the load among
host server instances.

m  Server-Side Client Connections—For server-side use, application code can use a
server-side pool driver directly instead of a INDI lookup and a data source, but
if adatasourceisused, it will be alocal object. A server-side data source will
not go to another cluster member for its JDBC connections. The data source
obtains a connection from the pool it references. The connection is pinned to the
local server instance for the duration of the database transaction, and aslong as
the application code retainsit (until the connection is closed).

Failover and Load Balancing for JDBC Connections

Clustering your JDBC objects does not enable failover of connections but it can ease
the process of reconnection when a connection fails. In replicated database
environments, multipools may be clustered to support database failover, and
optionally, load balancing of connections. See the following topics for more
information:

m  To understand the behavior of clustered JDBC objects when failures occur, see
“Failover and JDBC Connections’ on page 2-21.
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m To learn more about how clustered multipools enable load balancing of
connections, see “Load Balancing and JDBC Connections’ on page 2-18.

Non-Clustered Services and APIs

Several APIsand internal services cannot be clustered in WebL ogic Server. These
include:

m Fileservices

m  Time services

m  WebL ogic Events (deprecated in WebL ogic Server 6.0)
m  Workspaces (deprecated in WebL ogic Server 6.0)

m ZAC

Y ou can still use these services on individual WebL ogic Server instancesin acluster.
However, the services do not make use of load balancing or failover features.

New Cluster Features in WebLogic Server
Version 6.1

WebL ogic Server version 6.1 introducesthefollowing new features and improvements
when configured asacluster of server instances, compared to Weblogic Server version
5.X.
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New Cluster Features in WebLogic Server Version 6.1

Integrated Support for Load Balancing Hardware

WebL ogic Server now supports |oad balancing and failover for clustered servlets and
JSPswhen clients connect directly to acluster viasupported load balancing hardware.
Clustered systems are no longer required to proxy HTTP requeststo a cluster using the
Ht t pd ust er Ser vl et or WebLogic Server proxy plug-ins. Understanding HTTP
Session State Replication describes thisin more detail.

Stateful Session EJB Clustering

WebL ogic Server now supports clustering the EJBObj ect for stateful session EJB
instances (as well as the EJBHonme aobject). WeblL ogic Server replicates the state of
stateful session EJBsinmemory, inamanner similar to HT TP session state replication.
See Understanding Object Clustering for more information.

Clustered JMS

WebL ogic Server now supportsdistributing JM S destinations and connection factories
throughout a cluster. JIM S topics and queues, however, are still managed by individual
WebL ogic Server instances in the cluster.

HTTP Session State Replication Changes

WebL ogic Server version 6.1 introduces a more robust mechanism for replicating
servlet session states across clustered server instances. As with previous server
versions, WebL ogic Server maintains two copies of the servlet session state (aprimary
and secondary) on different server instances in the cluster. Version 6.1 improves the
replication system by:

m  Providing administrative control over where WebL ogic Server creates session
State replicas.

m Enabling clients to failover to a secondary session state regardless of wherein
the WebL ogic Server cluster those clients connect.
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These changes provide more opportunities for addressing failover scenarios, and also
make it possible for WebL ogic Server to operate directly in conjunction with load
bal ancing hardware. See Understanding HT TP Session State Replication for more
information.

Administration Changes in WebLogic Server
Version 6.1

Thefollowing changes affect the way you administer clustersin WebL ogic Server 6.1,
compared to WebL ogic Server version 5.x.

Multicast Message Changes

Multiple WebL ogic Server version 6.1 clusters can now “share” asingle multicast
address without causing broadcast message conflicts. Y ou do not need to assign a
dedicated multicast address for each cluster.

Y ou should still ensure that no other applications utilize the WebL ogic Server
multicast address. When other applications broadcast on the cluster multicast address,
al serversin the cluster must deserialize those messages to determine that they are not
cluster-related messages. This introduces unnecessary overhead, and may cause
serversto miss actual cluster broadcast messages.

Homogeneous Deployment

WebL ogic Server version 6.1 supports only homogeneous deployment of clustered
objects. If an object iscompiled as clusterable (if it hasareplica-aware stub), you must
deploy the object to all members of the cluster.

Non-clustered objects (EJBs and RMI classes) may deployed to individual serversin
the cluster.
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Administration Server Configuration

Y ou perform all configuration for a WebL ogic Server 6.1 cluster using the
Administration Console. The Administration Console stores all configuration
information for the cluster in asingle XML configuration file. The Administration

Consol e al so manages deployment of objects and Web applications to members of the
cluster.

For general information about configuring WebL ogic Server 6.1, see the
Administration Guide. See Administering WebL ogic Clustersfor specific instructions
about using the Administration Console to configure a cluster.
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Overview

2 Cluster Features and
Infrastructure

Thefollowing sections describe the infrastructure that aWebL ogic Server cluster uses
to support clustered objects and HTTP session states:

Overview

Server Communication in a Cluster
Cluster-Wide JNDI Naming Service
Load Balancing of Clustered Services

Failover Support for Clustered Services

Overview

This section al so describes the common features—|oad balancing and failover—that
are availableto APIsand services running in aWebL ogic Server cluster.
Understanding these topicsisimportant for planning and configuring a WebL ogic
Server cluster that meets the needs of your Web application.
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Server Communication in a Cluster

WebL ogic Server instances in a cluster communicate with one another using two
basic network technologies:

e [P multicast, which broadcasts all one-to-many communications among
clustered WebL ogic Server instances.

e [P sockets, which act as the conduits for peer-to-peer communication
between clustered server instances.

The way in which WebL ogic Server uses | P multicast and socket communication has
adirect implication on the way you plan and configure your cluster.

One-to-Many Communication Using IP Multicast

2-2

IP multicast is a simple broadcast technology that enables multiple applications to
“subscribe” to agiven | P address and port number and listen for messages. A multicast
addressis an |P address in the range from 224.0.0.0 to 239.255.255.255.

IP multicast provides a simple method to broadcast messages to applications, but it
does not guarantee that messages are actually received. If an application’ s local
multicast buffer isfull, new multicast messages cannot be written to the buffer and the
application is not notified as to when messages are “ dropped.” Because of this
limitation, WebL ogic Servers account for the possibility that they may occasionally
miss messages that were broadcast over IP multicast.

WebL ogic Server uses |P multicast for all one-to-many communi cation among server
instancesin acluster. Thisincludes:

m Cluster-wide JINDI updates—all servers use multicast to announce the
availability of clustered objects that are deployed or removed locally. Servers
monitor these announcements so that they can update their local INDI tree to
reflect current deployments of clustered objects. See “ Cluster-Wide JNDI
Naming Service” on page 2-10 for more details.

m Cluster heartbeats— WebL ogic Server uses multicast to broadcast regular
“heartbeat” messages that advertise the availability of individual server instances
in acluster. All serversin the cluster listen to heartbeat messages as away to
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determine when a server has failed. (Clustered servers also monitor |P sockets as
amore immediate method of determining when a server hasfailed.) See Failover
Support for Clustered Services for more information.

Implications for Cluster Planning and Configuration

Because multicast controls critical functions related to detecting failures and
maintaining the cluster-wide JNDI treeg, it isimportant that neither the cluster
configuration nor the basi ¢ network topology interfere with multicast communication.
Always consider the following ruleswhen configuring or planning aWebL ogic Server
cluster.

Multicast Requirements for WAN Clustering

For most deployments, limiting clustered servers to a single subnet ensures that
multicast messages are reliably transmitted. In special cases, however, you may want
to distribute a WebL ogic Server cluster across subnetsin a Wide Area Network
(WAN). This may be desirable to increase redundancy in a clustered deployment, or
to distribute clustered instances over alarger geographical area.

If you chooseto distribute a cluster over aWAN (or across multiple subnets), you must
plan and configure your network topology to ensure that multicast messages are
reliably transmitted to all serversin the cluster. Specifically, your network must meet
the following requirements:

m  The network must fully support IP multicast packet propagation. In other words,
all routers and other tunneling technologies must be configured to propagate
multicast messages to clustered instances.

m  The network latency must be sufficiently small as to ensure that most multicast
messages reach their final destination in 200 to 300 milliseconds.

m Themulticast Time-To-Live (TTL) value must be high enough to ensure that
routers do not discard multicast packets before they reach their final destination.
For instructions on setting multicast TTL, see “ Configure Multicast
Time-To-Live (TTL)” on page 6-23.

Note: Distributing aWebL ogic Server cluster over aWAN may require network
facilitiesin addition to the multicast requirements described above. For
example, you may want to configure load balancing hardware to ensure that
client requests are directed to serversin the most efficient manner (to avoid
unnecessary network hops).

Using WebL ogic Server Clusters 2-3



2 Cluster Features and Infrastructure

Firewalls Can Break Multicast Communication

Although it may be possible to tunnel multicast traffic through afirewall, this practice
is not recommended for WebL ogic Server clusters. Each WebL ogic Server cluster
should betreated asalogical unit that provides one or more distinct servicesto clients
of aWeb application. Such alogical unit should not be split between different security
zones. Furthermore, any technologies that can potentially delay or interrupt IP traffic
can prove disruptive to a WebL ogic Server cluster by generating false failures due to
missed heartbeats.

Use an Exclusive Multicast Address for WebLogic Server Clusters

Although multiple WebL ogic Server clusters can share asingle IP multicast address
and port number, other applications should not broadcast or subscribe to the same
address. “ Sharing” amulticast address with other applicationsforces clustered servers
to process unnecessary messages, introducing overhead to the system.

Sharing a multicast address may also overload the P multicast buffer and delay
transmission of WebL ogic Server heartbeat messages. Such delays can potentially
result in aWebL ogic Server instance being marked as failed, smply because its
heartbeat messages were not received in atimely manner.

For these reasons, assign a dedicated multicast address for use by WebL ogic Server
clusters, and ensure that the address can support the broadcast traffic of al clustersthat
use the address.

If Multicast Storms Occur

2-4

If server instances in a cluster do not process incoming messages on atimely basis,
increased network traffic, including NAK messages and heartbeat re-transmissions,
can result. The repeated transmission of multicast packets on a network isreferred to
as amulticast storm, and can stress the network and attached stations, potentially
causing end-stations to hang or fail. Increasing the size of the multicast buffers can
improve the rate at which announcements are transmitted and received, and prevent
multicast storms.

If multicast storms occur because server instances in a cluster are not processing
incoming messages on atimely basis, you can increase the size of multicast buffers.
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TCP/IP kernel parameters can be configured with the UNIX ndd utility. The
udp_max_buf parameter controls the size of send and receive buffers (in bytes) for a
UDP socket. The appropriate value for udp_max_buf varies from deployment to
deployment. If you are experiencing multicast storms, increase the value of
udp_max_buf by 32K, and evaluate the effect of this change.

Do not change udp_max_buf unlessnecessary. Before changing udp_nax_buf , read
the Sun warning in the “UDP Parameters with Additional Cautions’ section in the
“TCP/IP Tunable Parameters’ chapter in Solaris Tunable Parameters Reference
Manual at http://docs.sun.com/?p=/doc/806-6779/6jfmsfr70& .

Peer-to-Peer Communication Using IP Sockets

While one-to-many communication among clustered servers takes place using
multicast, peer-to-peer communication between Webl ogic Server instances uses |P
sockets. |P sockets provide a simple, high-performance mechanism for transferring
messages and data between two applications. WebL ogic Server instancesin a cluster
may use | P sockets for:

m Accessing non-clustered objects that reside on a remote server instancein the
cluster.

m Replicating HTTP session states and stateful session EJB states between a
primary and secondary server for high availability.

m  Accessing clustered objects that reside on aremote server instance. (This
generaly occursonly in amulti-tier cluster architecture, as described in
Recommended Multi-Tier Architecture.)

Note: Theuse of IP socketsinWebL ogic Server actually extends beyond the cluster
scenario—all RMI communication takes place using sockets, for example,
when aremote Java client application accesses a remote object.

Proper socket configuration is crucial to the performance of a WebLogic Server
cluster. Two factors determine the efficiency of socket communicationsin WebL ogic
Server:

m  Whether the server’s host system uses a native or a pure-Java socket reader
implementation.
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m For systemsthat use Java socket readers, whether the server is configured to use
enough socket reader threads.

Pure-Java Versus Native Socket Reader Implementations

2-6

Although the pure-Javaimplementation of socket reader threads provides areliable
and portable method of peer-to-peer communication, it does not provide the best
performance for heavy-duty socket usage in a WebL ogic Server cluster. With
pure-Java socket readers, threads must actively poll al opened socketsto determine if
they contain data to read. In other words, socket reader threads are always “busy”
polling sockets, even if the sockets have no data to read.

This problem is magnified when a server has more open sockets than it has socket
reader threads. In this case, each reader thread must poll more than one open socket,
waiting for atimeout condition to determinethat the socket isinactive. After atimeout,
the thread moves to another waiting socket, as shown below.

Poll Poll Read

*Socket Reader Thread ¢ ¢ ¢

DSocket _ A s

IActive Socket EI I N I :':’

1 2 3 4 5 6

When the number of opened sockets outhumbers the available socket reader threads,
active sockets may go unserviced until an available reader thread polls them.

For best socket performance, always configure the WebL ogic Server host machineto
use the native socket reader implementation for your operating system, rather than the
pure-Javaimplementation. Native socket readers use far more efficient techniques to
determineif there is data to read on a socket. With a native socket reader
implementation, reader threads do not need to poll inactive sockets—they service only
active sockets, and they areimmediately notified (viaan interrupt) when agiven socket
becomes active.

For instructions on configure the WebL ogic Server host machine to use the native
socket reader implementation, see“ Configure Native | P Sockets Readers on Machines
that Host Server Instances’ on page 6-22.
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Configuring Reader Threads for Java Socket Implementation

If you do use the pure-Java socket reader implementation, you can still improve the
performance of socket communication by configuring the proper number of socket
reader threads. For best performance, the number of socket reader threadsin

WebL ogic Server should equal the potential maximum number of opened sockets.
This avoids “sharing” areader thread with more than one socket, and ensures that
socket datais read immediately.

Determining Potential Socket Usage

Each WebL ogic Server instance can potentially open a socket for every other server
instance in the cluster. However, the actual maximum number of sockets used at a
given time is determined by the configuration of your cluster. In practice, clustered
systems generally do not open a socket for every other server instance, due to the way
in which clustered services are deployed.

For example, if your cluster usesin-memory HTTP session state replication, and you
deploy only clustered objectsto all WebL ogic Server instances, each server potentially
opens amaximum of only two sockets, as shown below.
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The two sockets in the above example are used to replicate HT TP session states
between primary and secondary servers. Sockets are not required for accessing
clustered objects, due to the collocation optimizations that WebL ogic Server usesto
access those objects. In this configuration, the default socket reader thread
configuration is sufficient.

If you pin non-clustered RMI objects to particular servers, the potential maximum
number sockets increases, because server instances may need to open additional
sockets to access the pinned object. (This potential can only be released if aremote
server actually looks up the pinned object.) Thefigure below showsthe potential effect
of deploying a non-clustered RM|I object to Server A.
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In this example, each server can potentially open a maximum of three sockets at a
given time, to accommodate HT TP session state replication and to access the pinned
RMI object on Server A.

Note: Additional sockets may also be required for servlet clustersin a multi-tier
cluster architecture, as described in “Recommended Multi-Tier Architecture’
on page 5-7.

For instructions to set the number of reader threads, see “ Set the Number of Reader
Threads on Machines that Host Server Instances’ on page 6-22.

Client Communication via Sockets

Clients of acluster use the Javaimplementation of socket reader threads. Java client
applicationsin WebL ogic Server version 6.1 can potentially open more | P socketsthan
clients of previous WebL ogic Server versions, even when clients connect through a
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firewall. Whereasin versions 4.5 and 5.1, Java clients connecting to a cluster through
afirewall utilized a single socket, WebL ogic Server version 6.1 imposes no such
restrictions. If clients make requests of multiple server instances in a cluster (either
explicitly or by accessing “ pinned” objects), theclient opensindividual socketsto each
server.

For best performance, configure enough socket reader threadsin the VM that runsthe
client. For instructions, see “ Set the Number of Reader Threads on Client Machines’
on page 6-23.

Note: Browser-based clients and Applets connecting to a WebL ogic Server version
6.1 cluster use only a single IP socket.

Cluster-Wide JNDI Naming Service

2-10

Clients of an individual WebL ogic Server access objects and services by using a
JNDI-compliant naming service. The INDI naming service containsalist of the public
services that the server offers, organized in a“tree” structure. A WebL ogic Server
offers anew service by binding into the JNDI tree a name that represents the service.
Clients obtain the service by connecting to the server and looking up the bound name
of the service.

Server instancesin acluster utilizeacluster-wide JNDI tree. A cluster-wide INDI tree
issimilar to asingle server INDI tree, insofar as the tree contains alist of available
services. In addition to storing the names of local services, however, the cluster-wide
JNDI tree storesthe services offered by clustered objects (EJBsand RMI classes) from
other serversin the cluster.

Each WebL ogic Server instance in a cluster creates and maintains alocal copy of the
logical cluster-wide JNDI tree. By understanding how the cluster-wide naming treeis
maintained, you can better diagnose naming conflicts that may occur in a clustered
environment.

Warning: Do not use the cluster-wide JNDI tree as a persistence or caching
mechanism for application data. Although WebL ogic Server replicates a
clustered server’ s INDI entriesto other serversin the cluster, those entries
areremoved fromthecluster if the original server fails. Also, storing large
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objects within the JINDI tree can overload multicast traffic and interfere
with the normal operation of acluster.

Creating the Cluster-Wide JNDI Tree

Each WebL ogic Server in acluster builds and maintainsits own local copy of the
cluster-wide JNDI tree, which lists the services offered by all members of the cluster.
Creating a cluster-wide JNDI tree begins with the local INDI tree bindings of each
server instance. As a server boots (or as new services are dynamically deployed to a
running server), the server first bindsthe implementations of those servicesto thelocal
JINDI tree. The implementation is bound into the INDI tree only if no other service of
the same name exists.

Once the server successfully binds a service into the local INDI tree, additional steps
aretaken for clustered objects that use replica-aware stubs. After binding a clustered
object’simplementation into the local INDI tree, the server sends the object’ s stub to
other members of the cluster. Other members of the cluster monitor the multicast
address to detect when remote servers offer new services.

A B
Object X Service offered
A on Server A
IP
D Multicast C
Object X
C
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The example above shows a snapshot of the INDI binding process. Server A has
successfully bound an implementation of clustered Object X into itslocal JNDI tree.
Because Object X isclustered, it offersthisserviceto all other members of the cluster.
Server Cisstill inthe process of binding an implementation of Object C.

Other serversin the cluster listening to the multicast address observe that Server A
offersanew servicefor clustered object, X. These serversupdatetheir local INDI trees
to include the new service.

Updating the local INDI bindings occurs in one of two ways:

m If the clustered serviceis not yet bound in the local JNDI tree, the server binds a
new replica-aware stub into the local tree that indicates the availability of Object
X on Server A. Servers B and D would update their local INDI treesin this
manner, because the clustered object is not yet deployed on those servers.

m If the server already has a binding for the cluster-aware service, it updatesits
local INDI treeto indicate that areplica of the serviceis also available on Server
A. Server C would update its INDI tree in this manner, because it will already
have a binding for the clustered Object X.

In this manner, each server in the cluster createsits own copy of a cluster-wide JNDI
tree. The same process would be used when Server C announces that Object X has
been bound into itslocal INDI tree. After all broadcast messages are received, each
server in the cluster would have identical to indicate availability of the object on
servers A and C, as shown below.
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A

B
Object X Object X
A C A C
D C
Object X Object X
A, C A, C

Note: Inan actual cluster system, Object X would be deployed homogeneously, and
an implementation would be available on all four servers.

Handling JNDI Naming Conflicts

Simple INDI naming conflicts occur when a server attempts to bind a non-clustered
service that uses the same name as a non-clustered service aready bound in the INDI
tree. Cluster-level INDI conflicts occur when a server attempts to bind a clustered
object that uses the name of a non-clustered object already bound in the INDI tree.

WebL ogic Server detects ssmple naming conflicts (of non-clustered services) when
those servicesare bound to the local INDI tree. Cluster-level INDI conflicts may occur
when new services are advertised over multicast. For example, if you deploy a pinned
RMI object on one server in the cluster, you cannot deploy areplica-aware version of
the same object on another server instance.

If two serversin acluster attempt to bind different clustered objects using the same
name, both will succeed in binding the object locally. However, each server will refuse
to bind the other server’s replica-aware stub in to the INDI tree, due to the INDI
naming conflict. A conflict of thistype would remain until one of the two serverswas
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shut down, or until one of the servers undeployed the clustered object. This same
conflict could also occur if both servers attempt to deploy a pinned object with the
same name.

Homogeneous Deployment

To avoid cluster-level INDI conflicts, you must deploy al replica-aware objectsto all
WebL ogic Server instances in a cluster (homogeneous deployment). Having
unbalanced deployments across WebL ogic Server instances increases the chance of
JNDI naming conflicts during startup or redeployment. It can also |ead to unbalanced
processing loads in the cluster.

If you must pin specific RMI objects or EJBsto individual servers, make sure you do
not replicate the object’ s bindings across the cluster.

Updating the JNDI Tree

If aclustered object is removed (undeployed from a server), updates to the INDI tree
are handled similar to theway in which new services are added. The WebL ogic Server
on which the service was undepl oyed broadcasts amessage indicating that it no longer
provides the service. Again, other serversin the cluster that observe the multicast
message update their local copies of the INDI tree to indicate that the serviceis no
longer available on the server that undeployed the object.

Once the client has obtained a replica-aware stub, the server instances in the cluster
may continue adding and removing host serversfor the clustered objects, as described
in Updating the INDI Tree. Asthe information in the INDI tree changes, the client’s
stub may also be updated. Subsequent RMI requests contain update information as
necessary to ensure that the client stub remains up-to-date.

Client Interaction with the Cluster-Wide JNDI Tree

2-14

Clientsthat connect to aWebL ogic Server cluster and look up aclustered object obtain
areplica-aware stub for the object. This stub contains the list of available server
instances that host implementations of the object. The stub also contains the load
balancing logic for distributing the load among its host servers.
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“Understanding Object Clustering” on page 4-1 provides more detail s about
replica-aware stubs for EJBs and RMI classes.

For amore detailed discussion of how WebL ogic INDI isimplemented in a clustered
environment and how to make your own objects available to JINDI clients, see"Using
WebL ogic INDI in a Clustered Environment" in Programming WebLogic JNDI.

Load Balancing of Clustered Services

Inorder for acluster to be scalable, it must ensurethat each server isfully utilized. The
standard technique for accomplishing thisisload balancing. The basicideabehind load
balancing isthat by distributing the load proportionally among all the serversin the
cluster, the servers can each run at full capacity. Thetrick to load balancing is coming
up with atechniquethat issimpleyet sufficient. If all serversin the cluster arethe same
power and offer the same services, it is possible to use a very simple algorithm that
reguires no knowledge of the servers. If the servers vary in power or in the kind of
services they deploy, the algorithm must take into account these differences.

Load Balancing for HTTP Session States

Load balancing for servlet and JSP HT TP session states can be accomplished either by
using separate load balancing hardware or by using the built-in load balancing
capabilities of aWebL ogic proxy plug-in.

For clustersthat utilize abank of Web serversand WebL ogic proxy plug-ins, the proxy
plug-ins provide only around-robin algorithm for distributing requeststo servletsand
JSPsin acluster. Thisload balancing method is described below in Round-Raobin
(Default).

Clustersthat utilize a hardware |oad balancing solution can utilize any load balancing
algorithms supported by the hardware. These may include advanced load-based
balancing strategies that monitor the utilization of individual machines.
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Note: External load balancers can distribute HTTP traffic, but do not provide load
balancing for EJBs and RMI objects. Object-level load balancing requires
specific algorithms and services that current external load balancers do not
provide. See*“Load Balancing for Clustered Objects’ on page 2-16 for a
discussion of object-level load balancing in WebLogic Server.

Load Balancing for Clustered Objects

WebL ogic Server clusters support several algorithms for load balancing clustered
objects. The particular algorithm you choose is maintained within the replica-aware
stub obtained for the clustered object. Configurable algorithms for load balancing
clustered objects are:

m  Round-robin
m  Weight-based
m  Random

L oad balancing is hot supported for objects running on aclient over the [1OP protocol.
For more information, see “ Clustered Objects and RMI-110P Clients’ on page 4-2.

Round-Robin (Default)

2-16

WebL ogic Server usesthe round-robin algorithm asthe default load balancing strategy
for clustered object stubs when no algorithm is specified. Round-robin isthe only load
bal ancing strategy used by WebL ogic proxy plug-insfor HTTP session state
clustering.

Theround-robin algorithm cyclesthrough alist of WebL ogic Server instancesin order.
For clustered objects, the server list consists of WebL ogic Server instances that host
the clustered object. For proxy plug-ins, the list consists of all WebL ogic Serversthat
host the clustered servlet or JSP.

The advantages of thisalgorithm are that it is simple, cheap and very predictable. The
primary disadvantage is that there is some chance of convoying. Convoying occurs
when one server issignificantly slower than the others. Because replica-aware stubs or
proxy plug-ins accessthe serversin the same order, one slow server can cause requests
to “synchronize” on the server, then follow other serversin order for future requests.
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Weight-Based

Random

The wei ght-based al gorithm applies only to object clustering. The algorithm improves
on the round-robin algorithm by taking into account a pre-assigned weight for each
server. Each server in the cluster is assigned aweight in the range (1-100) using the
Cluster Weight field in the WebL ogic Server Administration Console. Thisisa
declaration of what proportion of theload the server will bear relative to other servers.
If al servers have either the default weight (100) or the same weight, they will each
bear an equal proportion of the load. If one server has weight 50 and all other servers
have weight 100, the 50-weight server will bear half as much as any other server. This
algorithm makesit possible to apply the advantages of the round-robin algorithm to
clusters that are not homogeneous.

If you use the weight-based algorithm, you should spend some time to accurately
determine the relative weights to assign to each server instance. Factors that could
affect a server’s assigned weight include:

m  The processing capacity of the server’s hardware in relationship to other servers
(for example, the number and performance of CPUs dedicated to WebL ogic
Server).

m  The number of non-clustered (“pinned”) objects each server hosts.

If you change the specified weight of a server and reboot it, the new weighting
information is propagated throughout the cluster via the replica-aware stubs. See
“Cluster-Wide JNDI Naming Service” on page 2-10 for more information.

Note: Inthisversion of WebL ogic Server, weight-based load balancing is not
supported for objects that communicate using the RMI/11OP protocol.

This algorithm applies only to object clustering. The algorithm chooses the next
replicaat random. Thiswill tend to distribute calls evenly among thereplicas. Itisonly
recommended in a clusters where each server has the same power and hosts the same
services. The advantages are that it is simple and relatively cheap. The primary
disadvantage is that there is a small cost to generating a random number on every
request, and there isa slight probability that the load will not be evenly balanced over
asmall number or runs.
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Using Parameter-Based Routing for Clustered Objects

Itisalso possible to gain finer grain control over load balancing. Any clustered object
can be assigned aCal | Rout er . Thisisaclassthat is called before each invocation
with the parametersof thecall. TheCal | Rout er isfreeto examinethe parametersand
return the name server to which the call should be routed. See Appendix A, “The
WebL ogic Cluster API,” for information about creating custom Cal | Rout er classes.

Load Balancing and JDBC Connections

L oad balancing of JDBC connection requiresthe use of amultipool configured for load
balancing. Load balancing support is an option you can choose when configuring a
multipool.

A load balancing multipool provides the high available behavior described in
“Failover and JDBC Connections’ on page 2-21, and in addition, balances the load
among the connection pools in the multipool. A multipool has an ordered list of
connection poolsit contains. If you do not configure the multipool for load balancing,
it always attempts to obtain a connection from the first connection pool inthelist. Ina
|oad-balancing multipool, the connection pools it contains are accessed using a
round-robin scheme. In each successive client request for a multipool connection, the
list isrotated so thefirst pool tapped cycles around the list.

For instructions to cluster JDBC connections, see “ Configure Clustered JDBC” on
page 6-17.

Load Balancing and JMS

2-18

Y ou can load balance IM S desti nations across multiple Managed Serversin the cluster
by configuring multiple IMS servers and using targets to assign them to the defined
WebL ogic Servers. Each IM S server isdeployed on exactly one WebL ogic Server and
handles requests for a set of destinations.

L oad balancingis not dynamic. During configuration, the system administrator defines
load balancing by specifying targets for IMS servers. For instructions on setting IMS
for acluster, see “ Configure IMS” on page 6-19.
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Failover Support for Clustered Services

Inorder for acluster to provide high availability it must be ableto recover from service
failures. This section describes how WebL ogic Server detect failuresin acluster, and
provides an overview of how failover works for replicated HT TP session states and
clustered objects.

How WebLogic Server Detects Failures

WebL ogic Server instancesin acluster detect failures of their peer server instances by
monitoring:

m  Socket connections to a peer server

m  Regular server “heartbeat” messages

Failure Detection Using IP Sockets

WebL ogic Servers monitor the use of |P sockets between peer server instances as an
immediate method of detecting failures. If a server connectsto one of its peersin a
cluster and beginstransmitting data over asocket, an unexpected closure of that socket
causesthe peer server to be marked as“failed,” and itsassociated services are removed
from the INDI naming tree.

The WebLogic Server “Heartbeat”

If clustered server instances do not have opened sockets for peer-to-peer
communication, failed servers may also be detected via the WebL ogic Server
“heartbeat.” All server instancesin acluster use multicast to broadcast regular server
“heartbeat” messages to other members of the cluster. Each server heartbeat contains
datathat uniquely identifies the server that sends the message. Servers broadcast their
heartbeat messages at regular intervals of 10 seconds. In turn, each server in acluster
monitors the multicast address to ensure that all peer servers' heartbeat messages are
being sent.
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If a server monitoring the multicast address misses three heartbeats from a peer server
(i.e., if it does not receive a heartbeat from the server for 30 seconds or longer), the
monitoring server marksthe peer server as“failed.” It then updatesitslocal INDI tree,
if necessary, to retract the services that were hosted on the failed server.

In thisway, servers can detect failures even if they have no sockets open for
peer-to-peer communication.

Failover for Clustered Servlets and JSPs

For clustersthat utilize Web serverswith WebL ogic proxy plug-ins, the proxy plug-in
handles failover transparently to the client. If a given server fails, the plug-in locates
the replicated HT TP session state on a secondary server and redirectsthe client’s
reguest accordingly.

For clustersthat use asupported hardware load balancing solution, the load balancing
hardware simply redirects client requests to any available server in the WebL ogic
Server cluster. The cluster itself obtains the replica of the client’ sSHTTP session state
from a secondary server in the cluster.

Chapter 3, “Understanding HT TP Session State Replication” describes the failover
procedure for replicated HT TP session states in more detail.

Failover for Clustered Objects

2-20

For clustered objects, failover is accomplished using the object’ s replica-aware stub.
When aclient makes acall through areplica-aware stub to a service that fail s, the stub
detects the failure and retries the call on another replica.

Failover is not supported for objects running on a client over the I10P protocol. For
more information, see “ Clustered Objects and RMI-110P Clients’ on page 4-2.
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ldempotent Objects

With clustered objects, automatic failover generally occurs only in cases where the
object isidempotent. An object isidempotent if any method can be called multiple
times with no different effect than calling the method once. Thisis aways true for
methods that have no permanent side effects. Methods that do have side effects have
to be written specially with idempotence in mind.

Consider ashopping cart service call addl t en() that adds an item to a shopping cart.
Suppose client Cinvokesthiscall on areplicaon Server S1. After S1 receivesthecall,
but beforeit successfully returnsto C, S1 crashes. At this point theitem has been added
to the shopping cart, but the replica-aware stub has received an exception. If the stub
wereto retry the method on Server S2, the item would be added a second time to the
shopping cart. Because of this, replica-aware stubswill not, by default, attempt to retry
amethod that fails after the request is sent but before it returns. This behavior can be
overridden by marking a service idempotent.

Other Failover Exceptions

Even if aclustered object is not idempotent, WebL ogic Server performs automatic
failover in the case of a Connect Except i on or Mar shal Except i on. Either of these
exceptionsindicates that the object could not have been modified, and therefore there
isno danger of causing data inconsistency by failing over to another instance.

Failover and JDBC Connections

JDBC isahighly stateful client-DBMS protocol, in which the DBM S connection and
transactional state are tied directly to the socket between the DBM S process and the
client (driver). For thisreason, failover of aconnection isnot supported. If aWebL ogic
Server instance dies, any JDBC connectionsthat it managed will die, and the DBM S(s)
will roll back any transactions that were under way. Any applications affected will
have to restart their current transactions from the beginning. All JDBC abjects
associated with dead connections will also be defunct. Clustered JDBC eases the
reconnection process: the cluster-aware nature of WebL ogic data sourcesin external
client applications allow aclient to request another connection from them if the server
instance that was hosting the previous connection fails.
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If you havereplicated, synchronized databaseinstances, you can useaJDBC multipool
to support database failover. In such an environment, if a client cannot obtain a
connection from one connection pool in the multipool because the pool doesn’t exist
or because database connectivity from the pool isdown, WebL ogic Server will attempt
to obtain a connection from the next connection poal in the list of poals.

Notes: If aclient requests a connection for apool in which al the connectionsarein
use, an exceptionisgenerated, and WebL ogic Server will not attempt to obtain
a connection from another poal. Y ou can address this problem by increasing
the number of connections in the connection pooal.

Any connection pool assighed to a multipool must be configured to test its
connections at reservetime. Thisisthe only way apool can verify it hasagood
connection, and the only way a multipool can know when to fail over to the
next pool onitslist.

For instructions to cluster JDBC connections, see “ Configure Clustered JDBC” on
page 6-17.

Failover and JMS

2-22

Automatic failover is not supported by WeblL ogic IMS for this release. For
information about how to restart or replace aWebL ogic Server instancein the event of
asystem failure, and provide programming considerations for gracefully terminating
a JMS application following such an event.performing amanual failover, refer to
"Recovering from a WebL ogic Server Failure" in WebLogic Server Administration
Guide.
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Overview

3 Understanding HTTP

Session State
Replication

The following section describe HTTP session state replication including:

Overview

Requirements for HTTP Session State Replication

Using Replication Groups

Accessing Clustered Servlets and JSPs Using a Proxy

Accessing Clustered Servlets and JSPs with Load Balancing Hardware

Delayed Replication after a Failure

Overview

To support automatic failover for servliet and JSP HTTP session states, WebL ogic
Server replicates the session state object in memory. This process creates a primary
session state, which resides on the WebL ogic Server to which the client first connects,
and a secondary replica of the session state on another WebL ogic Server instancein
the cluster. Thereplicais always kept up-to-date so that it may be used if the server
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that hosts the servlet fails. The process of copying a state from oneinstance to another
is called in-memory replication. For instructions fon setting up in-memory replication
see “ Configure In-Memory HTTP Replication” on page 6-20

Note: WebLogic Server also providesthe ability to maintain the HTTP session state
of aservlet or JSP using file-based or JDBC-based persistence. For more
information on these persistence mechanisms, see “Making Sessions
Persistent” in Programming WebLogic HTTP Serviets.

Requirements for HTTP Session State
Replication

To utilize in-memory replication for HTTP session states, you must access the
WebL ogic Server cluster using either:

m L oad balancing hardware, or

m A collection of Web servers with WebL ogic proxy plug-ins (configured
identically)

Proxy Requirements

The WebL ogic proxy plug-ins maintain alist of WebLogic Server instances that host
aclustered servlet or JSP, and forward HT TP requeststo thoseinstancesusing asimple
round-robin strategy. The proxy also provides the logic required to locate the replica
of aclient’' sHTTP session state if aWebLogic Server instance should fail.

Supported Web server and proxy software includes:

m  WebL ogic Server with the Ht t pd ust er Ser vl et

m  Netscape Enterprise Server with the Netscape (proxy) plug-in
m  Apache with the Apache Server (proxy) plug-in

m  Microsoft Internet Information Server with the Microsoft-11S (proxy) plug-in

32 Using WebL ogic Server Clusters


http://e-docs.bea.com/wls/docs61/servlet/progtasks.html#sessionpersistence
http://e-docs.bea.com/wls/docs61/servlet/progtasks.html#sessionpersistence
http://e-docs.bea.com/wls/docs61/servlet/index.html
../adminguide/nsapi.html
../adminguide/apache.html
../adminguide/isapi.html

Requirements for HTTP Session State Replication

Load Balancer Requirements

If you choose to use load balancing hardware instead of a proxy plug-in, you must use
hardware that supports:

m A compatible passive or active cookie persistence mechanism, and
m SSL persistence

Passive cookie persistence enables WebL ogic Server to write cookies (containing
information about the location of replicated HTTP session states) through the load
balancer to the client. The load balancer, in turn, interprets a string identifier in the
client’ s cookie to maintain the relationship between the client and the primary
WebL ogic Server hosting the HTTP session state.

Certain active cookie persistence mechanisms can al so be used with WebL ogic Server
clusters, provided the load balancer does not modify the WebL ogic Server cookie.

When SSL persistenceis used, the load balancing product performsall encryption and
decryption of databetween clients and the WebL ogic Server cluster. Theload balancer
then uses the plain text cookie that WebL ogic Server inserts on the client to maintain
an association between the client and a particular server in the cluster.

See Configure Load Balancing Hardware (Optional) for details on setting up supported
load balancing sol utions with WebL ogic Server. See Configuring BIG-IP™ Hardware
with Clusters for specific information on configuring BIG-1P load balancers.

Session Programming Requirements

When developing servlets or JSPs that you will deploy in a clustered environment,
keep in mind the following requirements.

Session Data Must Be Serializable

In order to support in-memory replication for HTTP session states, all servlet and JSP
session data must be serializable. If the servlet or JSP uses a combination of
serializable and non-serializable objects, WebL ogic Server does not replicate the
session state of the non-serializabl e objects.
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Use setAttribute to Change Session State

Inan HTTP servlet that implementsj avax. servl et . http. Ht t pSessi on, use

Ht t pSessi on. set At t ri but e (which replaces the deprecated put Val ue) to change
attributes in a session object. If you set attributesin a session object with

set Attri but e, theobject anditsattributesarereplicated in acluster using in-memory
replication. If you use other set methods to change objects within a session, WebL ogic
Server does not replicate those changes.

Likewise, user emoveAt t ri but e (which, in turn, replaces the deprecated
r emoveVal ue) to remove an attribute from a session object.

Note: Use of the deprecated put Val ue and r emoveVal ue methods will also cause
session attributes to be replicated.

Consider Serialization Overhead for Session Objects

Serializing session dataintroduces some overhead for replicating the session state. The
overhead increases as the size of serialized objects grows. If you plan to create very
large objects in the session, first test the performance of your servlets to ensure that
performance is acceptable.

Applications Using Frames Must Coordinate Session Access

34

If you are designing a Web application that utilizes multiple frames, keep in mind that
there is no synchronization of requests made by framesin a given frameset. For
example, itis possible for multiple framesin aframeset to create multiple sessionson
behalf of the client application, even though the client should logically create only a
single session.

In aclustered environment, poor coordination of frame requests can cause unexpected
application behavior. For example, multiple frame requests can “reset” the
application’ s association with a clustered instance, because the proxy plug-in treats
each request independently. It isalso possiblefor an application to corrupt session data
by modifying the same session attribute via multiple frames in a frameset.

To avoid unexpected application behavior, always use careful planning when
accessing session data with frames. Y ou can apply one of the following general rules
to avoid common problems:
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m Inagiven frameset, ensure that only one frame creates and modifies session
data

m  Always create the session in aframe of the first frameset your application uses
(for example, create the session in the first HTML page that is visited). After the
session has been created, access the session data only in framesets other than the
first frameset.

Using Replication Groups

By default, WebL ogic Server attempts to create session state replicas on adifferent
machine than the one hosting the primary session state. WebL ogic Server enablesyou
to further control where secondary states are placed using replication groups. A
replication group issimply apreferred list of clustered instancesto be used for storing
session state replicas.

Using the WebL ogic Server administration console, you can define unique machine
names that will host individual server instances. These machine names can be
associated with new WebL ogic Server instancesto identify where the serversresidein
your system. Machine names are generally used to indicate servers that run on
multihomed machines. For example, you would assign the same machine name to all
server instances that run on the same multihomed machine, or the same server
hardware.

If you do not use amultihomed machine, or you do not run multiple WebL ogic Server
instances on a single piece of hardware, you do not need to specify WebL ogic Server
machine names. Serverswithout an associated machine name are automatically treated
as though they reside on separate, physical hardware. See Define Machine Names
(Optional) for detailed instructions on setting machine names.

When you configure a clustered server instance, you can also assign the server
membership within areplication group, aswell asthe preferred secondary replication
group to be considered for hosting replicas of the primary HT TP session states created
on the server.

When aclient attachesto aserver in the cluster and creates a primary session stete, the
server hosting the primary state ranks other serversin the cluster to determine which
server should host the secondary. Server ranks are assigned using acombination of the
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server’ slocation (whether or not it resides on the same machine asthe primary server)
and its participation in the primary server’s preferred replication group. The following
table shows the relative ranking of serversin acluster.

Server Server Residesona Server IsaMember of Preferred
Rank Different Machine? Replication Group?

1 Yes Yes
2 No Yes
3 Yes No
4 No No

Using the ranking rules above, the primary WebL ogic Server ranks other members of
the cluster and chooses the highest-ranked server to host the secondary session state.
For example, the following figure shows replication groups configured to account for
distinct geographic locations.

Headquarters Crosstown

r— - - — ‘I r— - - — 1
| sardina | | |
| | | |
| A | X |
| | | |
| | | |
| | | |
| B | | Y |
| | | |
| | | |
| C | | Z |
| | | |
L - — - - — _I L - - - - — .|
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In this example, Servers A, B, and C are members of the replication group
“Headquarters’ and use the preferred secondary replication group “ Crosstown.”
Conversely, Servers X, Y, and Z are members of the “Crosstown” group and use the
preferred secondary replication group “Headquarters.” Servers A, B, and X reside on
the same machine, “sardina.”

If aclient connectsto Server A and createsan HT TP session state, serversY and Z are
most likely to host the replica of this state, since they reside on separate machines and
aremembers of Server A’ s preferred secondary group. Server X holdsthe next-highest
ranking becauseit is also amember of the preferred replication group (even though it
resides on the same machine as the primary.) Server C holds the third-highest ranking
since it resides on a separate machine but is not a member of the preferred secondary
group. Server B holds the lowest ranking, because it resides on the same machine as
Server A (and could potentially fail along with A if thereis ahardware failure) and it
isnot a member of the preferred secondary group.

To define machine names for clustered WebL ogic Server instances, use the
instructions in Define Machine Names (Optional). To configure a server’s
membership in areplication group, or to assign a server’s preferred secondary
replication group, use the instructions in Configure Replication Groups (Optional).

Accessing Clustered Servlets and JSPs Using
a Proxy

This section describes how WebL ogic Server accesses clustered servlietsand JSPsina
configuration that includes a WebL ogic proxy plug-in.

The WebL ogic proxy plug-in maintains alist of WebL ogic Server instances that host
aclustered servlet or JSP, and forwards HT TP requests to those instances using a
round-robin strategy. The plug-in a so providesthelogic necessary tolocatethereplica
of aclient'sHTTP session state if a WebL ogic Server instance should fail.

WebL ogic Server supports the following Web servers and associated proxy plug-ins:
m  WebLogic Server with the HttpClusterServlet

m  Netscape Enterprise Server with the Netscape (proxy) plug-in
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3-8

m  Apache with the Apache Server (proxy) plug-in
m  Microsoft Internet Information Server with the Microsoft-11S (proxy) plug-in
For instructions on setting up a proxy, see WebL ogic Server Administration Guide.

The following figure depicts a client accessing a servlet hosted in atwo-tier cluster
architecture. This example uses a single WebL ogic Server to serve static HTTP
reguests only; all servlet requests are forwarded to the WebL ogic Server viathe

Ht t pd uster Servl et .

WebLogic Server
Cluster

A

Servlet

Primary State

s

Ve N
[ \ HTTP Server Serviet
-

C“ent/ Secondary
\ State

~,

¢ HttpClusterServlet

Cookie C
Primary: A Servlet
Secondary: B

Note: The discussion that follows also appliesif you use athird-party Web server
and WebL ogic proxy plug-in, rather than WebL ogic Server and the
Htt pd uster Servl et.

When the HTTP client requests the servlet, the Ht t pdl ust er Ser vl et proxiesthe
reguest to the WebL ogic Server cluster. The Ht t pd ust er Ser vl et maintainsthelist
of al serversin the cluster, aswell as the load balancing logic to use when accessing
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the cluster. Inthe above example, the Ht t pdl ust er Ser vl et routesthe client request
tothe servlet hosted on WebL ogic Server A. WebL ogic Server A becomesthe primary
server hosting the client’s servlet session.

To provide failover services for the servlet, the primary server replicates the client’s
servlet session state to a secondary WebL ogic Server in the cluster. This ensures that
areplicaof the session state existseven if the primary server fails (for example, dueto
anetwork failure). In the example above, Server B is selected as the secondary.

The servlet page is returned to the client through the Ht t pd ust er Ser vl et , and the
client browser isinstructed to write a cookie that lists the primary and secondary
locations of the servlet session state. If the client browser does not support cookies,
WebL ogic Server can use URL rewriting instead.

Using URL Rewriting to Track Session Replicas

Initsdefault configuration, WebL ogic Server uses client-side cookies to keep track of
the primary and secondary server that host the client’ s servlet session state. If client
browsers have disabled cookie usage, WebL ogic Server can al so keep track of primary
and secondary serversusing URL rewriting. With URL rewriting, both locations of the
client session state are embedded into the URL s passed between the client and proxy
server. To support this feature, you must ensure that URL rewriting is enabled on the
WebL ogic Server cluster. See Configuring Session Cookies for more information.

Proxy Failover Procedure

Should the primary server fail, the Ht t pil ust er Ser vl et usesthe client’s cookie
information to determinethelocation of the secondary WebL ogic Server that hoststhe
replica of the session state. The Ht t pdl ust er Ser vl et automatically redirects the
client’s next HTTP request to the secondary server, and failover is transparent to the
client.

After the failure, WebL ogic Server B becomes the primary server hosting the servlet
session state, and anew secondary is created (Server C in the example above). In the
HTTP response, the proxy updates the client’s cookie to reflect the new primary and
secondary servers, to account for the possibility of subsequent failovers.
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Inatwo-server cluster, the client would transparently fail over to the server hosting the
secondary session state. However, replication of the client’s session state would not
continue unless another WebL ogic Server became available and joined the cluster. For
example, if the original primary server was restarted or reconnected to the network, it
would be used to host the secondary session state.

Accessing Clustered Servlets and JSPs with
Load Balancing Hardware

3-10

This section describes how WebL ogic Server accesses clustered servlietsand JSPsina
configuration that includes load balancing hardware. For instructions on setting up an
external load balancer, see “ Configure L oad Balancing Hardware (Optional)” on page
6-13.

To support direct client access viaload balancing hardware, the WebL ogic Server
replication system enables clients to use secondary session states regardless of the
server to which the client fails over. WebL ogic Server version 6.1 continues to use
client-side cookiesor URL rewriting to record primary and secondary server locations.
However, thisinformation is used only asahistory of the servlet session statelocation;
when accessing a cluster viaload balancing hardware, clients do not use the cookie
information to actively locate a server after afailure. The following steps describe the
connection and failover procedure when using HTTP session state replications with
load balancing hardware.
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WebLogic Server
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When the client of aWeb application requests a servlet using a public IP address:

1

The client’s connection request is routed to a WebL ogic Server cluster viaload
balancing hardware. The load balancer usesits configured policies and directs the
client request to WebL ogic Server A.

WebL ogic Server A acts asthe primary host of the clients servlet session state. It
uses the ranking system described in Using Replication Groups to select a server
to host the replica of the session state. In the example above, WebL ogic Server B
is selected to host the replica.

The client isinstructed to record the location of WebL ogic Servers A and B ina
local cookie. If the client does not allow cookies, the record of the primary and
secondary servers can be recorded in the URL returned to the client via URL
rewriting.

Note: You must enable WebL ogic Server URL rewriting capabilities to support

clientsthat disallow cookies. See Using URL Rewriting for moreinformation.
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4. Asthe client makes further requests to the cluster, the load balancer uses an
identifier in the client-side cookie to ensure that those requests continue to go to
WebL ogic Server A (rather than being load-balanced to another server in the
cluster). This ensures that the client remains associated with the server hosting
the primary session object for the life of the session.

Failover with Load Balancing Hardware

Should Server A fail during the course of the client’s session, the client’s next
connection request to Server A also fails.

WebLogic Server
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In response to the connection failure:
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1. Theload balancing hardware usesits configured policiesto direct the request to an
available WebL ogic Server in the cluster. In the above example, assume that the
load balancer routes the client’s request to WebL ogic Server C after WebL ogic
Server A fails.

2. When the client connects to WebL ogic Server C, the server uses the information
in the client’s cookie (or the information in the HTTP request if URL rewriting is
used) to acquire the session state replica on WebL ogic Server B. The failover
process remains completely transparent to the client.

3. WebLogic Server C becomes the new host for the client’s primary session state,
and WebL ogic Server B continues to host the session state replica. This new
information about the primary and secondary host is again updated in the client’s
cookie, or via URL rewriting.

Delayed Replication after a Failure

The proxy and load balancing examples both depict an important quality of WebL ogic
Server session state replication: After a server that hosts a session state fails,
replication of that server’ s session statesis performed in adelayed fashion, in response
to clients attempting to access the session state on another server in the cluster.

For example, in the sequence described in “Failover with Load Balancing Hardware”
on page 3-12, thefailure of Server A doesnot immediately causethe cluster to generate
anew copy of the session state on Server C. Instead, the session state is copied to
Server C only after the client connected to Server C and attempted to use the session
state. (Had the client reconnected to Server B instead, the cluster would also replicate
the session state to Server C to ensurethat at least one copy of the active session state
existed in the cluster).

Delaying replication after afailure provides two important benefits:

m |t prevents overloading the cluster with replication requests immediately after a
server failure.

m |t prevents replicating session states that might become otherwise remain unused
by clients.
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The delayed replication behavior does pose a small risk of replication failure in the
special case of a cluster having only two WebL ogic Server instances. The following
sequence shows a potential replication failure with acluster having two nodes, Servers

A and B:

1. Aclient accesses Server A and creates anew session state; the cluster replicatesthe
session state to Server B.

2. Server A fails, leaving Server B hosting the session state replica.

3. Theclient again establishes a connection to the cluster, accessing Server B and
the replicated session state. Because Server B is the only instance currently in the
cluster, the local session state is marked as a primary session state, and no replica
can be created.

4. Server A isrebooted, but Server A does not host areplica of the session state,

because of the delayed replication behavior.

In the current state, afailure of Server B causes the client to |ose the session
state.

To avoid the possihility of losing a session state in this manner, use a cluster having
three or more WebL ogic Server instances.
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Overview

4 Understanding Object
Clustering

The following sections describe object clustering including:
m Overview

m ReplicaAware Stubs

m  Clustered EJBs

m Clustered RMI Objects

m  Stateful Session Bean Replication

m  Optimization for Collocated Objects

m  Object Deployment Requirements

Overview

If an object is clustered, instances of the object are deployed on all WebL ogic Servers
in the cluster. The client has a choice about which instance of the object to call. Each
instance of the object isreferred to asareplica.

The key technology that underpins clustered objectsin WebL ogic Server isthe
replica-aware stub. When you compile an EJB that supports clustering (as defined in
its deployment descriptor), ej bc passes the EJB’s interfaces through ther i ¢
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compiler to generate replica-aware stubs for the bean. For RMI objects, you generate
replica-aware stubs explicitly using command-line optionsto r ni ¢, as described in
WebL ogic RMI Compiler.

Replica-Aware Stubs

A replica-aware stub appears to the caller as anormal RMI stub. Instead of
representing a single object, however, the stub represents a collection of replicas. The
replica-aware stub contains the logic required to locate an EJB or RMI class on any
WebL ogic Server instance on which the object is deployed. When you deploy a
cluster-aware EJB or RMI object, itsimplementation is bound into the INDI tree. As
described in Cluster-Wide JNDI Naming Service, clustered WebL ogic Server
instances have the capability to update the INDI treeto list all servers on which the
object is available. When aclient accesses a clustered object, the implementation is
replaced by areplica-aware stub, which is sent to the client.

The stub contains the load balancing algorithm (or the call routing class) used to load
bal ance method callsto the object. On each call, the stub can empl oy itsload algorithm
to choosewhich replicato call. Thisprovides|oad balancing acrossthe cluster inaway
that istransparent to the caller. If afailure occurs during the call, the stub interceptsthe
exception and retries the call on another replica. This provides afailover that is aso
transparent to the caller.

Clustered Objects and RMI-I1OP Clients

4-2

Clustering support for RMI objects that run over the I1OP protocol islimited to
server-side objects. Clients that use the JDK orb do not have access to WebL ogic
classes and cannot take advantage of WebL ogic-specific features, including load

bal ancing and failover. Load balancing and fail over is suppported for clustered objects
running over [1OP only if they run within the WebL ogic Server runtime environment.
Client-side RMI objects must run over the T3 protocol to support load balancing and
failover.
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Clustered EJBs

EJBs differ from plain RMI objects in that each EJB can potentially generate two
different replica-aware stubs. one for the EJBHone interface and one for the

EJBbj ect interface. Thismeansthat EJBs can potentially realize the benefits of load
balancing and failover on two levels:

m  When aclient looks up an EJB object using the EJBHone stub
m  When aclient makes method calls against the EJB using the EJBObj ect stub

The following sections provide an overview of the capabilities of different EJBs. See
EJBsin WebL ogic Server Clustersfor adetailed explanation of the clustering behavior
for different EJB types.

EJB Home Stubs

All bean homes can be clustered. When abean is deployed on a server, itshomeis
bound into the cluster-wide naming service. Because homes can be clustered, each
server can bind an instance of the home under the same name. When aclient looks up
this home, it gets areplica-aware stub that has a reference to the home on each server
that deployed the bean. When creat e() or find() iscalled, the replica-aware stub
routes the call to one of the replicas. The homereplicareceivesthefi nd() resultsor
creates an instance of the bean on this server.

Stateless EJBs

When ahome creates a statel ess bean, it returns areplica-aware EJBObj ect  stub that
can route to any server on which the bean is deployed. Because a statel ess bean holds
no state on behalf of the client, the stubisfreeto route any call to any server that hosts
the bean. Also, because the bean is clustered, the stub can automatically fail over inthe
event of afailure. The stub does not automatically treat the bean as idempotent, so it
will not recover automatically from all failures. If the bean has been written with
idempotent methods, this can be noted in the deployment descriptor and automatic
failover will be enabled in all cases.
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Stateful EJBs

Aswith all EJBs, clustered stateful session EJBs utilize areplica-aware EJBHone stub.
If you use stateful session EJB replication, the EJB also utilizes areplica-aware
EJBObj ect stub that maintainsthe location of the EJB’ s primary and secondary states.
The state of the EJB is maintained using a replication scheme similar to that used for
HTTP session states. See Stateful Session Bean Replication for more information.

Entity EJBs

There are two types of entity beans to consider: read-write entities and read-only
entities.

When ahome finds or creates a read-write entity bean, it obtains an instance on the
local server and returns a stub pinned to that server. Load balancing and failover occur
only at the home level. Because it is possible for multiple instances of the entity bean
to exist in the cluster, each instance must read from the database before each
transaction and write on each commit.

When ahome finds or creates a read-only entity bean, it returns areplica-aware stub.
This stub load balances on every call but does not automatically fail over in the event
of arecoverable call failure. Read-only beans are also cached on every server to avoid
database reads.

For more information about using EJBsin acluster, please read The WebL ogic Server
EJB Container.

Failover for Entity Beans and EJB Handles

4-4

Failover for entity beans and EJB handles requiresthat the cluster address be specified
asaDNSnamethat mapsto all server instancesin the cluster and only server instances
in the cluster. The cluster DNS name should not map to aserver instance that isnot a
member of the cluster.
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Clustered RMI Objects

Clustered RMI Objects

WebL ogic RMI provides special extensions for building clustered remote objects.
These are the extensions used to build the replica-aware stubs described in the EJB
section. For more information about using RMI in WebL ogic Server Clusters, see
Using WebL ogic RMI.

Stateful Session Bean Replication

WebL ogic Server replicates the state of stateful session EJBs similar to the way in
whichit replicatesHTTP session states. When aclient createsthe EJBObj ect stub, the
point-of -contact WebL ogic Server instance automatically selects a secondary server
instanceto host the replicated state of the EJB. Secondary server instances are selected
using the same rules defined in Understanding HT TP Session State Replication. For
example, you can define a collection of WebL ogic Server instancesto act asa
replication group for hosting replicating stateful session EJB data.

The client receives areplica-aware stub that lists the location of the primary and
secondary serversin the cluster that host the EJB’s state. The following figure shows
aclient accessing a clustered stateful session EJB.
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The primary server hosts the actual instance of the EJB that the client interacts with.
The secondary server hosts only the replicated state of the EJB, which consumes a
small amount of memory. The secondary sever does not create an actua instance of
the EJB unless afailover occurs. This ensures minimal resource usage on the
secondary server; you do not need to configure additional EJB resourcesto account for
replicated EJB states.

Replicating EJB State Changes

Asthe client makes changes to the state of the EJB, state differences are replicated to
the secondary server instance. For EJBs that are involved in atransaction, replication
occursimmediately after the transaction commits. For EJBs that are not involved in a
transaction, replication occurs after each method invocation.
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In both cases, only the actual changesto the EJB’ s state are replicated to the secondary
server. This ensures that there is minimal overhead associated with the replication
process.

Note: Theactual state of astateful EJB is non-transactional, as described in the EJB
specification. Althoughitisunlikely, thereisapossibility that the current state
of the EJB can belost. For example, if aclient commitsatransaction involving
the EJB and there is afailure of the primary server before the state changeis
replicated, the client will fail over to the previously-stored state of the EJB.

If itiscritical to preserve the state of your EJB in all possible failover
scenarios, use an entity EJB rather than a stateful session EJB.

Failover for Stateful Session EJBs

Should the primary server fail, the client’s EJB stub automatically redirects further
reguests to the secondary WebL ogic Server instance. At this point, the secondary
server creates a new EJB instance using the replicated state data, and processing
continues on the secondary server.

After afailover, WebL ogic Server chooses a new secondary server to replicate EJB
session states (if another server is availablein the cluster). Thelocation of the new
primary and secondary server instances is automatically updated in the client’s
replica-aware stub on the next method invocation, as shown below.
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Optimization for Collocated Objects

Although areplica-aware stub contains the |oad-balancing logic for aclustered object,
WebL ogic Server does not always perform load balancing for an object’ smethod calls.
In most cases, it is more efficient to use areplicathat is collocated with the stub itself,

rather than using an replicathat resides on aremote server. The figure below details
this situation.
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In the above example, a client connectsto a servlet hosted by the first WeblL ogic
Server instance in the cluster. In response to client activity, the servlet obtains a
replica-aware stub for Object A. Because areplicaof Object A isalso available on the
same server, the object is said to be collocated with the client’s stub.

WebL ogic Server always uses the local, collocated copy of Object A, rather than
distributing the client’s calls to other replicas of Object A inthe cluster. It ismore
efficient to use the local copy, because doing so avoids the network overhead of
establishing peer connections to other serversin the cluster.

This optimization is often overlooked when planning WebL ogic Server clusters. The
collocation optimization is a so frequently confusing for administrators or developers
who expect or require load balancing on each method call. In single-cluster Web
architectures, this optimization overrides any load balancing logic inherent in the
replica-aware stub.
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If you require load balancing on each method call to a clustered object, see Planning

WebL ogic Server Clusters for information about how to plan your WebL ogic Server
cluster accordingly.

Transactional Collocation

As an extension to the basic collocation strategy, WebL ogic Server also attempts to
collocate clustered objects that are enlisted as part of the same transaction. When a
client createsaUser Tr ansact i on object, WeblL ogic Server attempts to use object

replicas that are collocated with the transaction. This optimization is depicted in the
figure below.
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In this example, aclient attaches to the first WebL ogic Server instance in the cluster
and obtainsa User Tr ansact i on object. After beginning anew transaction, the client
looks up Objects A and B to do the work of the transaction. In this situation WebL ogic
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Server always attemptsto use replicas of A and B that reside on the same server asthe
User Transact i on object, regardless of the load balancing strategies in the stubs for
A and B.

This transactional collocation strategy is even more important than the basic
optimization described in Optimization for Collocated Objects. If remote replicas of A
and B were used, added network overhead would be incurred for the duration of the
transaction, because the peer connections for A and B would be locked until the
transaction committed. Furthermore, WebL ogic Server would need to employ a
multi-tiered JDBC connection to commit the transaction, incurring even further
network overhead.

By collocating clustered objectsin atransactional context, WebL ogic Server reduces
the network load for accessing the individual objects. The server also can make use of
asingle-tiered JDBC connection, rather than amuilti-tiered connection, to do the work
of the transaction.

Object Deployment Requirements

If you are programming EJBs to be used in a WebL ogic Server cluster, read the
instructions in this chapter and in The WebL ogic Server EJB Container to understand
the capabilities of different EJB typesin acluster. Then ensure that you enable
clustering in the EJB’ s deployment descriptor. weblogic-ejb-jar.xml Deployment
Descriptors describes the XML deployment elements relevant for clustering.

If you are developing either EJBs or custom RMI objects, also refer to Using
WebL ogic INDI in a Clustered Enviroment to understand the implications of binding
clustered objects in the INDI tree.
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CHAPTER

5 Planning WebLogic
Server Clusters

The following sections describe common issues to consider before deploying one or
more WebL ogic Server clustersincluding:

= Overview

m  Recommended Basic Cluster

m Planning by Dividing Application Tiers

m  Recommended Multi-Tier Architecture

m  Recommended Proxy Architectures

m  Administration Server Considerations

m  Security Options for Cluster Architectures

m Firewall Considerations for Clusters

Overview

Y ou should read this document along with the Introduction to WebL ogic Server
Clustering and Administering WebL ogic Clusters sections to become familiar with
how WebL ogic Server clusters operate.
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This section also presents recommended cluster architectures for WebL ogic Server.
Y ou should examine each recommended architecture to determine which
configuration best meets the needs of your Web application.

Capacity Planning

This section focuses on planning the network topology of your clustered system. It
describes how to organize one or more WebL ogic Server clustersin relation to load
balancers, firewalls, and Web servers, to fully utilize load balancing and failover
features for your Web application. Although this kind of planning directly influences
the capacity of your cluster system, this section does not focus on traditional capacity
planning topics. After determining the layout of your cluster system, you should
perform rigoroustesting using software such as L oadRunner from Mercury Interactive
to simulate heavy client usage. By testing your system under heavy loads, you can
determine where you may need to add serversor server hardware to support real-world
client loads.

WebLogic Servers on Multi-CPU machines

BEA WebL ogic Server has no built-in limit for the number of server instancesthat can
residein acluster. Large, multi-processor servers such as Sun Microsystems, Inc. Sun
Enterprise 10000, therefore, can host very large clusters or multiple clusters.

In most cases, WebL ogic Server clusters scal e best when depl oyed with one WebL ogic
Server instance for every two CPUs. However, aswith all capacity planning, you
should test the actual deployment with your target web applications to determine the
optimal number and distribution of server instances. See Performance Considerations
for Multi-CPU Machines for additional information.

Definition of Terms

5-2

This section uses the following terms to describe the parts of a clustered system.
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Overview

Web Application “Tiers”

Web Tier

Presentation Tier

Object Tier

A Web application is divided into several “tiers’ that describe the logical servicesthe
application provides. Keep in mind that not all Web applications are alike, and
therefore your application may not utilize all of the tiers described below. Also keep
in mind that the tiers represent logical divisions of an application’s services, and not
necessarily physical divisions between hardware or software components. In some
cases, asingle machine running a single WebL ogic Server instance can provide all of
the tiers described below.

The web tier provides static content (for example, simple HTML pages) to clientsof a
Web application. The web tier is generally the first point of contact between external
clients and the Web application. A smple Web application may have aweb tier that
consists of one or more machines running WebL ogic Express, Apache, Netscape
Enterprise Server, or Microsoft Internet Information Server.

The presentation tier provides dynamic content (for example, servlets or Java Server
Pages) to clients of a Web application. A cluster of WebL ogic Server instances that
hosts servlets and/or JSPs comprises the presentation tier of aweb application. If the
cluster also serves static HTML pages for your application, it encompasses both the
web tier and the presentation tier.

The object tier provides Java objects (for example, Enterprise JavaBeans or RMI
classes) and their associated business logic to a Web application. A WebL ogic Server
cluster that hosts EJBs provides an object tier.

De-Militarized Zone (DMZ2)

The De-Militarized Zone (DMZ) isalogical collection of hardware and services that
is made available to outside, untrusted sources. In most Web applications, a bank of
Web serversresidesin the DMZ to allow browser-based clients accessto static HTML
content.
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The DMZ may provide security against outside attacks to hardware and software.
However, because the DMZ is available to untrusted sources, it isless secure than an
internal system. For example, internal systems may be protected by a firewall that
deniesall outside access. The DMZ may be protected by afirewall that hides accessto
individual machines, applications, or port numbers, but it still permits access to those
services from untrusted clients.

Load Balancer

In this document, the term load balancer describes any technology that distributes
client connection requests to one or more distinct | P addresses. For example, asimple
Web application may use the DNS round-robin algorithm as aload balancer. Larger
applications generally use hardware-based |oad balancing solutions, which can also
provide firewall-like security capabilities.

L oad balancers provide the capability to associate a client connection with aparticul ar
server in the cluster, which is required when using in-memory replication for client
session information. With certain load balancing products, you must configure the
cookie persistence mechanism to avoid overwriting the WebL ogic Server cookie
which tracks primary and secondary servers used for in-memory replication. See
Configure Load Balancing Hardware (Optional) for more information.

Proxy Plug-In

A proxy plug-in isaWebL ogic Server extension to Apache, Netscape Enterprise
Server, or Microsoft Internet Information Server that accesses clustered servlets
provided by aWebL ogic Server cluster. The proxy plug-in containstheload balancing
logic for accessing servletsand JSPsin aWebL ogic Server cluster. Proxy plug-insalso
contain the logic for accessing the replica of aclient’s session state if the primary
WebL ogic Server hosting their session state fails.

Recommended Basic Cluster

The basic recommended cluster architecture combines all web application tiers and
places the related services (static HT TP, presentation logic, and objects) into asingle
cluster of WebL ogic Server instances. This architecture is shown in the figure below.
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The basic architecture has several strengths:

m Easy administration: Because asingle cluster hosts static HTTP pages, servlets,
and EJBs, you can configure the entire Web application and deploy/undeploy
objects using the administration console. You do not need to maintain a separate
bank of Web servers (and configure WebL ogic Server proxy plug-ins) to benefit
from clustered servlets.

m Flexibleload balancing: Using load balancing hardware directly in front of the
WebL ogic Server cluster enables you to use advanced load balancing policies for
accessing both HTML and servlet content. For example, you may configure your
load balancer to detect current server loads and direct client requests
appropriately.

m  Robust security: Placing afirewall in front of your load balancing hardware
enables you to set up a De-Militarized Zone (DMZ) for your web application
using minimal firewall policies.
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m  Optimal performance: The combined tier architecture offers the best
performance for applicationsin which most or all of the servlets or JSPsin the
presentation tier typically access objects in the object tier, such as EJBs or JIDBC
objects

Note: When using athird-party load balancer with in-memory session replication,
you must ensure that the load balancer maintains a client’s connection to the
WebL ogic Server instance that hosts its primary session state (the
point-of -contact server). See Configure Load Balancing Hardware (Optional)
for more information.

Planning by Dividing Application Tiers

5-6

The basic cluster architecture uses a single cluster of WebL ogic Server instances to
provide all tiers of the web application: web tier, presentation tier, and object tier. In
this“combined-tier” cluster, untrusted connections (HTTP and Java clients) have a
singleinterfaceto the WebL ogic Server cluster viaload balancing hardware. Although
the basic architectureis simplified, it meets the needs of many potential Web
applications.

However, two key features of a clustered Web application—Ioad balancing and
failover capabilities—can be introduced only at the interfaces between Web
application tiers. When those tiers are combined on a single hardware/software
platform, asin the basic cluster architecture, the opportunities for introducing load
balancing and failover capabilities to your system are reduced.

Because most |oad balancing and failover occurs between clients and the cluster itself,
the basic cluster architecture meets the clustering needs of most Web applications.
However, combined-tier clusters provide no opportunity for load balancing method
callsto clustered EJBs. Because clustered objects are deployed on all WebLogic
Server instancesin the cluster, each object instanceis available locally to each server.
WebL ogic Server optimizes method calls to clustered EJBs by always selecting the
local object instance, rather than distributing requests to remote objects and incurring
additional network overhead.
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This collocation strategy is, in most cases, more efficient than load balancing each
method request to a different server. However, if the processing load to individual
servers becomes unbalanced, it may eventually become more efficient to submit
method calls to remote objects rather than process methods locally.

To utilize load balancing for method callsto clustered EJBs, you must split the
presentation and object tiers of the Web application onto separate physical clusters.
Thisis described in Recommended Multi-Tier Architecture below.

Recommended Multi-Tier Architecture

The recommended multi-tier architecture usestwo separate WebL ogic Server clusters:
oneto serve static HTTP content and clustered servlets, and one to serve clustered
EJBs. The multi-tier cluster is recommended for Web applications that:

m Requireload balancing for method calls to clustered EJBs.

m  Require more flexibility for balancing the load between servers that provide
HTTP content and servers that provide clustered objects.

m Require higher availability (fewer single points of failure).

Note: Consider the frequency of invocations from the presentation tier to the object
tier when considering a multi-tier architecture. If presentation objects usually
invoke the object tier, a combined tier architecture may offer better
performance than a multi-tier architecture.

The following figure depicts the recommended multi-tier architecture.
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Physical Hardware and Software Layers

The advanced recommended configuration contains two physical layers of hardware
and software, which comprise the logical tiers of the application itself: the web tier,

presentation tier, and object tier.

Web/Presentation Layer

The web/presentation layer consists of a cluster of WebL ogic Server instances
dedicated to hosting static HTTP pages, servlets, and JSPs. This servlet cluster does
not host clustered objects. Instead, servletsin the presentation tier cluster act asclients
for clustered objects, which reside on an separate WebL ogic Server cluster in the

object layer.

5-8 Using WebL ogic Server Clusters



Recommended Multi-Tier Architecture

Object Layer

The object layer consists of a cluster of WebL ogic Server instances that hosts only
clustered objects—EJBs and RMI objects as necessary for the web application. By
hosting the object tier on a dedicated cluster, you lose the default collocation
optimization for accessing clustered objects described in Understanding Object
Clustering. However, you gain the ability to load balance on each method call to
certain clustered objects, as described below.

Benefits of Multi-Tier Architecture

The multi-tier architecture provides most of the benefits of the Recommended Basic
Cluster, and also introduces these strengths:

m | oad Balancing EJB Methods: By hosting servlets and EJBs on separate

clusters, servlet method calls to EJBs can be load balanced across multiple
servers. This processis described in detail in Load Balancing for Clustered
Object Calls below.

Improved Server Load Balancing: Separating the presentation and object tiers
onto separate clusters provides more options for distributing the load of the web
application. For example, if the application accesses HTTP and servlet content
more often than EJB content, you can use alarge number of WebL ogic Server
instances in the presentation tier cluster to concentrate access to a smaller
number of servers hosting EJBs.

Higher Availability: By utilizing additional WebL ogic Server instances, the
multi-tier architecture has fewer points of failure than the basic cluster
architecture. For example, if aWebL ogic Server that hosts EJBs fails, the HTTP-
and servlet-hosting capacity of the Web application is not affected.

Improved Security Options: By separating the presentation and object tiers
onto separate clusters, you can use afirewall policy that places only the
servlet/JSP cluster in the DMZ. Servers hosting clustered objects can be further
protected by denying direct access from untrusted clients. See Security Options
for Cluster Architectures for more information.
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Load Balancing for Clustered Object Calls

WebL ogic Server’s collocation optimization for clustered objects relies on having a
clustered object (the EJB or RMI class) hosted on the same server instance as the
replica-aware stub that calls the object.

The net effect of isolating the object tier isthat no client (HTTP client, Javaclient, or
servlet) ever acquires a replica-aware stub on the same server that hosts the clustered
object. Because of this, WebL ogic Server cannot use its collocation optimization, and
servlet callsto clustered objects are automatically load balanced according to the logic
contained in the replica-aware stub. The following figure depicts a client accessing a
clustered EJB instance in the multi-tier architecture.

Web/Servlet Object
Cluster Cluster
X HTTP EJB
N\ JSP
Qo
\ Servlet| 2 JDBC
]
\
|
| HTTP
= JSP
c Load EJB
o — Serviet Database
— Balancer JDBC
o |
|
/
/ HTTP
/ JsP EJB
/ Servlet
JDBC

Tracing the path of the client connection, you can see the implication of isolating the
object tier onto separate hardware and software;

1. AnHTTP client connects to one of several WebL ogic Server instancesin the
web/servlet cluster, going through aload balancer to reach the initial server.
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2. Theclient accesses a servlet hosted on the WebL ogic Server cluster.

3. Theservlet actsasaclient to clustered objects required by the web application. In
the exampl e above, the servlet accesses a statel ess session EJB.

The servlet looks up the EIJB on the WebL ogic Server cluster that hosts clustered
objects. The servlet obtains a replica-aware stub for the bean, which liststhe
addresses of all serversthat host the bean, as well as the load balancing logic for
accessing bean replicas.

Note: EJB replica-aware stubsand EJB homeload algorithmsare specified using
elements of the EJB deployment descriptor. See webl ogic-gjb-jar.xml
Deployment Descriptors for more information.

4. When the servlet next accesses the EJB (for example, in response to another
client), it uses the load-balancing logic present in the bean’s stub to locate a
replica. In the example above, multiple method calls are directed using the
round-robin algorithm for load balancing.

Inthisexample, if the same WebL ogic Server cluster hosted both servietsand EJBs (as
in the Recommended Basic Cluster), WebL ogic Server would not load balance
requests for the EJB. Instead, the servlet would always invoke methods on the EJB
replica hosted on the local server. Using the local EJB instance is more efficient than
making remote method calls to an EJB on another server. However, the multi-tier
architecture enables remote EJB accessfor applicationsthat require load balancing for
EJB method calls.

Configuration Notes for Multi-Tier Architecture

Because the multi-tier architecture provides load balancing for clustered object calls,
the system generally utilizes more | P sockets than a combined-tier architecture. In
particular, during peak socket usage, each WeblL ogic Server in the cluster that hosts
servlets and JSPs may potentially use a maximum of:

m  One socket for replicating HTTP session states between primary and secondary
servers, plus

m  One socket for each WebL ogic Server in the EJB cluster, for accessing remote
objects
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For example, in the figure shown in Recommended Multi-Tier Architecture, each
server in the servlet/JSP cluster could potentially open a maximum of five sockets.
This maximum represents aworst-case scenario where primary and secondary session
states are equal ly dispersed throughout the servlet cluster, and each server inthe servlet
cluster simultaneously accesses aremote object on each server inthe object cluster. In
most cases, the number of sockets actual sockets in use would be less than this
maximum.

If you use a pure-Java sockets implementation with the multi-tier architecture, ensure
that you configure enough socket reader threads to accommodate the maximum
potential socket usage. See Configuring Reader Threads for Java Socket
Implementation for more details.

Because the multi-tier architecture uses a hardware load balancer, you must configure
the load balancer to maintain a“sticky” connection to the client’s point-of-contact
server if you usein-memory session state replication. See Configure Load Balancing
Hardware (Optional) for more information.

Limitations of Multi-Tier Architecture

Because the advanced configuration cannot optimize object calls using the collocation
strategy, the Web application incurs network overhead for all method callsto clustered
objects. This overhead may be acceptable, however, if your Web application requires
any of the benefits described in Benefits of Multi-Tier Architecture.

For example, if your Web clients make heavy use of servlets and JSPs but access a
relatively small set of clustered objects, the multi-tier architecture enables you to
concentrate the load of servlets and object appropriately. Y ou may configure a servlet
cluster of ten WebL ogic Server instances and an object cluster of three WebL ogic
Server instances, while still fully utilizing each server’s processing power.

Firewall Restrictions

5-12

If you place afirewall between the servlet cluster and object cluster in a multi-tier
architecture, you must bind all serversinthe object cluster to public DNS names, rather
than | P addresses. Binding those servers with I P addresses can cause address
translation problems and prevent the servlet cluster from accessing individual server
instances.
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If theinternal and external DNS names of a WebL ogic Server instance are not
identical, use the Ext er nal DNSNarre attribute for the server instance to define the
server's external DNS name. Outside the firewall the Ext er nal DNSNane should
translate to external 1P address of the server. Set this attribute in the Administration
Console using the Server—>Configuration—>General tab. See Server—
>Configuration—>General in Administration Console Online Help.

Recommended Proxy Architectures

Y ou can aso configure WebL ogic Server clusters to operate alongside existing Web
servers. In this architecture, a bank of Web servers provides static HTTP content for
the Web application, using a WebL ogic proxy plug-inor Ht t pd ust er Servl et to
direct servlet and JSP requests to a cluster.

Two-Tier Proxy Architecture

The two-tier proxy architecture is similar to the Recommended Basic Cluster, except
that static HTTP servers are hosted on a bank of Web servers.
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Physical Hardware and Software Layers

Thetwo-tier proxy architecture containstwo physical layers of hardware and software.

Web Layer

The proxy architecture utilizes alayer of hardware and software dedicated to the task
of providing the application’s web tier. This physical web layer can consist of one or
more identically-configured machines that host one of the following application
combinations:

m  WebLogic Server with the Ht t pdl ust er Ser vl et
m  Apache with the WebL ogic Server Apache proxy plug-in
m  Netscape Enterprise Server with the WebL ogic Server NSAPI proxy plug-in
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m  Microsoft Internet Information Server with the WebL ogic Server Microsoft-11S
proxy plug-in

Regardless of which Web server software you select, keep in mind that the physical
tier of Web servers should provide only static Web pages. Dynamic content—servlets
and JSPs—are proxied viathe proxy plug-inor Ht t pCl ust er Ser vl et toaWebL ogic
Server cluster that hosts servlets and JSPs for the presentation tier.

Servlet/Object Layer

The recommended two-tier proxy architecture hosts the presentation and object tiers
on acluster of WebL ogic Server instances. This cluster can be deployed either on a
multihomed machine or on multiple separate machines.

The Servlet/Object layer differs from the combined-tier cluster described in
Recommended Basic Cluster in that it does not provide static HTTP content to
application clients.

Multi-Tier Proxy Architecture

Y ou can also use abank of Web servers as the front-end to a pair of WebL ogic Server
clusters that host the presentation and object tiers. This architectureis shown in the
figure below.
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This architecture provides the same benefits (and the same limitations) as the
Recommended Multi-Tier Architecture. It differsonly insofar astheweb tier is placed
on a separate bank of Web serversthat utilize WebL ogic proxy plug-ins.

Proxy Architecture Trade-Offs

Using standalone Web servers and proxy plug-ins provides the following advantages:
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m Utilize Existing Hardware: If you aready have a Web application architecture
that provides static HTTP content to clients, you can easily integrate existing
Web servers with one or more WebL ogic Server clusters to provide dynamic
HTTP and clustered objects.

m Familiar Firewall Policies: Using a Web server proxy at the front-end of your
Web application enables you to use familiar firewall policiesto define your
DMZ. In general, you can continue placing the Web serversin your DMZ while
disallowing direct connections to the remaining WebL ogic Server clustersin the
architecture. The figures above depict this DMZ policy.

Using standalone Web servers and proxy plug-ins limits your Web application in the
following ways:

m Additional administration: The Web serversin the proxy architecture must be
configured using third-party utilities, and do not appear within the WebL ogic
Server administrative domain. You must also install and configure WebL ogic
proxy plug-insto the Web serversin order to benefit from clustered servlet
access and failover.

m Limited Load Balancing Options: When you use proxy plug-ins or the
Ht t pdl ust er Ser vl et to access clustered servlets, the load balancing algorithm
islimited to a simple round-robin strategy.

Proxy Plug-In Versus Load Balancer

Using aload balancer directly with a WebL ogic Server cluster provides several
benefits over proxying servlet requests. First, using WebL ogic Server with aload
balancer requires no additional administration for client setup—you do not need to set
up and maintain a separate layer of HTTP servers, and you do not need to install and
configure one or more proxy plug-ins. Removing the Web proxy layer also reducesthe
number of network connections required to access the cluster.

Using load balancing hardware provides more flexibility for defining load balancing
algorithms that suit the capabilities of your system. Y ou can use any load balancing
strategy (for example, load-based policies) that your load balancing hardware
supports. With proxy plug-insor the Ht t pd ust er Ser vl et , you are limited to a
simple round-robin algorithm for clustered servlet requests.
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Note, however, that using a third-party load balancer may require additional
configuration if you use in-memory session state replication. In this case, you must
ensure that the load balancer maintains a“ sticky” connection between the client and
its point-of-contact server, so that the client accesses the primary session state
information. When using proxy plug-ins, no special configuration isnecessary because
the proxy automatically maintains a sticky connection.

Administration Server Considerations

5-18

To start up WebL ogic Server instances that participate in a cluster, each server must
be ableto connect to the administration server that stores configuration information for
the cluster itself. For security purposes, the administration server should reside within
the same DMZ as the WebL ogic Server cluster.

The administration server maintains the configuration information for all server
instances that participate in the cluster. Theconfi g. xni file that resides on the
administration server providesasinglerepository for al clustered instances (and other
managed i nstances) in the administration server’ sdomain. Y ou do not create a separate
configuration file for each server in the cluster, as with previous WebL ogic Server
versions.

The administration server must be available in order for clustered WebL ogic Server
instances to start up. Note, however, that once a cluster is running, afailure of the
administration server does not affect ongoing cluster operation.

The administration server should be dedicated to the process of administering servers:
maintaining configuration data, starting and shutting down servers, and deploying and
undeploying applications. If the administration server also handles client requests,
thereisarisk of delaysin accomplishing administration tasks.

Thereisno benefit in clustering an administration server; the administrative objectsare
not clusterable, and will not failover to another cluster member if the administrative
server fails. Deploying applicationson an administration server can reducethe stability
of the server and the administrative functions it provides. If an application you deploy
on the administration server behaves unexpectedly, it could interrupt operation of the
admininistration server.

Ensure that the administration server’s | P address is not included in the cluster-wide
DNS name.
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What Happens if the Administration Server Fails?

The failure of an Administration Server for adomain does not affect the operation of
Managed Serversin the domain. If an Administration Server for a domain becomes
unavailablewhilethe server instancesit manages—clustered or otherwise—are up and
running, those Managed Servers continue to run. If the domain contains clustered
server instances, the load balancing and failover capahilities supported by the domain
configuration remain available, even if the Administration Server fails.

Note: If an Administration Server fails because of ahardware or software failure on
its host machine, other server instances on the same machine may be similarly
affected. However, the failure of an Administration Server itself does not
interrupt the operation of Managed Servers in the domain.

For instructions on re-starting an Administration Server, see "Restarting an
Administration Server When Managed Servers are Running” in WebLogic
Server Administration Guide.

Security Options for Cluster Architectures

The boundaries between physical hardware/software layers in the recommended
configurations provide potential points for defining your Web application’s
De-Militarized Zone (DM Z). However, not all boundaries can support a physical
firewall, and certain boundaries can support only a subset of typical firewall policies.

The sections that follow describe several common ways of defining your DMZ to
create varying levels of application security.

Basic Firewall for Proxy Architectures

The basic firewall configuration uses a single firewall between untrusted clients and
the Web server layer, and it can be used with either the combined-tier or multi-tier
cluster architectures.
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In the above configuration, the single firewall can use any combination of policies
(application-level restrictions, NAT, |P masquerading) to filter accessto three HTTP
servers. The most important role for the firewall isto deny direct accessto any other
serversin the system. In other words, the servlet layer, the object layer, and the
database itself must not be accessible from untrusted clients.

Note that you can place the physical firewall either in front of or behind the Web
serversin the DMZ. Placing the firewall in front of the Web servers simplifies your
firewall policies, because you need only permit access to the web servers and deny
access to all other systems.
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Note: If you place the firewall between the three Web servers and the WebL ogic
Server cluster, you must bind all server instances using publicly-listed DNS
names, rather than | P addresses. Doing so ensures that the proxy plug-ins can
freely connect to each server in the cluster and not encounter address
translation errors as described in Firewall Considerations for Clusters.

If theinternal and external DN'S names of aWebL ogic Server instance are not
identical, usethe Ext er nal DNSNane attribute for the server instance to define
the server's external DNS name. Outside the firewall the ext er nal DNSNane
should translate to external | P address of the server. Set this attribute in the
Administration Console using the Server—>Configuration—>General tab.
See Server—>Configuration—>General in Administration Console Online
Help.

DMZ with Basic Firewall Configurations

By denying access to al but the Web server layer, the basic firewall configuration
creates asmall-footprint DMZ that includes only three Web servers. However, amore
conservative DMZ definition might take into account the possibility that amalicious
client may gain access to servers hosting the presentation and object tiers.

For example, assume that a hacker gains access to one of the machines hosting aWeb
server. Depending on the level of access, the hacker may then be able to gain
information about the proxied servers that the Web server accesses for dynamic
content.

If you choose to define your DMZ more conservatively, you can place additional
firewalls using the information in Additional Security for Shared Databases.

Combining Firewall with Load Balancer

If you use load balancing hardware with a recommended cluster configuration, you
must decide how to deploy the hardware in relationship to the basic firewall. Although
many hardware solutions provide security features in addition to load balancing
services, most sitesrely on afirewall asthefirst line of defense for their Web
applications. In general, firewalls provide the most well-tested and familiar security
solution for restricting web traffic, and should be used in front of load balancing
hardware, as shown below.
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The above setup places the load balancer within the DMZ along with the web tier.
Using afirewall in this configuration can simplify security policy administration,
because the firewall need only limit access to the load balancer. This setup can also
simplify administration for sitesthat support internal clientsto the Web application, as
described below.

Expanding the Firewall for Internal Clients
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If you support internal clients that require direct access your Web application (for
example, remote machinesthat run proprietary Java applications), you can expand the
basic firewall configuration to allow restricted accessto the presentation tier. The way
inwhich you expand accessto the application depends on whether you treat the remote
clients as trusted or untrusted connections.
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If youuseaVirtua Private Network (VPN) to support remote clients, the clients may
betreated astrusted connections and can connect directly to the presentation tier going
through a firewall. This configuration is shown below.
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If you do not use a VPN, all connections to the Web application (even those from
remote sites using proprietary client applications) should be treated as untrusted
connections. In this case, you can modify the firewall policy to permit
application-level connectionsto WebL ogic Servers hosting the presentation tier, as
shown below.
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Additional Security for Shared Databases

If you use a single database that supports both internal data and data for
externally-avail able Web applications, you should consider placing a hard boundary
between the object layer that accesses your database. Doing so simply reinforces the
DMZ boundaries described in Basic Firewall for Proxy Architectures by adding an
additiona firewall.

DMZ with Two Firewall Configuration
Thefollowing configuration places an additional firewall in front of a database server

that is shared by the Web application and internal (trusted) clients. This configuration
provides additional security intheunlikely event that thefirst firewall isbreached, and
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In the above configuration, the boundary between the object tier and the database is
hardened using an additional firewall. Thefirewall maintains a strict application-level
policy that denies accessto all connections except JDBC connections from WebL ogic
Servers hosting the object tier.
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Firewall Considerations for Clusters

Inany cluster architecturethat utilizesone or morefirewalls, itiscritical toidentify all
WebL ogic Server instances using publicly-available DNS names, rather than IP
addresses. Using DNS names avoid problems associated with address translation
policies used to mask internal 1P addresses from untrusted clients.

The following figure describes the potential problem with using I P addresses to
identify WebL ogic Server instances. In this figure, the firewall translates external |P
requests for the subnet “xxx” to internal 1P addresses having the subnet “yyy.”
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The following steps describe the connection process and potential point of failure:

1. Theclient initiates contact with the WebL ogic Server cluster by requesting a
connection to the first server at 205.20.xxx.100:7001. The firewall trandlates this
address and connects the client to the internal |P address of 205.20.yyy.100:7001.
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2. Theclient performs a JNDI lookup of a pinned Object C that resides on the third
WebL ogic Server instance in the cluster. The stub for Object C contains the
internal 1P address of the server hosting the object, 205.20.yyy.300:7001.

3. When the client attempts to instantiate Object C, it requests a connection to the
server hosting the object using I1P address 205.20.yyy.300:7001. The firewall
denies this connection, because the client has requested arestricted, internal 1P
address, rather than the publicly-available address of the server.

If there was no translation between external and internal |P addresses, the firewall
would pose no problems to the client in the above scenario. However, most security
policiesinvolve hiding (and denying access to) internal 1P addresses.

To avoid problems in all cases, bind WebL ogic Server instances to DNS names and
use the same DNS names both inside and outside of the firewall. If the internal and
external DNS names of a WebL ogic Server instance are not identical, use the

Ext er nal DNSNanre attribute for the server instanceto definethe server'sexternal DNS
name. Outside the firewall the Ext er nal DNSNane should translate to external |P
address of the server. Set this attribute in the Administration Console using the
Server—>Configuration—>General tab. See Server—>Configuration—>General in
Administration Console Online Help.
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Before You Start

6 Administering
WebLogic Clusters

Thefollowing sections contain guidelinesand instructionsfor configuring aWebL ogic
Server cluster:

m “Before You Start” on page 6-1

m  “Cluster Implementation Procedures’ on page 6-7

Before You Start

This section summarizes prerequisite tasks and information for setting up aWebL ogic
Server cluster.

Obtain a Cluster Licence

Installationsfor clustered WebL ogic Server instances must haveavalid cluster license.
If you do not have a cluster license, contact your BEA sales representative.
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Understand the Configuration Process

The information in this section will be most useful to you if you have abasic
understanding of the cluster configuration process and how configuration tasks are
accomplished.

Y ou perform all configuration for a WebL ogic Server 6.1 cluster using the

Administration Console. The configuration information for the cluster in stored in the
config. xn filefor thedomain that containsthe cluster. The Administration Console
also manages deployment of objects and Web applications to members of the cluster.

For general information about configuring WebL ogic Server 6.1, see WebL ogic Server
Administration Guide.

Determine Your Cluster Architecture

6-2

Determine what cluster architecture best suits your needs. Key architectural decisions
include:

m  Should you combine al application tiersin asingle cluster or segment your
application tiers in separate clusters?

m  How will you balance the load among server instancesin your cluster? Will you:
e Usebasic WebL ogic Server load balancing,
e Implement athird-party load balancer, or

e Deploy the Web tier of your application on one or more secondary HTTP
servers, and proxy regueststo it?

m  Should you define your Web applications De-Militarized Zone (DMZ) with one
or more firewalls?

To guide these decisions, see “Planning WebL ogic Server Clusters’ on page 5-1.

The architecture you choose affects how you set up your cluster. The cluster
architecture may also requirethat youinstall or configure other resources, such asload
balancers, HTTP servers, and proxy plug-ins.
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Before You Start

Consider Your Network and Security Topologies

Y our security requirements form the basis for designing the appropriate security
topology. For adiscussion of several alternative architectures that provide varying
levelsof application security, see* Security Optionsfor Cluster Architectures’ on page
5-19.

Notes: Some network topologies can interfere with multicast communication. If you
aredeploying acluster acrossaWAN, see “Multicast Requirements for WAN
Clustering” on page 2-3.

Avoid deploying server instances in a cluster across afirewall. For a
discussion of the impact of tunneling multicast traffic through afirewall, see
“Firewalls Can Break Multicast Communication” on page 2-4.

Choose Machines for the Cluster Installation

| dentify the machine or machines where you plan to install WebL ogic Server—
throughout this section we refer to such machines as “ hosts’—and ensure that they
have the resourcesrequired. System and software prerequisitesarelisted in “ Preparing
to Install WebL ogic Server” in Installing BEA WebL ogic Server.

Note: Do not install WebL ogic Server on machines that have dynamically assigned
I P addresses.

WebLogic Server Instances on Multi-CPU machines

BEA WebL ogic Server hasno built-inlimit for the number of server instancesthat can
residein acluster. Large, multi-processor servers such as Sun Microsystems, Inc. Sun
Enterprise 10000 can host very large clusters or multiple clusters.

In most cases, WebL ogic Server clusters scal e best when depl oyed with one WebL ogic
Server instance for every two CPUs. However, you should test the actual deployment
with your target Web applicationsto determine the optimal number and distribution of
server instances. For additional information, see “ Performance Considerations for
Multi-CPU Machines’ in BEA WebL ogic Server Performance and Tuning.
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Check Host Machines’ Socket Reader Implementation

For best socket performance, configure WebL ogic Server host machines to use the
native socket reader implementation for your operating system, rather than the
pure-Javaimplementation. To understand why, and for instructions for configuring
native sockets or optimizing pure-Java socket communications, see “ Peer-to-Peer
Communication Using | P Sockets’ on page 2-5.

|dentify Names and Addresses

During the cluster configuration process, you supply addressing information—IP
addresses or DNS names—for the cluster and its members.

For information on intra-cluster communication, and how it enables |oad balancing
and failover, see “ Server Communication in a Cluster” on page 2-2.

When you set up your cluster, you must provide location information for:
m  Administration Server

m  Managed Servers

m  Multicast location

Read the sections that follow for an explanation of the information you must provide,
and factors that influence the method you use to identify resources.

Avoiding Listen Address Problems
Asyou configure acluster, you can specify addressinformation for the cluster, and the
server instances that compriseiit, using either | P addresses or DNS names.

DNS Names or IP Addresses?

Consider the purpose of the cluster when deciding whether to use DNS names or IP
addresses. For production environments, the use of DNS names is generally
recommended. The use of |P addresses can result in translation errorsiif:

m  Clientswill connect to the cluster through afirewall, or
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m You have afirewall between the presentation and object tiers, for example, you
have a servlet cluster and EJB cluster with afirewall in between, as described in
the recommended multi-tier cluster.

Y ou can avoid trangl ation errors by binding the address of an individual server instance
to aDNS name. Make sure that aserver instance’ sDNS name isidentical on each side
of firewallsin your environment, and do not use a DNS name that is a so the name of
an NT system on your network.

For more information about using DNS names instead of |P addresses, see “Firewall
Restrictions’ on page 5-12.

When Internal and External DNS Names Vary

If theinternal and external DNS names of a WebL ogic Server instance are not
identical, use the Ext er nal DNSNarre attribute for the server instance to define the
server's external DNS name. Outside the firewall the Ext er nal DNSNane should
translate to external 1P address of the server instance. Set this attribute in the
Administration Console using the Server—>Configuration—>General tab. See
Server—>Configuration—>General in Administration Console Online Help.

Localhost Considerations

If youidentify aserver instance' sListen Addressaslocalhost, non-local processeswill
not be able to connect to the server instance. Only processes on the machine that hosts
the server instance will be able to connect to the server instance. If the server instance
must be accessible as localhost (for instance, if you have administrative scripts that
connect to localhost), and must al so be accessible by remote processes|eavethe Listen
Address blank. The server instance will determine the address of the machine and
listenonit.

Assigning Names to WebLogic Server Resources

Make sure that each configurable resource in your WebL ogic Server environment has
aunique name. Each domain, server, machine, cluster, JDBC connection poal, virtua
host, or other resource must have a unique name.

Administration Server Address and Port

I dentify the DN'S name or | P address and Listen Port of the Administration Server you
will use for the cluster.
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The Administration Server isthe WebL ogic Server instance used to configure and
manage all the WebL ogic Server instances in its domain. When you start a server
instance that belongs to a cluster, you identify the host and port of its Administration
Server.

Managed Server Addresses and Listen Ports

I dentify the DNS name or | P address of each Managed Server planned for your cluster.

Each Managed Server in a cluster must have a unique | P address and the same Listen
Port number. A machine that hosts multiple clustered server instances must be
multihomed to provide an IP address for each server instance.

Cluster Multicast Address and Port

I dentify the address and port you will dedicate to multicast communications for your
cluster.

Server instances in a cluster communicate with each other using multicast—they use
multicast to announce their services, and to issue periodic heartbeats that indicate
continued availability.

The multicast address for a cluster should not be used for any purpose other than
cluster communications. If the machinewherethe cluster multicast addressexists hosts
or is accessed by cluster-external programs that use multicast communication, make
surethat those multicast communications use adifferent port than the cluster multicast
port.

Multicast and Multiple Clusters

Multiple clusters on a network may share a multicast address and multicast port
combination if necessary.

Multicast and Multi-Tier Clusters

6-6

If you are setting up the Recommended Multi-Tier Architecture, described in
Chapter 5, “Planning WebL ogic Server Clusters,” with afirewall between the clusters,
you will need two dedicated multicast addresses: one for the presentation (servlet)
cluster and one for the abject cluster. Using two multicast addresses ensures that the
firewall does not interfere with cluster communication.
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Cluster Address

Cluster

When you configure a cluster using the Administration Console, you supply a cluster
address that identifies the Managed Serversin the cluster.

The cluster address is used in entity and statel ess beans to construct the host name
portion of URLSs. If the cluster addressis not set, EJB handles may not work properly.

The cluster address can be specified as:

m A DNS name that maps to the DNS names or | P addresses of the Managed
Serversin the cluster.

m A list that contains the DNS name or |P address of each Managed Server in the
cluster, as shown in the examples below:

DNSNanel, DNSNane2, DNSNanme3
| Paddr ess1, | Paddr ess2; | Paddr ess3

For production environments, BEA recommends that you set the cluster addressto a
DNS name that contains the host names or addresses of the Managed Serversin the
cluster. If you do not define the cluster address as a DNS name that maps to the
Managed Serversin the cluster, failover will not work for entity beans and EJB
handles, as described in “Failover for Entity Beans and EJB Handles’ on page 4-4.

Defining the cluster address as a comma-separated list of addressesis not
recommended for production environments.

Note: The Administration Server should not participate in a cluster. Ensure that the
Administration Server’s |P address is not included in the cluster-wide DNS
name. For more information, see “ Administration Server Considerations’ on
page 5-18.

Implementation Procedures

This section describes how to get a clustered application up and running, from
installation of WebL ogic Server through initial deployment of application
components.
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Configuration Roadmap

We present atypical sequence of tasks for a cluster implementation, and highlight key
considerationsthat influence your configuration choices. The exact process you follow
is driven by the unique characteristics of your environment and the nature of your
application. These are the tasks described in this section:

m “Install WebLogic Server” on page 6-8

m “Define Machine Names (Optional)” on page 6-9

m “Create WebL ogic Server Instances’ on page 6-10

m “Create aNew Cluster” on page 6-11

m “Configure Load Balancing Hardware (Optional)” on page 6-13
m  “Configure Proxy Plug-Ins (Optional)” on page 6-16

m “Configure Replication Groups (Optional)” on page 6-17
m “Configure Clustered JDBC” on page 6-17

m “Configure IMS’ on page 6-19

m  “Deploy Web Applications and EJBS’ on page 6-21

m “Configure In-Memory HTTP Replication” on page 6-20
m “Additional Configuration Topics’ on page 6-21

Not every step is required for every cluster implementation. Additional steps may be
necessary in some cases.

Install WebLogic Server

6-8

If you have not already done so, install the WebL ogic Server product. For multihomed
cluster installations, you can install asingle WebL ogic Server distribution under the
/ bea directory to use for all clustered instances. For remote, networked machines,
perform the installation on each WebL ogic Server host.
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Installations for clustered WebL ogic Server instances must also have avalid cluster
license. See “Obtain a Cluster Licence” on page 6-1 for more details.

Note: Do not use ashared filesystem and a single installation to run multiple
WebL ogic Server instances on separate machines. Using a shared filesystem
introduces a single point of contention for the cluster. All servers must
compete to access the filesystem (and possibly to write individual log files).
Moreover, should the shared filesystem fail, you may be unable to start
clustered servers.

Define Machine Names (Optional)

WebL ogic Server uses configured machine names to determine whether or not two
server instances reside on the same physical hardware. Machine names are generally
used with multihomed machines that host WebL ogic Server instances. If you do not
define machine names for such installations, each instance istreated asif it resides on
separate physical hardware. This can negatively affect the selection of serversto host
secondary HTTP session state replicas, asdescribed in“ Using Replication Groups” on
page 3-5.

Before creating new WebL ogic Server instances, use the following instructions to
define the names of individual machinesthat will host the server instances:

1. Boot the Administration Server for your system. For instructions, see “ Starting the
WebL ogic Administration Server” in WebLogic Server Administration Guide.

2. Start the administration console using the instructionsin “ Starting the
Administration Console” in WebLogic Server Administration Guide.

3. Select the Machines node.

4, Select Create anew Machine... to define a Windows NT machine, or select
Create anew UNIX Machine...

5. Enter aunique name for the new machine in the Name attribute field.
6. Click Create to create the new machine definition.

7. If you wish to configure other attributes for anew UNIX server, refer to the
Administration Console Online Help.
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8.

Repeat these steps for each machine that will host one or more WebL ogic Server
instancesin the cluster.

Create WebLogic Server Instances

6-10

Before servers can join a cluster, you must create new definitions for each server
instance using the WebL ogic Server Administration Console. Follow these steps:

1

Boot the Administration Server for your system. For instructions, see* Starting the
WebL ogic Administration Server” in WebLogic Server Administration Guide.

Start the administration console using the instructions in “ Starting the
Administration Console” in WebLogic Server Administration Guide.

Select the Servers node.
Select Configure a new Server.

Enter values for the following attribute fields:

e Name: Enter aname to use for this server instance in the Administration
Console. You will use this name in the startup command to indicate which
server you are booting.

See “Assigning Names to WebL ogic Server Resources’ on page 6-5.

e Listen Port: Enter the port number used to connect to this server. All servers
in agiven cluster must use the same port number.

e Listen Address: Enter the DNS name or |P address to bind to this server.
See “Avoiding Listen Address Problems” on page 6-4.

For the Machine attribute, select the machine on which the new server resides.
The Machine attribute lists all machine names that you created in “Define
Machine Names (Optional)” on page 6-9”.

Click Create to create the new server configuration.

If you wish to configure other attributes of the new server, refer to “ Server
Configuration Tasks” in WebLogic Server Administration Guide.

Repeat these steps for each WebL ogic Server that will participate in the cluster.
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Create a New Cluster

After you have created the individual WebL ogic Server instances, follow these steps
to configure anew cluster:

1. Open the Administration Console.
2. Select the Clusters node.

3. Select Configure a new Cluster.

4

. Enter values for the following attribute fields:

e Name: Enter the name to use for this cluster in the Administration Console.
You will use this name to assign membership to the cluster and configure
other cluster attributes.

e Cluster Address: Enter the DNS name (containing the I P addresses or DNS
names of all individual WebL ogic Server instances in the cluster) to use for
the cluster. For more information, see “ Cluster Address’ on page 6-7.

e Default Load Algorithm: Enter the default load algorithm to use for this
cluster, or accept the default.

Click Create to create the new cluster configuration.
Select the Multicast tab.

Enter the cluster’'s multicast address in the Multicast Address attribute field.

o N o o

Apply the changes.

Starting a WebLogic Server Cluster

To start aWebL ogic Server instance that participatesin a cluster, you use the same
procedure as you would for starting any Managed Server. Y ou identify the
Administration Server the server instance should use. The configuration information
for the server instance is obtained from the conf i g. xni file associated with the
Administration Server.

The basic process for starting up a cluster is:
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9. Start the Administration Console for the domain in which the cluster resides. For
instructions, see “ Starting the Administration Consol€e” in WebLogic Server
Administration Guide.

10. .Start individual, clustered serversinstances as Managed Servers. For example:

% java -ns64m - nx64m - cl asspat h $CLASSPATH

- Dwnebl ogi c. Domai n=nydomai n - Dnebl ogi c. Name=cl ust er Server 1

-D ava. security. policy==$W._HOVE/ | i b/ webl ogi c. policy

- Dwebl ogi c. mranagenent . server=192. 168. 0. 101: 7001

- Dwnebl ogi c. managenent . user nane=syst em

- Dwebl ogi c. managenent . passwor d=syst enPassword webl ogi c. Server

The server instance’s cluster configuration is stored by the Administration
Server, so you do not need to explicitly include address binding or multicast
information in the command line. You do, however, need to specify:

e webl ogi c. Name, to identify the clustered instance you want to start.

e webl ogi c. managenent . ser ver, to identify the host and port number of the
Administration Server that stores the clustered instance’s configuration.

e webl ogi c. managenent . user nane, to specify a username to connect to the
Administration Server.

e webl ogi c. management . passwor d, to specify the user’s password.

See “Starting a WebL ogic Managed Server” in WebLogic Server Administration
Guide for more details.

11. Asthe clustered instance boots, monitor the log messages to see that it joins the
cluster. The instance begins by binding the multicast address and common port
number of the cluster:

Starting Cluster Service ....

<Jul 25, 2001 6:35:17 PM PDT> <Noti ce> <WbLogi cServer> <Li stenThread |i stening
on port 7001, ip address 172.17.13. 25>

<Jul 25, 2001 6:35:18 PMPDT> <Noti ce> <Cl uster> <Li stening for nmulticast nessages
(cluster My uster) on port 7001 at address 239.0.0. 84>

<Jul 25, 2001 6:35:18 PM PDT> <Noti ce> <WeblLogi cServer> <Started WbLogi c Managed
Server "MyServer-1" for domain "nydonmain" running in Production Mde>
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12. To verify that all clustered instances are participating in the cluster, open the
Administration Console. Select the cluster, click the Monitoring tab, then select
Moni tor server participation in cluster.|f oneor more of the started
server instances do not appear in the display, verify that the server instances have
been configured with the correct multicast address and port number.

Configure Load Balancing Hardware (Optional)

This section provides general guidelines for setting up an external load balancer. For
instructions on setting up a BIG-1P load balancer, see “ Configuring BIG-IP™
Hardware with Clusters’

For information about how WebL ogic Server accesses clustered servletsand JSPsina
configuration that includes load balancing hardware, see “Accessing Clustered
Servlets and JSPs with Load Balancing Hardware” on page 3-10.

If you are using a hardware load balancing solution with HTTP session state
replication, you must configure your load balancer to support WebL ogic Server
session cookies. The configuration steps depend on the type of persistence cookie
persistence mechanism used on the load balancing hardware. The following table
shows possible configurations.

Persistence Type

Active Cookie Persistence Passive Cookie Per sistence

L oad Balancer L oad Balancer Inserts

Overwrites Additional Cookie
Cookie
Not supported No configuration required Specify offset and string constant

Using Active Cookie Persistence

WebL ogic Server clusters do not support active cookie persistence mechanisms that
overwrite or modify the WebL ogic HTTP session cookie.
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If the load balancer’ s active cookie persistence mechanism works by adding its own
cookie to the client session, no additional configuration is required to use the load
bal ancer with aWebL ogic Server cluster.

Using Passive Cookie Persistence

A load balancer that uses passive cookie persistence can use a string constant in the
WebL ogic session cookie to associate a client with the server instance hosting its
primary HTTP session state. The string constant uniquely identifies a server instance
in the cluster. Y ou must configure the load balancer with the offset and length of the
string constant. The correct values for the offset and length depend on the format of
the session cookie.

Understanding the Session Cookie

The basic format of a session cookieis:

Random Session ID 1 byte delimiter String Constant

6-14

where:

m Random Session ID is arandomly generated identifier of the HTTP session. The

length of the value is configurable, by setting the | DLengt h parameter in the
<session-descriptor> element in the webl ogi c. xn file for an application. By
default, the length of the Random Session ID is 52 bytes.

Sring Constant identifies the WebL ogic Server instance hosting the session,
including its host machine and listen ports.

In a non-clustered environment, the string constant can be up to 60 bytes long,
with this format:

Primary_JVM D Differenti at or! HOST! PORT! SSLPORT

In a clustered environment, the string constant specifies both the primary and the
secondary WebL ogic Server instances for the session—it may be up to 120 bytes
long, with this format:

Primary_ JVM D Differentiator!Host!Port! SSLPort! Secondary_JVM D_
Di fferentiator! Host! Port! SSLPort
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Thefirst 19 bytes of the string constant uniquely identify the primary WebL ogic
Server instance for theinitial release of WebL ogic Server version 6.1. For

WebL ogic Server version 6.1 Service Pack 1 and later, the first 10 bytes are
sufficient to identify the server instance.

Session Cookie for WAP-Enabled Applications

Because many wireless devices do not support cookies, an alternative method of
session tracking—URL rewriting—can be used for WAP applications. Because
wireless devices often support only alimited length URL, use of URL rewriting for
WA P-enabled applications requires a reduction in the length of session parameters.
For more information about using URL rewriting for wireless applications, see“An
Alternative Session-Tracking Method—URL Rewriting” in Programming WebLogic
Server for Wireless Services.

There are two techniques that are used to shorten session parameters that can affect
how you configure your load balancer:

m  Thelength of the Random Session ID can be shortened by editing the value of
the | DLengt h parameter in the <session-descriptor> element in the
webl ogi c. xm filefor your application application. The minimum length for
Random Session ID is 8 bytes.

m  Thelength of the session parameters that specify the primary and secondary
server instances can be shortened by setting the WAPEnabl ed parameter in the
confi g. xm filefor thedomain to "true". When WAPEnabl ed is“true’, the
primary and secondary server instances are identified in the cookie by short hash
codes.

Shortening the Random Session ID and the session parameters that specify the server
instances results in a string constant with this format:

Rand_Sess_I D! Primary_JVM D _HASH! Secondary_JVM D_HASH
where the length of:

Rand_Sess_| Dis 8 bytes

Primary_JVM D_HASHis 8 to 10 bytes

SECONDARY_JVM D_HASH is 8 to 10 bytes
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Configuring Load Balancer

If you have not changed the length of the Random Session ID from its default length
of 52 bytes, use the facilities of your load balancer to set the offset and length of the
string constant as described below:

m string constant offset—set to 53 bytes, the default Random Session ID length
plus 1 byte for the delimiter character.

m string constant length—BEA recommends that you set the length of the string
constant to at least 19 bytes, alength sufficient to ensure that the primary server
instance can be uniquely identified.

If your application or environmental regquirements dictate that you change the length
of the Random Session ID from its default value of 52 bytes, you must set the string
constant offset on the load balancer accordingly. The offset for the string constant
must equal the length of the Random Session ID plus 1 byte for the delimiter character.

If your cluster hosts a WA P-enabled application, there are session parameter
considerationsthat might affect how you configure your load balancer. For details, see
“Configuring Load Balancer for Reduced Length Session Parameters
(WAP-Enabled).”

Configuring Load Balancer for Reduced Length Session Parameters (WAP-Enabled)

If WAPEnabl ed issetto“true”’ for your domain, and | DLengt h is8 bytes, set the of fset
and length of the string constant as follows:

m  String constant offset—set to 9 bytes, the default Random Session ID length plus
1 byte for the delimiter character.

m  String constant length—Set the Iength of the string constant to 8, the minimum
length of the hash code that identifies the primary server instance.

Configure Proxy Plug-Ins (Optional)

If you are using Web servers with WebL ogic proxy plug-ins (or the
Ht t pdl ust er Ser vl et ) to access the cluster, use the instructions in the WebL ogic
Server Administration Guide to configure your proxy software. Keep in mind that all
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Web servers that proxy requests to the cluster must be configured identically. For
information about connection and failover using the proxy plug-in, see “ Accessing
Clustered Servlets and JSPs Using a Proxy” on page 3-7.

Configure Replication Groups (Optional)

If your cluster will host servlets or stateful session EJBs, you may want to create
replication groups of WebL ogic Server instances to host the session state replicas. To
do so, follow theinstructionsin “Using Replication Groups’ on page 3-5 to determine
which server instances should participate in each replication group, and to determine
each server instance’s preferred replication group.

To configure replication groups for aWebL ogic Server instance:

1

2
3
4.
5

Open the Administration Console.

. Select the Servers node.

. Select the server instance to configure.

Select the Cluster tab.

. Enter values for the following attribute fields:

e Replication Group: Enter the replication group name to which this server
instance belongs.

e Preferred Secondary Group: Enter the name of the replication group you
would like to use to host replicated HTTP session states for this server
instance.

Apply the changes.

Configure Clustered JDBC

This section provides instructions for configuring JDBC components using the
Administration Console. The choices you make as you configure the JDBC
componentsarereflectedintheconfi g. xm filefor the WebL ogic Server domain that
contains the cluster.
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First you create the connection pools and optionally a multipool, then you create the
data source. When you create a data source object, you specify a connection pool or
multipool as one of the data source attributes. This associates that data source with one
specific connection pool or multipool.

For an overview of how JDBC objects work in a WebL ogic Server cluster, see
“JDBC Connections’ on page 1-4.

For a description of how clustered JDBC can increase application availability,
see “Failover and JDBC Connections’ on page 2-21

For a description of how clustered JIDBC supports load balancing, see “Load
Balancing and JDBC Connections’ on page 2-18

Clustering Connection Pools

Perform these steps to set up a basic connection pool in a cluster:

1

Create a connection pool.

For instructions, see “ Configure a JDBC Connection Pool” in Administration
Console Online Help.

Assign the connection pool to the cluster.

For instructions, see “Assign a JDBC Connection Pool to One or More Servers
or Clusters’.

Create the data source. Specify the connection pool created in the previous step in
the Pool Name attribute.

For instructions, see “ Configure aJDBC Data Source” in Administration
Console Online Help

Assign the data source to the cluster.

For instructions, see “Assign a JDBC Data Source”.

Clustering Multipools

Perform these steps to create a clustered multipool for increased availability, and
optionally, load balancing.
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Note: Multipools are typically used to provide increased availability and |oad

balancing of connections to replicated, synchronized instances of a database.
For more information, see “JDBC Connections’ on page 1-4.

Create two or more connection pools.

For instructions, see “ Configure a JDBC Connection Pool” in Administration
Console Online Help.

Assign each connection pool to the cluster.

For instructions, see “Assign a JDBC Connection Pool to One or More Servers
or Clusters’.

Create amultipool. Assign the connection pools created in the previous step to
the multipool.

For instructions, see “Configure a JDBC MultiPool”.
Assign the Multipool to the cluster.

For instructions, see “Assign a JDBC MultiPool to One or More Servers or
Clusters’.

Create the data source. Specify the multipool created in the previous step in the
Pool Nane attribute.

For instructions, see “ Configure a JDBC Data Source”.
Assign the data source to the cluster.

For instructions, see “Assign a JDBC Data Source”.

Configure JMS

Follow the instructions in "Managing JIMS" in the Administration Guide to configure
IJMSfor acluster. Adhere to the following guidelines:

JMS Servers—You cannot deploy a JM S server on more than one Managed
Server.

Destinations—You cannot deploy the same destination on more than one IMS
Server.
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m  Connection Factories—Each connection factory can be deployed on multiple
WebL ogic Servers.

m  Managed Servers—JIMSS clients depend on unique WebL ogic Server names to
successfully access clustered WebL ogic Servers—even when the serversreside
in different domains. Make sure that all Managed Serversthat IMS clients
contact have unique server names.

Configure In-Memory HTTP Replication

6-20

To support automatic failover for servletsand JSPs, WebL ogic Server replicatesHTTP
session states in memory.

Note: WebL ogic Server can also maintain the HT TP session state of aservlet or JSP
using file-based or JDBC-based persistence. For more information on these
persistence mechanisms, see“ Configuring Session Persistence” in Assembling
and Configuring Web Applications.

In-memory HTTP Session state replication is controlled separately for each
application you deploy. The parameter that controls it—Per si st ent St or eType—
appears within thesessi on- descri pt or element, in the WebL ogic deployment
descriptor file, webl ogi c. xni , for the application.

domain_directory/applications/application_directory/Web-Inf/webl ogi c. xm

To usein-memory HTTP session state replication across server instancesin acluster,
set the Per si st ent St or eType tor epl i cat ed. The fragment below shows the
appropriate XML from webl ogi c. xm .

<sessi on-descri ptor>
<sessi on- par an
<par am nanme> Persi st ent St or eType </ param nanme>
<par am val ue> replicated </paramval ue>
</ sessi on- par anp

</ sessi on-descri pt or >
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Deploy Web Applications and EJBs

Use the instructions in Packaging and Deploying Web Applications to deploy your

Web application and/or EJBstothe cluster. When you select atarget for the application
or EJB, choose the cluster nameyou specifiedin“Create aNew Cluster” on page 6-11,
rather thanindividual WebL ogic Server instancesinthe cluster. Using the cluster name
ensuresthat the application or EJB is deployed homogeneously throughout the cluster.

Clustered objectsin WebL ogic Server must be deployed homogeneoudly. If the object
contains areplica-aware stub, use the Administration Console to deploy it using the
cluster name. Otherwise, deploy non-replica-aware (“ pinned”) objects only to
individual server instances.

The Administration Console automates deploying replica-aware objects to clusters.
When you deploy an application or object to a cluster, the Administration Console
automatically deploysit to all members of the cluster (whether they arelocal to the
Administration Server machine or they reside on remote machines).

When you deploy an application with the Administration Console, the administration
server sends a copy of the application file(s) to the targeted server instances, which
then load the application.

Note: If deployment to aserver instancefails, the deployment state across the target
server instances may be inconsistent.

To learn about how clustered objects are bound in the cluster-wide JNDI tree, see
“Creating the Cluster-Wide JNDI Tree” on page 2-11 and “Updating the INDI Tree”
on page 2-14.

Additional Configuration Topics

The sections below contain useful tips for particular cluster configurations.

Configure IP Sockets

For best socket performance, BEA recommends that you use the native socket reader
implementation, rather than the pure-Java implementation, on machines that host
WebL ogic Server instances.
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If you must use the pure-Java socket reader implementation for host machines, you can
still improve the performance of socket communication by configuring the proper
number of socket reader threads for each server instance and client machine.

m To learn more about how I P sockets are used in a cluster, and why native socket
reader threads provide best performance, see “ Peer-to-Peer Communication
Using IP Sockets’ on page 2-5, and “Client Interaction with the Cluster-Wide
JINDI Tree” on page 2-14.

m For instructions on how to determine how many socket reader threads are
necessary in your cluster, see “Determining Potential Socket Usage” on page
2-7. If you are deploying a servlet cluster in amulti-tier cluster architecture, this
has an effect on how many sockets you require, as described in “ Configuration
Notes for Multi-Tier Architecture” on page 5-11.

The sections that follow have instructions on how to configure native socket reader
threads for host machines, and how to set the number of reader threads for host and
client machines.

Configure Native IP Sockets Readers on Machines that Host Server Instances

To configure a WebL ogic Server instance to use the native socket reader threads
implementation:

1. Open the WebL ogic Server Console.
. Select the Servers node.
. Select the server instance to configure.

2

3

4. Select the Tuning tab.

5. Check the Enable Native 10 box.
6

. Apply the changes.

Set the Number of Reader Threads on Machines that Host Server Instances

By default, a WebL ogic Server instance creates three socket reader threads upon
booting. If you determine that your cluster system may utilize more than three sockets
during peak periods, increase the number of socket reader threads:

1. Open the WebL ogic Server Console.
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Select the Servers node.
Select the server instance to configure.

Select the Tuning tab.

a k~ w0 DN

Edit the percentage of Java reader threads in the Socket Readers attribute field.
The number of Java socket readers is computed as a percentage of the number of
total execute threads (as shown in the Execute Threads attribute field).

6. Apply the changes.

Note: Dueto aknown problemin WebLogic Server 6.1 you must also set the
desired thread pool size as acommand line option when starting a
Managed Server. For moreinformation and instructions, see “ CR179419"
in WebLogic Server 6.1 Release Notes.

Set the Number of Reader Threads on Client Machines

On client machines you can configure the number of socket reader threads in the Java
Virtual Machine (JV M) that runsthe client. Specify the socket readers by defining the
- Dwebl ogi ¢. Thr eadPool Si ze=val ue and

- Dnebl ogi c. Thr eadPool Per cent Socket Reader s=val ue optionsin the Java
command line for the client.

Configure Multicast Time-To-Live (TTL)

If your cluster spans multiple subnetsin a WAN, the value of the Multicast
Time-To-Live (TTL) parameter for the cluster must be high enough to ensure that
routers do not discard multicast packets before they reach their final destination. The
Multicast TTL parameter setsthe number of network hops a multicast message makes
before the packet can be discarded. Configuring the Multicast TTL parameter
appropriately reduces the risk of losing the multicast messages that are transmitted
among server instances in the cluster.

For more information about planning your network topology to ensure that multicast
messages are reliably transmitted see* Multicast Requirements for WAN Clustering”
on page 2-3.

To configure the Multicast TTL for acluster, change the Multicast TTL value in the
Multicast tab for the cluster in the Administration Console. Theconfi g. xm excerpt
below shows acluster with aMulticast TTL value of three. Thisvalue ensuresthat the
cluster’ s multicast messages can pass through three routers before being discarded:
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<C uster
Name="t est cl uster”
Cl ust er Addr ess="wancl| ust"
Ml ti cast Address="wancl ust-mul ti"
Mul ticast TTL="3"

/>

Configure Multicast Buffer Size

If multicast storms occur because server instances in a cluster are not processing
incoming messages on atimely basis, you can increase the size of multicast buffers.
For information on multicast storms, see “If Multicast Storms Occur” on page 2-4.

TCP/IP kernel parameters can be configured with the UNIX ndd utility. The
udp_max_buf parameter controls the size of send and receive buffers (in bytes) for a
UDP socket. The appropriate value for udp_max_buf varies from deployment to
deployment. If you are experiencing multicast storms, increase the value of
udp_max_buf by 32K, and evaluate the effect of this change.

Do not change udp_nax_buf unless necessary. Before changing udp_max_buf , read
the Sun warning in the “UDP Parameters with Additional Cautions’ section in the
“TCP/IP Tunable Parameters’ chapter in Solaris Tunable Parameters Reference
Manual at http://docs.sun.com/?p=/doc/806-6779/6jfmsfr70& .

Configuration Notes for Multi-Tier Architecture

If your cluster has a multi-tier architecture, see the configuration guidelinesin
“Configuration Notes for Multi-Tier Architecture” on page 5-11.

Enable URL Rewriting

6-24

Initsdefault configuration, WebL ogic Server uses client-side cookiesto keep track of
the primary and secondary server instance that host the client’ s servlet session state. If
client browsers have disabled cookie usage, WebL ogic Server can also keep track of
primary and secondary server instances using URL rewriting. With URL rewriting,
both locations of the client session state are embedded into the URL s passed between
the client and proxy server. To support this feature, you must ensure that URL
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rewriting isenabled on the WebL ogic Server cluster. For instructionson how to enable
URL rewriting, see "Using URL Rewriting" in Assembling and Configuring Web
Applications.
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[/ Troubleshooting
Common Problems

The following section describes how to troubleshoot common problems including:
m Collecting Diagnostic Information

m Addressing Common Problems

Collecting Diagnostic Information

Before contacting BEA Technical Support for help with cluster-related problems,
follow the stepsin this section to collect the required diagnostic information for your
system. The primary diagnostic information for cluster-related problemsisalog file
that contains multiple thread dumps (if applicable) from the clustered server. Thislog
file can be helpful in diagnosing a variety of cluster-related problems, but it is
especially important for addressing problems related to cluster “freezes’ and

deadl ocks.

Note: If you experience a cluster problem that involves a deadlock between server
instances or otherwise causes your cluster to “hang,” alog file that contains
multiple thread dumps is a prerequisite for diagnosing your problem.

To create the required log file, follow these steps:

1. Remove or back up any log files you may currently have. In practice you should
create a new log file each time you boot a WebL ogic Server instance, rather than
append new sessions to a historical log file.
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2. Turn on verbose Garbage Collection (GC) output for your JavaVM when you
start WebL ogic Server. See the next step for an example command line.

3. Redirect both the standard error and standard output to alog file. Doing so places
thread dump information in the proper context with WebL ogic Server
informational and error messages, and provides a more useful log for diagnostic
purposes. For example:

% java -ns64m - nk64m - ver bose: gc -cl asspat h $CLASSPATH

- Dwebl ogi c. domai n=nmydomai n - Dnebl ogi c. Name=cl ust er Server 1

-Dj ava. security. policy==$W._HOWVE/ | i b/ webl ogi c. policy

- Dwebl ogi c. adm n. host =192. 168. 0. 101: 7001

- Dwebl ogi c. managenent . user nane=syst em

- Dwnebl ogi c. managenent . passwor d=syst emrPassword webl ogi c. Server >>
logfile.txt 2>&1

4. Continue running the WebL ogic Server cluster until you have reproduced the
problem.

5. For server hangs, useki I | -3 or <G rl >- <Br eak> to create the necessary
threads dumps for diagnosing your problem. Make sure the log file contains
multiple thread dumps on each server, with distinct interval s between thread
dumps.

Note: If you are running the JRockit VM under Linux, see “ Getting a JRockit
Thread Dump Under Linux” on page 7-2.

Getting a JRockit Thread Dump Under Linux

If you use the JRockit VM under Linux, use one of the following methodsto generate
athread dump.

B Usethewebl ogi c. adnmi n THREAD DUMP command. For instructions and
limitations, see “THREAD_DUMP” in WebLogic Server Administration Guide.

m If the IVM’s management server is enabled (by starting the VM with the

-Xmanagenent option), you can generate a thread dump using the JRockit
Management Console.

m UseKill -3 PID, wherePl Distheroot of the processtree.

To obtain the root PID, perform a:

ps -efH | grep 'java' **. **

Using WebL ogic Server Clusters


http://e-docs.bea.com/wls/docs61/adminguide/cli.html#THREAD_DUMP 

Addressing Common Problems

using agr ep argument that is astring that will be found in the process stack that
matches the server startup command. Thefirst PID reported will be the root
process, assuming that the ps command has not been piped to another routine.

Note: Under Linux, each execute thread appears as a separate process under the
Linux process stack. To use Kill -3 on Linux you supply must match PID of
the main WebL ogic execute thread, otherwise no thread dump will be
produced.

Providing Diagnostics to BEA Technical Support

After you have created adiagnostic log file (with thread dumps, if applicable), use the
following guidelines when providing information to your BEA Technical Support
representative:

1. Compressthelog file using an operating system compression utility:
%tar czf logfile.tar logfile.txt

2. Append the compressed log file to an e-mail message to your Technical Support
representative.

Note: Alwaysinclude the compressed log file as an attachment to the message.
Do not cut and paste the log file into the body of the e-mail.

3. If the compressed log file istoo large to attach to an e-mail message, you can use
the BEA Customer Support FTP site.

Addressing Common Problems

The following sections provide solutions to common cluster-rel ated problems. They
also provide information for how to diagnose non-specific problems, such as poor
cluster performance.
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Server Fails to Join a Cluster

7-4

There are severa reasons why a WebL ogic Server does not join a cluster on startup,
including general network availability and WebL ogic-specific configuration
problems. Use this checklist to check your configuration and startup process.

1
2.

3.
4,

Check your command-line parameters for typos, misspellings, etc.

Verify that there are no physical problems with your network connection.
Network connections can be verified using the dbpi ng utilities discussed in
Testing Connections.

Verify that no other application is using the cluster multicast address.

Run the utils.MulticastTest utility to verify that multicast is working.

Other items which require troubleshooting include general configuration errors and
communications errors, such as:

Incompatible version numbers. All WebL ogic Serversin the cluster must be
the same version. If a server attemptsto join a cluster with a WebL ogic Server
whose version does not match the other serversin the cluster, an error message
will be generated.

Unabletofind alicense for clustering. Your WebL ogic license does not
include the clustering feature. Contact your sales representative.

Unable to send service announcement. This could indicate a general network
problem, or a misconfigured DNS. Clustered servers communicate among
themselves over multicast and must share the same (exclusive) multicast address.

Cannot set default cluster Address properties value. This could mean that
another server with the same | P address has already joined the cluster. Check to
make sure you do not have duplicate | P addresses assigned to multiple machines.

Unableto create a multicast socket for clustering, Multicast socket send
error, or Multicast socket receive error. These communications errors are most
likely caused by an incorrect or bad multicast address.

Note that each operating system has specific configuration requirements for
configuring multicast; you should check your operating system documentation
for help in correcting this error.
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A The WebLogic Cluster
AP

The following section describes the WebL ogic Cluster API including:

m How to Usethe API

How to Use the API

The WebL ogic Cluster public APl is contained in asingle interface,
webl ogic.rm.cluster. Cal | Router.

Cl ass java.l ang. Obj ect
Interface weblogic.rm.cluster. Call Router
(extends java.io.Serializable)

A class implementing this interface must be provided to the RMI compiler (r ni ¢) to
enable parameter-based routing. Run r mi ¢ on the service implementation using these
options (to be entered on oneline):

$ java weblogic.rmc -clusterable -call Router
<cal | Rout er O ass> <renotehj ect G ass>

The call router is called by the clusterable stub each time aremote method is invoked.
Therouter isresponsible for returning the name of the server to which the call should
be routed.
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Each server in the cluster is uniquely identified by its name as defined with the
WebL ogic Server Administration Console. These are the namesthat the method router
must use for identifying servers.

Example: Consider the Exanpl el npl class which implements aremote interface
Example, with one method f oo:

public class Exanpl el npl inplements Exanple {
public void foo(String arg) { return arg; }
}

ThisCal | Rout er implementation Exanpl eRout er ensuresthat al f oo callswith
‘arg’ <“n” goto serverl (or server3if serverlis unreachable) and that all calls with
‘arg’ >="“n" goto server2 (or server3if server2 is unreachable).

public class Exanpl eRouter inplenments Call Router {
private static final String[] aToM = { "serverl", "server3" };
private static final String[] nToZ = { "server2", "server3" };

public String[] getServerList(Method m Object[] parans) {
if (mGetNane().equals("foo")) {
if (((String)parans[0]).charAt(0) < 'n") {
return aToM
} else {
return nToZ,

} else {
return null;

}
}
}

Thisr i ¢ call associates the Exanpl eRout er with Exanpl el npl to enable
parameter-based routing:

$ rmic -clusterable -call Router Exanpl eRouter Exanpl el npl
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Custom Call Routing and Collocation
Optimization

If areplicaisavailable on the same server instance as the object calling it, the call will
not be load-balanced, because it is more efficient to use the local replica. For more
information, see “ Optimization for Collocated Objects’ on page 4-8.
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B Configuring BIG-IP™
Hardware with Clusters

This topic contains the following sections:
m Overview
m Using URL Rewriting With BIG-IP and WebL ogic Server

m Using Session Persistence with BIG-1P and WebL ogic Server

Overview

This section describes how to configure an F5 BIG-IP controller to operate with a
WebL ogic Server cluster. It assumes that you have some familiarity with BIG-IP
configuration tasks.

This section provides some step-by-step instructions for configuring BIG-1P.
However, if you require detailed setup and administration instructions, refer to your F5
product documentation.

For information about how WebL ogic Server works with external 1oad balancers, see
“Accessing Clustered Servlets and JSPs with Load Balancing Hardware” on page
3-10.

Using WebL ogic Server Clusters B-1



B Configuring BIG-IP™ Hardware with Clusters

Using URL Rewriting With BIG-IP and
WebLogic Server

Use of URL rewriting with BIG-IP and WebL ogic Server instances requires BIG-IP
version 4.5 or higher, configured for Rewri t e cooki e per si st ence. Faillover may
not succeed if BIG-IPis set for other persistence settings.

For instructions to configure WebL ogic Server for URL rewriting, see “Using URL
Rewriting” in Assembling and Configuring Web Applications.

Using Session Persistence with BIG-IP and
WebLogic Server

If your cluster usesin-memory replication for client session states, you must configure
BIG-IPto use the Insert mode for cookies. Insert mode insures that the original

WebL ogic Server cookie is not overwritten, and can be used in the event that a client
failsto connect to its primary WebL ogic Server.

To configure Insert mode for BIG-1P cookies:

1
2
3
4.
5
6

. Open the BIG-IP configuration utility.
. Select the Pools option from the navigation pane.

. Select the an available pool to configure.

Select the Persistence tab.

. Select Active HTTP Cookie to begin configuring cookies.

. Choose |nsert mode from the list of methods.
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Using Session Persistence with BIG-IP and WebLogic Server

7. Enter the timeout value for the cookie. The timeout value specifies how long the
inserted cookie remains on the client before expiring. Note that the timeout value
does not affect the WebL ogic Server session cookie—it affects only the inserted
BIG-IP cookie.

To load balance requests on a round-robin basis, set the timeout value to zero—
this ensures that multiple requests from the same client are directed to the same
managed server, and that a request from a different client is routed to another
managed server in the cluster, in round-robin fashion.

When the timeout value is set to a val ue greater than zero, the load balancer
sends all requests from all clients to the same managed server in the WebL ogic
Server cluster for the duration of the timeout period—in other words, requests
from different clients will not be load balanced for the duration of the timeouit.

8. Apply your changes and exit the utility.
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