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About This Document

Product Documentation on the dev2dev Web Site

BEA product documentation, along with other information about BEA software, is available
from the BEA dev2dev Web site:

http://dev2dev.bea.com

To view the documentation for a particular product, select that product from the list on the
dev2dev page; the home page for the specified product is displayed. From the menu on the left
side of the screen, select Documentation for the appropriate release. The home page for the
complete documentation set for the product and release you have selected is displayed.

Related Information

Readers of this document may find the following documentation and resources especially useful:

e For performance tuning information, see the WebLogic Portal Best Practices Guide, at
http://e-docs.bea.com/wlp/docs81/bestprac/perform.html

e For more information about configuring the database, see
http://e-docs.bea.com/wls/docs81/ConsoleHelp/jdbc_connection_pools.html.

e For helpful information about programming with the Studio client, see the following books
in the WebLogic Integration document set:

— Using the WebLogic Integration Studio
— BEA WebLogic Integration Javadoc
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e For more information on clustering environments, see
http://e-docs.bea.com/wls/docs81/cluster/index.html

e For performance and tuning information about WebLogic Server, see
http://e-docs.bea.com/wls/docs81/perform/index.html

BEA Systems, Inc. assumes no liability for use or misuse of the information contained in this
document. No guarantee is made as to the accuracy or correctness of the information contained
herein. This document falls under the limitation of liability in the WebLogic Portal license
document.

Contact Us!

vi

Your feedback on the WebLogic Portal documentation is important to us. Send us e-mail at
docsupport@bea.com if you have questions or comments. Your comments will be reviewed
directly by the BEA professionals who create and update the WebLogic Portal documentation.

In your e-mail message, please indicate that you are using the documentation for BEA WebLogic
Portal 8.1.

If you have any questions about this version of WebLogic Portal, or if you have problems
installing and running BEA WebLogic Portal, contact BEA Customer Support at
http://support.bea.com. You can also contact Customer Support by using the contact
information provided on the quick reference sheet titled “BEA Customer Support,” which is
included in the product package.

When contacting Customer Support, be prepared to provide the following information:
e Your name, e-mail address, phone number, and fax number
e Your company name and company address
e Your machine type and authorization codes
e The name and version of the product you are using

e A description of the problem and the content of pertinent error messages
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Documentation Conventions

The following documentation conventions are used throughout this document.

Convention Item

Ctrl+Tab Indicates that you must press two or more keys simultaneously.

italics Indicates emphasis or book titles.

monospace Indicates user input, as shown in the following examples:

text * Filenames: config.xml
* Pathnames: BEAHOME/config/examples
* Commands: java -Dbea.home=BEA HOME
¢ Code: public TextMsg createTextMsg (
Indicates computer output, such as error messages, as shown in the following example:
Exception occurred during event
dispatching:java.lang.ArrayIndexOutOfBoundsException: No such
child: 0

monospace Identifies significant words in code.

boldface Example:

text
void commit ( )

monospace Identifies variables in code.

italic Example:

text
String expr

{1} Indicates a set of choices in a syntax line. The braces themselves should never be typed.

Indicates optional items in a syntax line. The brackets themselves should never be typed.
Example:

java utils.MulticastTest -n name [-p portnumber]

Separates mutually exclusive choices in a syntax line. The symbol itself should never be typed.
Example:
java weblogic.deploy [list|deploy|update]
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Convention

ltem

Indicates one of the following in a command line:

» That an argument can be repeated several times in a command line

» That the statement omits additional optional arguments

» That you can enter additional parameters, values, or other information
The ellipsis itself should never be typed.

Example:

buildobjclient [-v] [-o name]l [-f "filel.cpp file2.cpp
file3.cpp . . ."

Indicates the omission of items from a code example or from a syntax line. The vertical ellipsis
itself should never be typed.

viii
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Capacity Planning for WebLogic Portal

This document covers the steps involved with capacity planning for WebLogic Portal 8.1 and the
application of these techniques by the use of the BEA capacity planning estimation tool.

Capacity planning is not an exact science. Every application is different and every user behavior
is different. This document is meant only as a guide for developing capacity planning numbers
and will encourage you to err on the side of caution.

Note: Any and all recommendations provided in this guide should be adequately verified before
a given system is moved into production. There is no substitute for adequately testing a
prototype to obtain capacity planning numbers.

This Capacity Planning Guide contains capacity planning information for WebLogic Portal 8.1.
Please contact your BEA sales representative for more information about capacity planning.

Introduction to Capacity Planning

BEA WebLogic Portal runs on hardware ranging from low-end PCs to high-end mainframes. The
process of determining what type of hardware and software configuration is required to meet
application needs adequately is called Capacity Planning.

Capacity Planning Factors to Consider

A number of factors influence how much capacity a given hardware configuration will need in
order to support a WebLogic Portal and a given application. The hardware capacity required to
support your application depends on the specifics of the application and configuration. You
should consider how each of these factors applies to your configuration and application.
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Capacity Planning for WebLogic Portal

The following sections discuss several of these factors. Understanding these factors and
considering the requirements of your application will aid you in generating server hardware
requirements for your configuration.

For more information, see the WebLogic Server Capacity Planning Guide.

e Do clients use SSL to connect to WebLogic Portal?

Does the platform have a WebLogic Server Performance Pack Installed?

What is running on the machine in addition to WebLogic Portal?

Is the database a limiting factor? Are there additional user storage requirements?

e How many users need to run simultaneously?

Is there enough bandwidth?

Is WebLogic Portal configured for clustering?

How well-designed is the user application?

Is WebLogic Portal well-tuned?

SSL Connections and Performance

Secure sockets layer (SSL) is a standard for secure Internet communications. WebLogic Server
security services support X.509 digital certificates and access control lists (ACLs) to authenticate
participants and manage access to network services. For example, SSL can protect JSP pages
listing employee salaries, blocking access to confidential information.

SSL involves intensive computing operations. When supporting the cryptography operations in
the SSL protocol, WebLogic Server cannot handle as many simultaneous connections.

You should note the number of SSL connections required out of the total number of clients
required. Typically, for every SSL connection that the server can handle, it can handle three
non-SSL connections. SSL reduces the capacity of the server by about 33-50% depending upon
the strength of encryption used in the SSL connections. Also, the amount of overhead SSL
imposes is related to how many client interactions have SSL enabled.

You can also implement SSL using hardware accelerators. Please refer to WebLogic Server
documentation.
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WebLogic Server Process Load

WebLogic Server Process Load

What is running on the machine in addition to a WebLogic Portal? The machine where a
WebLogic Portal is running may be processing much more than presentation and business logic.
For example, it could be running a web server or maintaining a remote information feed, such as
a stock information feed from a quote service.

Consider how much of your WebLogic Portal machine's processing power is consumed by
processes unrelated to WebLogic Portal. In the case in which the WebLogic Portal (or the
machine on which it resides) is doing substantial additional work, you need to determine how
much processing power will be drained by other processes.

Database Server Capacity and User Storage Requirements

Is the database a bottleneck? Are there additional user storage requirements? Many installations
find that their database server runs out of capacity much sooner that the WebLogic Portal does.
You must plan for a database that is sufficiently robust to handle the application. Typically, a
good application will require a database that is three to four times more powerful than the
application server hardware. It is good practice to use a separate machine for your database
server.

Generally, you can tell if your database is the bottleneck if you are unable to maintain the
WebLogic Portal CPU usage in the 80%-90% range. This is a good indication that your
WebLogic Portal is spending much of its time idle and waiting for the database to return. With
load balancing in a cluster, the CPU utilization across the nodes should be about even.

Some database vendors are beginning to provide capacity planning information for application
servers. Frequently this is a response to the 3-tier model for applications. An application might
require user storage for operations that do not interact with a database. For example, in a secure
system disk and memory are required to store security information for each user. You should
calculate the size required to store one user's information, and multiply by the maximum number
of expected users.

Concurrent Sessions

Determine the maximum number of concurrent user sessions your WebLogic Portal will be called
upon to handle. To handle more users, you will need to add more RAM for efficiency. BEA
Systems recommends that you install a minimum of 256 MB of memory for each WebLogic
Portal instance.
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Next, research the maximum number of clients that will make requests at the same time, and how
frequently each client will be making a request. The number of user interactions per second with
WebLogic Portal represents the total number of interactions that should be handled per second
by a given Portal deployment.

Consider also the maximum number of transactions in a given period to handle spikes in demand.
For example, in a stock report application, plan for a surge after the stock market opens and before
it closes. If your company is broadcasting a Web site as part of an advertisement during the World
Series or World Cup Soccer playoffs, you should expect spikes in demand.

Network Load

Is the bandwidth sufficient? Network performance is affected when the supply of resources is
unable to keep up with the demand. WebLogic Server requires a large enough bandwidth to
handle all of the connections from clients it is to handle. If you are handling only HTTP clients,
expect a similar bandwidth requirement as a web server serving static pages.

The primary factor affecting the requirements for a LAN infrastructure is the use of in-memory
replication of session information. In a cluster, in-memory replication of session information is
the biggest consumer of LAN bandwidth. Consider whether your application will be requiring the
replication of session information.

To determine if you do not have enough bandwidth in a given deployment, you should look at the
network tools provided by your network operating system vendor. In most cases, including
Windows NT, Windows 2000, and Solaris, you can inspect the load on the network system. If the
load is very high, bandwidth may be a bottleneck for your system.

Clustered Configurations

Is the WebLogic Portal Server configured to support clusters? Clusters provide session protection
and failover via state replication. Customers using clustering should not see any noticeable
performance degradation. A number of WebLogic deployments in production involve placing a
cluster of WebLogic servers on a single multiprocessor server.

If you are using a web server to forward requests to a WebLogic Server cluster, sometimes the
bottleneck can be the web server. This can happen when using the supplied HttpClusterServlet
and a proxy server, or one of the supported plug-ins. If the response time does not improve after
adding servers to the cluster and the web server machine shows a CPU usage over 95%, consider
clustering the web server or running the web server on more powerful hardware.
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Application Design

How well-designed is the application? Badly designed or non-optimized user applications can
drastically slow down the performance of a given configuration anywhere from 10% to 50%. The
best course is to assume that every application that is developed for WebLogic Portal will not be
optimal and will not perform as well as benchmark applications. As a precaution, you should
increase the maximum capacity that you calculate or expect.

Tuning Your WebLogic Server

Is the WebLogic Portal well-tuned? A WebLogic Server should be tuned using the available
tuning guide. If the server is not tuned, expect a decrease in performance.
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