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Introduction

BEA WebLogic Operations Control (WLOC) is amanagement environment that can increase the
efficiency of your operations center by hiding the complexity of the underlying operational
environment and presenting the resources and Java applications in a simple supply and demand
mode.

On the supply side of the equation, you use WLOC to organize the computing resources in your
operations center into collections (pools) of resources. A WLOC resource pool can represent a

single physical machine or a collection of virtualized resources that are made available through
hypervisor software.

On the demand side of the equation, you use WLOC to organize Java applications (processes)
into WLOC services. Typically, you organize a group of related processes into a single service
and manage the group as a unit, but you can create one service for each process.

This document provides a basic use-case example for WLOC. In this use case we will describe
the steps to:

e Establish a resource environment by installing and creating a Plain Agent and Controller

e Establish the runtime environment by starting the Agent, Controller, and the WLOC
Administration Console.

e Use the Administration Console to define a service to be managed.
e Deploy the service against the available resources.

o Monitor the WLOC service and the resource environment with the WLOC Administration
Console.
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Introduction

Main Steps

The following table summarizes the main steps demonstrated in this example.

Table 1-1 Use Case Example Main Steps

To complete this task . . . We demonstrate how to perform the following steps . ..
Establish the WLOC e “Step 1: Install and Create the Plain Agent” on page 2-1
resource environment « “Step 2: Install and Create the Controller” on page 2-13

Establish the WLOC runtime ¢  “Step 1: Start the Plain Agent” on page 3-1
environment « “Step 2: Start the Controller” on page 3-2
e “Step 3: Start the WLOC Administration Console” on page 3-3

Define services under * “Step 1: Create the Service and Process Groups” on page 4-3
management » “Step 2: Define the Adaptive Runtime Policies” on page 4-25
Deploy services against «  “Deployment Scenario” on page 5-2

available resources *  “Deploy the Service” on page 5-3

Monitor WLOC servicesand ¢  “Create a View” on page 6-2

resource environmentwith . “Browse the Resources Pane” on page 6-2
the WLOC Administration

Console

Related Documents

The WLOC documentation set includes the following:
o Installation Guide—Describes how to install and uninstall the WLOC components.

e Configuration Guide—Describes how to configure and manage the WLOC Controller and
Agents, configure services and policies to manage services, and configure security. It also
describes how to use WLOC to monitor, log, and audit the operations of your services and
resources.

e LiquidVM User Guide—Describes how to use LiquidVM to create and deploy virtualized
Java software appliances directly onto virtualized server resources.

e WLOC Administration Console Help—The online help for WLOC’s graphical user
interface. You can access the WLOC Administration Console Help either by clicking the
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http://e-docs.bea.com/wloc/docs10/config/index.html
http://e-docs.bea.com/wloc/docs10/config/index.html
http://e-docs.bea.com/wloc/docs10/lvm/index.html
http://e-docs.bea.com/wloc/docs10/ConsoleHelp/core/index.html

Related Documents

Help link in the upper right corner of the Administration Console, or at
http://edocs.bea.com/wloc/docsl0/ConsoleHelp.

e Controller Configuration Schema Reference—A reference to the XML Schema used to
persist the configuration of the WLOC Controller component.

e Agent Configuration Schema Reference—A reference to the XML Schema used to persist
the configuration of the WLOC Agent component.

e Service Metadata Schema Reference—A reference to the XML Schema used to persist the
configuration of WLOC services.

e Message Catalog—A reference to messages generated by WLOC.
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CHAPTERa

Configure the WLOC Resource
Environment

Ina WLOC environment, resource pools provide a virtual environment in which you can deploy
WLOC services. Each resource pool provides access to physical computing resources (such as
CPU cycles, memory, and disk space) and pre-installed software that a service needs to run.

To establish a WLOC resource environment, you need to configure a controller and one or more
agents. You can do so using the WLOC Configuration Wizard. When you configure an Agent,
you configure its resource pool. When you configure the Controller, you bind it to the Agents so
that it can get information about the resources and deploy services accordingly.

The Controller also hosts the WLOC Administration Console which provides a graphical
interface into the WLOC environment.

In this example, we will install and create a Plain Agent and a Controller.
The main steps in this topic include:
e Step 1: Install and Create the Plain Agent

e Step 2: Install and Create the Controller

Step 1: Install and Create the Plain Agent

A Plain Agent manages the computing resources for the physical machine on which the Agent is
installed. You can configure a Plain Agent to allocate all or a subset of the available machine
resources to WLOC services.

After you install the agent, you create it using the WLOC Configuration Wizard.

Use Case Example 2-1



Configure the WLOC Resource Environment

Use the following steps to install and create the Plain Agent.

Install the Plain Agent

The Plain Agent is installed as part of a complete WLOC installation, or can be selected
individually using the Custom installation option. For details about installing WLOC, see the
WLOC Installation Guide.

Create the Plain Agent

To create the Plain Agent, use the WLOC Configuration Wizard and complete the following
steps:

1. From the Start Menu, select Start > WebLogic Operations Control 1.0 > WLOC
Configuration Wizard.

ﬁ’i webLogic Operations Control 1.0 (4 Uninstall WwebLogic Operations Control

B WLOC Configuration Wizard

o WLOC 50 Builder

2. In the Welcome window, click Next.

3. Inthe Choose Controller or Agent window, select Create a new Agent for this host and
click Next.
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Step 1: Install and Create the Plain Agent

E) BEA Weblogic Operations Control Configuration Wizard

Choose Controller or Agent

Choose between creatingfextending the Controller or creating an Agent., o ']e’a,. S‘\\

1 Create the Controller or extend the existing Controller for this host

Create the Controller or add new Agents to the Controller that was previously created for this host,

® Create a new Agent for this host

Create a new Agent.

4,

In the Enter Agent Directory Location window, specify the path and file name for the Agent
and click Next.

By default, this directory is created in BEA_HOME\user_projects\agentl, but you can
specify any name and directory location you choose.

Note that we used C:\BEAHOME as the BEA_HOME directory when we installed the WLOC
software, therefore that BEA_HOME value is displayed as the default.

For this example, we accept the default C:\BEAHOME\user_projects location, and
change the name of the directory to PlainAgent.
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Configure the WLOC Resource Environment

E) BEA WebLogic Operations Control Configuration Wizard E”E”s__q

Enter Agent Directory Location o {‘
Enter the path to the directory where U .

the Agent will be configured.,

WLOC Agent

| CHABEAHOME \user_projectsiPlainAgent

5. In the Configure Agent Connection Details window, specify the following connection
information for the Agent:

Table 2-1 Agent Connection Information

In this field . .. Enter the following value . ..
Agent Name PlainAgent
Agent Host The URL for the host machine. In this example we use

myhost.bea.com.

Agent Port 8001 (the default)
Agent Secure Port 8002 (the default)
Transfer Encryption Passphrase Default
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Step 1: Install and Create the Plain Agent

Tahle 2-1 Agent Connection Information

In this field . .. Enter the following value . ..
Confirm Transfer Encryption Default

Passphrase

Security Mode Unsecure (default)

&1 BEA WebLogic Operations Control Configuration Wizard

Configure Agent Connection Details i \
a® 0
Please specify the connection information for this Agent, ‘han:

Agent Mame* | Flainagent|

Agent Host* | myhost, bea,com

Agent Port* | 8001
Agent Secure Port® | 8002

Transfer Encryption Passphrase™ | R |

Confirm Transfer Encryption Passphrase® | Ak |

Security Mode*

6. Click Next in the following two windows to accept the defaults:

— Configure Agent Logging

— Configure Agent Keystore Passwords

7. In the Configure Agent Type window, select Plain Agent and click Next.
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Configure the WLOC Resource Environment

E)BEA Weblogic Operations Control Configuration Wizard

Configure Agent Type oy
WLOC supports 2 types of Agent: "Plain Agent” and "ESX Agent”, L ) \\
%hea

Please select the bype of Agent you wish to configure,

® Plain Agent

A Plain Agent manages a non-virtualized environment. It manages the resources available on the same
physical machine on which it runs and enables the deployment and monitoring of %M instances on that
physical machine.

D ESX Agent

An ESX Agent manages a virtualized environrment that is available via the YMWare ESX product. An ESX
Agent manages the resources avalable on one or more defined ESY Resource Pools that have been
configured using the ESX hypervisor software.

8. Inthe Configure Plain Agent (1 of 2) window, provide a name for the resource pool
associated with this Agent and the CPU capacity available to the resource pool, as shown in
the following table:

Tahle 2-2 Plain Agent Resource Pool Configuration

In this field . .. Enter the following value . ..
Resource Pool Name plain-resource-pool
Description plain resource pool

CPU capacity (MHz) 512

Stdout Directory Accept the default

Stderr Directory Accept the default
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Step 1: Install and Create the Plain Agent

£ BEA WebLogic Operations Control Configuration Wizard E”E”‘s__q

Configure Plain Agent (1 of 2) ey \\‘

i hea
% ea

Resource Pool Mame* | plain-resource-pool

Description | plain resource pool |

CPU capacity (MHz)

Stdout Directory |C:'l,BEAHOME'l,userjrojects'l,PIainAgent‘l,stdout | | Browse |

Stderr Directory |C:'l,BEAHOME'l,userjrojects'l,PIainAgent‘l,stderr| | | Browse |

9. Inthe Configure Plain Agent (2 of 2) window, you specify the available software you want
to include in the resource pool. For this example, do not specify any additional software and

click Next.

Use Case Example 2-1



Configure the WLOC Resource Environment

£ BEA WebLogic Operations Control Configuration Wizard

Configure Plain Agent (2 of 2) o “
! i ) o

Specify the software that's available to the Plain Agent, ‘e

pecify g 7 bea \

This specification is optional: you are not required to make any entries here,

Mame* Description Path*

Add

10. In the Create Agent Configuration window, click Create.
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Step 1: Install and Create the Plain Agent

£) BEA WebLogic Operations Control Configuration Wizard

Create Agent Configuration -
Press Create to create the Agent o’” o
#.hea

Progress

0%

About ko create an Agent...

11. After the Agent has been created, click Done to exit the WLOC Configuration Wizard.

Agent Directory Structure

After completing the Plain Agent installation and creation, the following directory structure is
created in the C:\BEAHOME\user_projects\PlainAgent directory.

Use Case Example
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Configure the WLOC Resource Environment

2-10

= |[J) BEAHOME
+ ) jrockit_150_12
1) loas
+ ) modules
= |Z) user_projects
= [ PlainAgent
I bin
|Z) config
) kews
120 logs
+ 1) ssl
£ ) utils
+ ) wloc1o

Table 2-2 describes the contents of these directories.

Table 2-3 Agent Directory Description

Directory Description

bin Commands to start the Agent, and to install and remove the Agent as a
Windows service.

config Agent configuration files.

keys Encryption key used to encrypt clear text passwords.

logs Agent log files.

ssl Internal digital certificate and keystores for the Agent used for SSL

communication with the Controller.

Agent Configuration File

When you create an Agent using the WLOC Configuration Wizard, the configuration is persisted
in an XML file named loc-agent-config.xml. In this example, the file is created in the
following directory:

c:\BEAHOME\user_projects\PlainAgent\config\loc-agent-config.xml
where:

BEAHOME is the BEA Home directory containing the WLOC installation, and PlainAgent is the
name that we specified for the Agent Directory location in the Configuration Wizard.
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Step 1: Install and Create the Plain Agent

After you have created the Agent using the Configuration Wizard, it can be modified using the
Administration Console or by directly editing its configuration file.

The loc-agent-config.xml file created in this example is shown in Listing 2-1

Listing 2-1 Sample loc-agent-config.xml File

<?xml version="1.0" encoding="UTF-8"?><loc-agent xmlns="bea.com/loc/agent"
xmIns: loc="http://bea.com/loc'">
<name>PlainAgent</name>
<description>PlainAgent</description>
<network>
<loc:host>myhost.bea.com</loc:host>
<loc:components>
<loc:component>
<loc:name>ListenPorts</loc:name>
<loc:description>ListenPorts</loc:description>
<loc:port>8001</loc:port>
<loc:secure-port>8002</loc:secure-port>
</loc:component>
</loc:components>
</network>
<use-secure-connections>false</use-secure-connections>
<logging>
<loc:file-severity>Info</loc:file-severity>

<loc:base-file-name>C:/BEAHOME/user_projects/PlainAgent/logs/Agent.log</lo

c:base-file-name>
<loc:rotation-type>BySize</loc:rotation-type>
<loc:rotation-size>5000</loc:rotation-size>
<loc:rotation-time>00:00</loc:rotation-time>
<loc:file-rotation-dir>./logs/logrotdir</loc:file-rotation-dir>
<loc:number-of-Ffiles-limited>true</loc:number-of-files-limited>
<loc:rotated-file-count>5</loc:rotated-file-count>
<loc:rotation-time-span>24</loc:rotation-time-span>
<loc:rotation-time-span-factor>3500000</loc:rotation-time-span-factor>

<loc:rotation-on-startup-enabled>true</loc:rotation-on-startup-enabled>

<loc:stdout-severity>Info</loc:stdout-severity>
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</loggi
<audit>
<loc:
<loc:
<loc:
<loc:
<loc
<loc:
<loc:
<loc:
<loc:

ng>

base-file-name>./logs/audit. log</loc:base-file-name>
rotation-type>BySize</loc:rotation-type>
rotation-size>300</loc:rotation-size>
rotation-time>00:00</loc:rotation-time>

:file-rotation-dir>./logs/logrotdir</loc:file-rotation-dir>

number-of-Ffiles-limited>true</loc:number-of-files-limited>
rotated-file-count>50</loc:rotated-file-count>
rotation-time-span>24</loc:rotation-time-span>
rotation-time-span-factor>50</loc:rotation-time-span-factor>

<loc:rotation-on-startup-enabled>true</loc:rotation-on-startup-enabled>

<loc:
<loc:
<lo
</loc
</audit
<work-m

enabled>true</loc:enabled>
scope>
c:type>All</loc:type>
:scope>

>

anagers>

<loc:work-manager>

<lo
<lo
<lo
<lo
</loc

c:name>WM</loc:name>

c:description>WM</loc:description>
c:max-threads-constraint>64</loc:max-threads-constraint>
c:min-threads-constraint>3</loc:min-threads-constraint>
:work-manager>

<loc:work-manager>

<lo
<lo
<lo
<lo
</loc

c:name>ResourceBrokerAgent-WM</loc:name>
c:description>ResourceBrokerAgent-WM</loc:description>
c:max-threads-constraint>15</loc:max-threads-constraint>
c:min-threads-constraint>3</loc:min-threads-constraint>
:work-manager>

<loc:work-manager>

<lo
<lo
<lo

c:name>AgentRuntime-WM</loc:name>
c:description>AgentRuntime-WM</loc:description>
c:max-threads-constraint>15</loc:max-threads-constraint>

<loc:min-threads-constraint>3</loc:min-threads-constraint>

</loc

:work-manager>

</work-managers>
<encryption>

Use Case Example



Step 2: Install and Create the Controller

<password>{Salted-3DES}zwrq/caNuFEi4S5AeAAl1A==</password>
</encryption>
<resource-pools>
<plain-resource-pool>
<name>plain-resource-pool</name>
<description>plain resource pool</description>
<cpu-capacity>512</cpu-capacity>
<stdout-dir>C:\BEAHOME\user_projects\PlainAgent\stdout</stdout-dir>
<stderr-dir>C:\BEAHOME\user_projects\PlainAgent\stderr</stderr-dir>
</plain-resource-pool>
</resource-pools>
</loc-agent>

For information about the elements of the loc-agent-config.xml Agent configuration file, see
the Agent Configuration Schema Reference.

Step 2: Install and Create the Controller

Every WLOC environment includes a single Controller and one or more Agents. The Controller
is the central component that gathers data about the operating environment from Agents. The
Controller uses the data that it gathers to intelligently deploy new services and to evaluate and
enforce policies for all services in the environment. The Controller also hosts the WLOC
Administration Console.

After you install the Controller, you configure it using the WLOC Configuration Wizard.

Although you can install the Agent and the Controller on different physical machines, in this
example, the Controller is installed on the same machine as the Plain Agent.

Use the following steps to install and configure the controller.

Install the Controller

The Controller is installed as part of a complete WLOC installation, or can be selected
individually using the Custom installation option. For details about installing WLOC, see the
WLOC Installation Guide.
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Configure the WLOC Resource Environment

Create the Controller

To create the Controller, use the WLOC Configuration Wizard and complete the following steps:

1. From the Start Menu, select Start > WebLogic Operations Control 1.0 > WLOC
Configuration Wizard.

ﬁi WeblLogic Operations Control 1.0 -4 Uninstall WeblLogic Operations Control

m ! Figur atiog

|| WLOC I50 Builder

2. In the Welcome window, click Next.

3. Inthe Choose Controller or Agent window, select Create the Controller or extend the
existing Controller for this host and click Next.

E) BEA Weblogic Operations Control Configuration Wizard

Choose Controller or Agent e
Choose between creatingfextending the Controller or creating an Agent., n-”’ / .
% bea

® Create the Controller or extend the existing Controller for this host

Create the Controller or add new Agents to the Controller that was previously created for this host,

1 Create a new Agent for this host

Create a new Agent.

4. In the Enter Controller Directory Location window, we accept the default path and
filename for the Controller and click Next.
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Step 2: Install and Create the Contro

£ BEA WebLogic Operations Control Configuration Wizard

Enter Controller Directory Location

the Controller will be configured.

he path o the d h S \
Enter the path ko the directory where o e
% bea \

ller

WLOC Controller

| CHABEAHOME Y user_projectsicontroller

5. In the Enter Controller Connection Data window, specify the following connection
information for the Controller.

Tahle 2-4 Controller Connection Information

In this field . .. Enter the following value . ..

Controller Host The URL for the host machine (myhost.bea.com)
Console Port 9001 (the default)

Console Secure Port 9002 (the default)

Console Mode Both

Internal Port 9003 (the default)

Use Case Example
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Configure the WLOC Resource Environment

Tahle 2-4 Controller Connection Information

In this field . .. Enter the following value . ..
Internal Secure Port 9004 (the default)
Security Mode Unsecure (default)

E) BEA WebLogic Operations Control Configuration Wizard

Enter Controller Connection Data

Enter the ports the Controller will use, o”'lela S\\\-

Controller Host* | myhost, bea,com

Console Pork*
Console Secure Pork*
Console Mode®
Internal Port*
Internal Secure Pork*
Security Mode*

6. Accept the default options in the following windows and click Next:

Configure Controller Logging

Configure Controller Notifications (1 of 3)

Configure Controller Notifications (2 of 3)

Configure Controller Notifications (3 of 3)

7. Inthe Configure Agents for this Controller window, click Add to bind the Plain Agent
created previously to this Controller.
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Step 2: Install and Create the Controller

The fields are populated with the default data for your machine. Enter the name PlainAgent
name in the Name field, accept the defaults for the remaining fields and click Next.

1 BEA WeblLogic Operations Control Configuration Wizard

Configure Agents for this Controller g \
The Controller interacts with one or more Agents, You may specify the initial set of Agents For this Controller here, ;’ﬂh z .
Later on you may execute this configuration wizard again to add more Agents, Lol Ba

Mame* Agent's Hostname* Part* Secure Po... Skate® Passphrase™ Confirm Passphrase™
Plainfgent  host.bea.com 5001 5002 Enabled [ ettt [[ ettt ]

8. Click Next in the Use SSH for WLOC ESX Agents window. In this example, only a Plain
Agent is configured.

9. Inthe Enter User Data window, specify a username and password for the boot user. For this
example, accept the defaults. Note that the default username is WLOCBootUser and the

default password is changeit:
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&1 BEA WebLogic Operations Control Configuration Wizard

Enter User Data

Enter the username and password for the boot user, K h S
The default password is changeit, 5 Ba

PEES
P 4 FJ

Username* | WLOCEootUser |

Password*® | shekskopototolk |

Confirm Password* | Aokt |

10. In the Configure Controller KeyStore Passwords, accept the default passwords and click
Next.
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Step 2: Install and Create the Controller

) BEA WebLogic Operations Control Configuration Wizard

Configure Controller Keystore Passwords oy “
" \

The WLOC Controller uses the Following keystores to secure communication between processes, Each keystore o ;
is protected by its own keystore password, The default password For each keystore is changeit, ks

 Identity Keystore

Keystore password® | Ak |

Confirm keystore password® | Ak |

~ Internal Identity Keystore

Keystore password® | Ak |

Confirm keystore password® | Ak |

~ Internal Trust Keystore

Keystore password*® | Ak |

Confirm keystore password® | Ak |

11. In the Create Controller Configuration window, click Create.

Use Case Example 2-19



Configure the WLOC Resource Environment

2-20

£) BEA WebLogic Operations Control Configuration Wizard E”EWS__q

Create Controller Configuration ey ‘\{\‘
Press Create to create the Controller o’i] S
'J':V,’ Ba

Progress

0%

About to create the Contraller...

12. After the Controller has been created, click Done to exit the WLOC Configuration Wizard.

Controller Directory Structure

After completing the Controller installation and creation, the following directory structure is
created in the C:\BEAHOME\user_projects\controller directory.

Use Case Example




Step 2: Install and Create the Controller

=l | BEAHOME
4 [ jrockit_150_12
|20 logs
H ) modules
=l [ user_projects
=l ) controller
I3 bin
4 |) config
I keys
I logs
+ ) ssl
+ ) PlainAgent
H () utils
4 () wlocld

Table 2-2 describes the contents of these directories.

Table 2-5 Controller Directory Description

Directory Description

bin Commands to start the Controller, and to install and remove the Controller
as a Windows service.

config Controller configuration files.

keys Encryption keys used to encrypt clear text passwords and data.

logs Controller log files

ssl Internal digital certificate and keystores for the Controller used for SSL

communication with the Agents.

Controller Configuration File

When you create a Controller using the WLOC Configuration Wizard, the configuration is
persisted in an XML file named loc-controller-config.xml. In this example, the file is
created in the following directory:

BEAHOME/user_projects/controller/config/loc-controller-config.xml

where:

BEAHOME is the BEA Home directory containing the WLOC installation, and control ler is the
name that we specified for the Controller Directory location in the Configuration Wizard.
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Configure the WLOC Resource Environment

After you have created the Controller using the Configuration Wizard, it can be modified using
the Administration Console or by directly editing its configuration file.

The loc-controller-config.xml file created in this example is shown in Listing 2-2

Listing 2-2 Sample loc-controller-config.xml File

<?xml version="1.0" encoding="UTF-8"?><loc-controller
xmlns="bea.com/loc/controller” xmlns:loc="http://bea.com/loc">
<network>
<loc:host>host.bea.com</loc:host>
<loc:components>
<loc:component>
<loc:name>Console</loc:name>
<loc:description>Console</loc:description>
<loc:port>9001</loc:port>
<loc:secure-port>9002</loc:secure-port>
</loc:component>
<loc:component>
<loc:name>InternalCommunication</loc:name>
<loc:description>InternalCommunication</loc:description>
<loc:port>9003</loc:port>
<loc:secure-port>9004</loc:secure-port>
</loc:component>
</loc:components>
</network>
<use-secure-connections>false</use-secure-connections>
<console-mode>B0OTH</console-mode>
<logging>
<loc:file-severity>Info</loc:file-severity>

<loc:base-file-name>C:/BEAHOME/user_projects/controller/logs/Controller.lo
g</loc:base-file-name>
<loc:rotation-type>BySize</loc:rotation-type>
<loc:rotation-size>500</loc:rotation-size>
<loc:rotation-time>00:00</loc:rotation-time>
<loc:file-rotation-dir>./logs/logrotdir</loc:file-rotation-dir>
<loc:number-of-files-limited>true</loc:number-of-files-limited>
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Step 2: Install and Create the Controller

<loc:rotated-file-count>5</loc:rotated-file-count>
<loc:rotation-time-span>24</loc:rotation-time-span>
<loc:rotation-time-span-factor>3500000</loc:rotation-time-span-factor>
<loc:rotation-on-startup-enabled>true</loc:rotation-on-startup-enabled>
<loc:stdout-severity>Info</loc:stdout-severity>
</logging>
<audit>
<loc:base-file-name>_/logs/audit. log</loc:base-file-name>
<loc:rotation-type>BySize</loc:rotation-type>
<loc:rotation-size>300</loc:rotation-size>
<loc:rotation-time>00:00</loc:rotation-time>
<loc:file-rotation-dir>_/logs/logrotdir</loc:file-rotation-dir>
<loc:number-of-files-limited>true</loc:number-of-files-limited>
<loc:rotated-file-count>50</loc:rotated-file-count>
<loc:rotation-time-span>24</loc:rotation-time-span>
<loc:rotation-time-span-factor>50</loc:rotation-time-span-factor>
<loc:rotation-on-startup-enabled>true</loc:rotation-on-startup-enabled>
<loc:enabled>true</loc:enabled>
<loc:scope>
<loc:type>ControllerConfiguration</loc:type>
<loc:type>ServiceConfiguration</loc: type>
<loc:type>Rules</loc:type>
<loc:type>ControllerAction</loc:type>
<loc:type>Adjudication</loc:type>
<loc:type>AgentConfiguration</loc:type>
</loc:scope>
</audit>
<work-managers>
<loc:work-manager>
<loc:name>WM</loc:name>
<loc:description>WM</loc:description>
<loc:max-threads-constraint>64</loc:max-threads-constraint>
<loc:min-threads-constraint>3</loc:min-threads-constraint>
</loc:work-manager>
<loc:work-manager>
<loc:name>ResourceBroker-WM</loc:name>
<loc:description>ResourceBroker-WM</loc:description>
<loc:max-threads-constraint>15</loc:max-threads-constraint>
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<loc:min-threads-constraint>3</loc:min-threads-constraint>
</loc:work-manager>
<loc:work-manager>
<loc:name>Action-Purge-WM</loc:name>
<loc:description>Action-Purge-WM</loc:description>
<loc:max-threads-constraint>15</loc:max-threads-constraint>
<loc:min-threads-constraint>3</loc:min-threads-constraint>
</loc:work-manager>
<loc:work-manager>
<loc:name>ExecuteEngine-WM</loc:name>
<loc:description>ExecuteEngine-WM</loc:description>
<loc:max-threads-constraint>15</loc:max-threads-constraint>
<loc:min-threads-constraint>3</loc:min-threads-constraint>
</loc:work-manager>
<loc:work-manager>
<loc:name>ProcessRuntime-WM</loc:name>
<loc:description>ProcessRuntime-WM</loc:description>
<loc:max-threads-constraint>15</loc:max-threads-constraint>
<loc:min-threads-constraint>3</loc:min-threads-constraint>
</loc:work-manager>
<loc:work-manager>
<loc:name>Actions-WM</loc:name>
<loc:description>Actions-WM</loc:description>
<loc:max-threads-constraint>15</loc:max-threads-constraint>
<loc:min-threads-constraint>3</loc:min-threads-constraint>
</loc:work-manager>
</work-managers>
<heartbeat-interval>20</heartbeat-interval>
<reconnect-attempts>3</reconnect-attempts>
<agents>
<agent>
<name>PlainAgent</name>
<host>host.bea.com</host>
<port>8001</port>
<secure-port>8002</secure-port>
<state>Enabled</state>
<password>{Salted-3DES}8kenEcTMhnFzQl/LXLZeMQ==</password>
</agent>
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</agents>
<lvm-ssh-config>
<public-key-file/>
</lvm-ssh-config>
<notification>
<smtp>
<name>LOC EMail Notification Service</name>
<description>LOC EMail Notification Service</description>
<to-address>somebody@somecompany .com</to-address>
<from-address>LOCControl ler@somecompany .com</from-address>
<smtp-server>smtpserver .somecompany.com</smtp-server>
<enabled>false</enabled>
</smtp>
<jms>
<name>LOC JMS Notification Service</name>
<description>LOC IJMS Notification Service</description>

<destination-jndi-name>com.bea.adaptive.loc.notification.JMSNotifier</dest
ination-jndi-name>

<connection-factory-jndi-name>QueueConnectionFactory</connection-factory-j
ndi-name>
<jndi-properties>
<initial-factory>org.mom4j.jndi. InitialCtxFactory</initial-factory>
<provider-url>xcp://somehost:9911</provider-url>
<security-principal>system</security-principal>
<password>{Salted-3DES}+fzbeHi7Ydhh+AlcsPgYPA==</password>
</jndi-properties>
<enabled>false</enabled>
</jms>
<gmx>
<name>JMX Notification Service</name>
<description>JMX Notification Service</description>
<enabled>false</enabled>
</ jmx>
<snmp>
<name>LOC SNMP Notification Service</name>
<description>LOC SNMP Notification Service</description>
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<agent>
<name>MySNMPAgent</name>
<description>MySNMPAgent</description>
<host>somehost</host>
<port>2002</port>
<trap-version>SNMPv2</trap-version>
<enable-inform>false</enable-inform>
</agent>
<trap-destinations>
<destination>
<name>testTrapDest</name>
<description>testTrapDest</description>
<host>somehost</host>
<port>1642</port>
<community>public</community>
<security-level>noAuthNoPriv</security-level>
</destination>
</trap-destinations>
<enabled>false</enabled>
</snmp>
</notification>
</loc-controller>

For information about the elements of the loc-control ler-config.xml Controller
configuration file, see the Controller Configuration Schema Reference.

What’s Next?

After installing and creating the Plain Agent and Controller, go to Chapter 3, “Establish the
WLOC Runtime Environment,” which describes how to start the Agent, the Controller, and the
WLOC Administration Console.
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CHAPTERa

Establish the WLOC Runtime
Environment

Now that we have installed and configured the Plain Agent and the Controller to establish the
resource environment for this example, we need to start each of them and the Administration
Console. This will establish the runtime environment needed to define the service to be managed.

The tasks in this topic include:
e Step 1: Start the Plain Agent
e Step 2: Start the Controller
e Step 3: Start the WLOC Administration Console

Step 1: Start the Plain Agent

To start the Plain Agent:

1. Opena Command Prompt window.

2. Navigate to \bin of the directory in which we created the Plain Agent:
C:\BEAHOME\user_projects\PlainAgent\bin

3. Enter startAgent at the prompt.

As the Plain Agent starts, status messages are displayed in the Command Prompt window. After
the start sequence is complete, the following information message is displayed in the window:

<Mar 16, 2008 10:05:18 PM> <Info> <Servicelnspector> <All internal systems
are now RUNNING.>
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Step 2: Start the Controller

To start the Controller:

1. Open a Command Prompt window.

2. Navigate to \bin of the directory in which we created the Controller:

C:\BEAHOME\user_projects\controller\bin

3. Enter startController at the prompt.

As the Controller starts, status messages are displayed in the Command Prompt window. After
the start sequence is complete and the Controller establishes the connection with the Plain Agent,
the following information messages are displayed in the window:

<Mar 16, 2008 10:08:25 PM> <Info> <Servicelnspector> <All internal systems are
now RUNNING.>

STREAM: found system propertyweblogic.xml._stax.XMLStreamOutputFactory

<Mar 16, 2008 10:08:27 PM EDT> <Info> <0SGiLogReaderAdapter> <BEA-000000>
<Bundle[141] com.bea.arc.u

i, Message (ServiceEvent.REGISTERED
{objectClass=[com.bea.arc.ui.UserInterfaceService] , service.id=

123} ), Exception (null), Time (1205719707093)>

<Mar 16, 2008 10:08:27 PM EDT> <Info> <com.bea.core.tomcat.Activator>
<BEA-000000> <SimpleBundle: Se

rvice of type com.bea.arc.ui.UserlnterfaceService registered.>

<Mar 16, 2008 10:08:28 PM EDT> <Info> <Configuration> <BEA-2013535>
<Successfully wrote file C:/BEAH
OME/user_projects/controller/agent-configuration-cache/PlainAgent-log-agent-co
nfig.xml.>

<Mar 16, 2008 10:08:28 PM EDT> <Info> <Configuration> <BEA-2013535>
<Successfully wrote file C:/BEAH
OME/user_projects/controller/agent-configuration-cache/PlainAgent-log-agent-co
nfig.xml.>

<Mar 16, 2008 10:08:28 PM EDT> <Info> <ResourceBrokerCommon> <BEA-2012151>
<Established connection w

ith WLOC Agent running at http://myhost.bea.com:8001.>

[AGENTS-HANDLING] : Getting the observer service for :
http://myhost._bea.com:8001/AgentLumpe

rObserver

[AGENTS-HANDLING] : ObserverService URL =
http://myhost.bea.com:8001/AgentLumperObserver

<Mar 16, 2008 10:08:28 PM EDT> <Info> <ResourceBrokerPool> <BEA-2012203>
<ResourceBroker agent with

id plain-resource-pool - Registered>
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Step 3: Start the WLOC Administration Console

To start the WLOC Administration Console:
1. Open a Web Browser.

2. Enter the following URL.:
http://1ocalhost:9001/wloc-console

Note: Because we are running the Controller on the local machine, we can use localhost.
If the Controller was installed on a remote machine, you need to specify the host name
for the machine hosting the Controller.

3. Inthe Console Welcome window, enter the user name and password required to access the
Controller. Because we accepted the defaults when we created the Controller, we enter the
following values in this example:

In this field Enter the following
Username WLOCBootUser
Password changeit
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3 BEA Liquid Operations Control Console - Microsoft Internet Explorer

File Edit Wiew Favarites Tools Help
Qe - () @ @ N ) search
Address [ €] http:jjlocalhost:a001 jwloc-console;

e
5.0 Favortes ) ~ 3

<0 J@OrHdHOI
YD |uks > @

>

Pt
&
&

% hea WebLogic Operations Control
Welcome
Username: ‘WLOCBootUser

Password: eessssse

&] Done

|E3

&) Local intranst

After logging in successfully, the Home page of the WLOC Administration Console is
displayed.
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3 BEA Webl.ogic Operations Control Console - Microsoft Internet Exploren

File Edit View Favorites Tools Help

Ow- O BB

_;j ff\i Search T::'Favnrites & Lﬁ\‘- 1

'lli

J@P»EHOS

address | )] hitp flocaihost:9001 fwlac-consolejrcconsole portal_nfpb—trusé_pageLabel=HomePage

VB uks” &-

oo

2
o
= Nea

Manage Inventory

® Senvices
e Resource Pools

Manage Policies

o Active Policies
® Rule Definitions
o Actions

# Pipelines

TimeStamp
Sun Mar 16 22:08:28 EDT 2003

WebLaogic Operations Control

Harne | Inventory | Policies |Events  Monitoring | Controller | Agents

O N’ |

Haome | Preferences | Lagout | Help

Manage Security

» Users
o Groups
* Roles

Manage Configuration

e Controller
* Agents

Description

A new rezource pool was discovered plain-resource-pool

3]

&

% Local intranet

Note that the Event Viewer at the bottom of the Console indicates that the resource pool,
named plain-resource-pool, that we defined when we created the Plain Agent was

discovered.

What’s Next?

After establishing the runtime environment, we need to define the service to be managed. For the
steps in this process, go to Chapter 4, “Define the Service Under Management.”
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Define the Service Under Management

The next task in the use case example is to define the service to be managed, and to create and
assign deployment and runtime policies that ensure the application deploys and performs as
required.

A service is a grouping of processes, and a process type is a sub-group of processes within a
service. (A process type is referred to as a process group in the console.) The purpose of a service
is to group a collection of processes that work together. The purpose of the process group is to
define instances within the service that perform the same function and can be treated as
equivalent when an action is taken.

For example, you might have a two tier application with a Web app in one tier and business logic
in the other. If the instances of each tier are homogeneous, then each tier could be organized as a
process group and the two process groups together could comprise a service.

The distinction between these two groupings becomes important when defining policies.
Generally speaking, policies related to deployment are applied across the whole service whereas
runtime policies are applied to a specific process group. Furthermore, process type actions, by
default, will generally pick one member of the group to act on. For example if an action is to stop
an instance, the instance that gets stopped is typically not be specified and the instance is chosen
by the controller.

You configure services using the WLOC Administration Console, on the Inventory > Services
page. A service’s configuration is persisted in an XML file named metadata-config.xml. By
default, this service metadata configuration file is located in the
BEA_HOME/user_projects/control ler/config directory. It is possible to configure a
service by modifying this service metadata configuration file. Note, however, that if you
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configure a service by modifying its metadata configuration file, you do not receive the benefits
of validation and error checking that you get if you configure a service using the Administration
Console.

Figure 4-1 illustrates an example of a SOA application that consists of multiple client
applications calling into a backend Web Service via a software load balancer. The back end Web
Service can be hosted on WLS Managed Servers.

Figure 4-1 Sample SOA Application Managed by WLOC

Web Service

Web Service

[l

— Software

Program App Lot

Balancer

Web Service

In this use case example, we will use the WLOC Administration Console to create a service
named CreditCheckService that will manage the backend Managed Servers, and an
Administration Server. The Managed Servers host the Credit Check Web Services as shown in
Figure 4-2. We will create two process groups: an Administration Server process group and a
Managed Server process group. We will specify a process requirement for each of the process
groups that requires a minimum of one Admin Server and one Managed Server be started before
the service is deployed. We will also define a runtime policy that executes only after the service
is deployed, and will start the second Managed Server if the rule definition (constraint) is
violated. Figure 4-2 illustrates the topology in this example. Note that we are using a Windows
environment in this example, but other platforms are supported also. For a list of supported
platforms, see BEA WebLogic Operations Control Supported Configurations.
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The tasks in this topic include:
e Step 1: Create the Service and Process Groups

e Step 2: Define the Adaptive Runtime Policies

Step 1: Create the Service and Process Groups

The first step in defining the service metadata is to define the general properties for the service,
and then define the process groups that it will contain.

Our service will have two process groups, one that consists of a WebLogic Server Administration
Server instance and one that consists of two Managed Server instances. In the WebLogic Server
domain, these instances are named AdminServer, MS_1, and MS_2.

Note: Process groups are referred to as process types in the service metadata XML file.
To define the service and process groups:

1. Click the Inventory tab in the WLOC navigation bar and click Services.

Because we have not defined any services yet, there are no services listed in the table.
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- Py 7
5—']33‘ WebLogic Operations Control ‘ w
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Haome | Preferences | Logout | Help
Home | Inventary || Policies  Events | Monitoring | Controller | Agents
Inventory Senices

Interactive Service(s) are collections of software and processes. This table lists the senices currently defined in your enviranment.
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‘Type Filler (Ex. Column=valug) | Filter Clear Filter Showing 0- 0 of 0

@ Liquid Operations Ervironment
Services

#-{2 Resource Pools

B3 Agents

[0 Name Slatus Processes

2. Click New to display the Service Properties page.

3. Enter the values shown in the following table for the general service properties.

Table 4-1 General Service Properties

In this field . . . Specify the following information . . .

Name CreditCheckService

Description: Credit Check Service

Retry Count: 10 (the default)

Priority: 0 (the default)

Placement Algorithm: Prefer resource pools with the most resources
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Services

B

Service Properties

Specify the general properties of the service

Wihat wauld you like to name your new service?

Name: CreditCheckService

Description: Cradit Check Serice

Howe many times would yau like LOC to retry deplaying this service?
Retry Count: 10
What priarity should this service get relative to ather related services?

Priority:

What preference should LOC use when selecting resource pools to place the service in?

Placement Algorithm: Prefer resource pools with the most resources

-]

4. Click Next.

The Process Requirements page is displayed. We use this page as the starting point to add
the process groups in the service.

Define the Administration Server Process Group

The following steps describe how to specify the properties and define a ready metric for the
Administration Server process group.

1. Inthe Process Requirements page, click Add Process Group to add the first process group
for this service.
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Services

l:l Cance raup emave Proc SraUp Add Resource Reguirements

Process Requirements

Specify the process reguirements for your service. Once you have specified the processes you may optionally define any
FESOUFCE requirements for a process group.

Process Group Number of Processes

l:l ] oup iemove P Group Add Resource Requirements

2. Select Start from Scratch from the Process Requirements drop down menu and click Next.

Services

) - |

Add Processes

Specify how you would like to begin adding processes

Howe would you like to hegin specifying service process reguirements?

Process Requirements: Start from Scratch b

Start from Scratch
Import from ancther Service

l:l l:l Cance| Import from a Running WebLogic Domain
Import from a WebLogic Domain Configuration

By selecting the Start from Scratch option, we are prompted on subsequent pages to
supply properties for the process group, JVM parameters that are used when adding
instances to the process group, and ready metrics that specify when an instance is available
as a resource.

3. Inthe Start from Scratch page, we will first define the AdminServer process group. Enter
the following values for the Process Group Properties:

— Process Group: AdminServer

— Number of processes: 1
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Services

Start from Scratch

Specify the properties for an process group and initial set of processes. You can later edit this list before
completing the assistant.

Process Group Properties

Wihat wauld you like to name yaur new process group?

G . .
Process Group. sdminServer

How many processes wauld you like ta initially create?

Number of Processes:

4. In the Process Group Template Properties portion of the window, enter the values shown
in Table 4-2 for the AdminServer process group instance.

Table 4-2 AdminServer Process Group Template Properties

In this field . . . Specify the following information . ..

Name AdminServer

Description AdminServer JVM

Main Class Leave this option selected. Because our service is deployed on

WLS, we need to invoke the weblogic.Server main class.

Main JAR Leave this option unselected.

Host: The name of the host machine.
In this example, we specify localhost.

The host and port number are used to determine the address the
Agent uses to collect IMX metric information from the endpoint.

Starting Port# 7001

Classpath The CLASSPATH for the domain.
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Table 4-2 AdminServer Process Group Template Properties

In this field . ..

Specify the following information . ..

JVM Arguments

The JVM arguments to be used when the process starts. In this
example, we enter the arguments that are appended to the
weblogic.Server start command to specify minimum and
maximum heap sizes, and to set the WebLogic Server instance
name, security credentials, security policy, home and domain
directories:

-Xmx128m -Xms64m -da
-Dwls_home=D:\wls_92\weblogic92\server
-Dweblogic.management.discover=true
-Dweblogic.Name=AdminServer
-Dweblogic.management.username=weblogic
-Dweblogic.management.password=weblogic

-Djava.security.policy=D:\wls_92\weblogic92\se

rver\lib\weblogic.policy

-Dweblogic.RootDirectory=D:\wls_92\user_projec

ts\domains\LOC_base_domain

Java Arguments In this example, no Java arguments are required.

UserName The username required for authenticating JMX connections.
In this example, we specify weblogi c as both the user name and
the password because those are the values required to authenticate
to the Administration Server.

Password The password required for authenticating JMX connections.

Enter weblogic.

Instance Directory

Leave this field blank.

Native Lib Directory

Leave this field blank.

Use Native JIMX

Leave this unchecked.

SSH Enabled

Leave this unchecked.

Protocol

Leave iiop selected.
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Frocess Group Template Properties

The following parameters will be used as a starting point far creating processes within this Pracess
GEroup.

Name: AdminServer

Description: AdminServer Jyl

@ Main Class: weblogic.Semer
© Main JAR: weblogic jar
Host: lacalhost

Starting Ports: 7001

Gles=path; Uikphelients? jarDowls_9 IWEBLOG~T\semenlitlgrljar,

JVM Arguments: w=0rwils_92user_projectsidamains\LOC_bhase_damain

Java Arguments:

UserMame:

weblodgic
Password:
L1111l L]
Instance Directory:
Mative Lib
Directory:
Use Native JVIX: |—
SSH Enabled: - Determines whether 35H
will he enahbled for this
instances.

Protocol:
iiop v
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5. Specify a ready metric for the AdminServer instance by entering the values shown in
Table 4-3.

A ready metric indicates when a process has been started and is ready for work. For a
WebLogic Server instance, the ServerRuntime MBean has a State attribute. When
ServerRuntimeMbean.State=RUNNING, the WebLogic Server instance is ready.

Table 4-3 AdminServer Ready Metrics

In this field . .. Specify the following information . ..

Instance Name com.bea:Name=AdminServer,Type=ServerRuntime
Attribute State

Value RUNNING

Operator Value Equals (the default)

Value Type String

Wait 300000 (This value ensures the WLS Admin Server instance

has time to complete its startup.)
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Feady Metric

Instance Name: com.hea:Mame=AdminServer, Type=5SererRuntime

Attribute: STATE

Value: RUMMING

Operator: Value Equals »

Wait: 300000

6. Click Next.
Note that the AdminServer process group is listed in the Process Group table.

Services

oup U Add Resource Requirements

Process Requirements

Specify the process requirements for your service. Once you have specified the processes you may optionally define any
resOUrce requirements for @ process group

Process Group Number of Processes
D AdminServer 1

Cancel Add Process Gi 5 Add Resource Reguirements

In the next steps we will define the Managed Server process group.

Define the Managed Servers Process Group

The following steps describe how to specify the properties and ready metrics for both Managed
Server instances.
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In the Process Requirements page, click Add Process Group to add the Managed Server
process group.

. Select Start from Scratch from the Process Requirements drop down menu and click Next.
In the Start from Scratch page, we will first define the Managed Servers process group.
a. Name the process group ManagedServers

b. Because we have two Managed Servers in this group, enter 2 in the Number of Processes

field.

4. Define the Managed Server processes by entering the values shown in Table 4-4 for the
Process Group Template properties.

Note that the values that are populated in the template are obtained from the values we
provided for the AdminServer process group. We modify them as appropriate for the

ManagedServers group.

The values that we specify on this page are duplicated for all the instances in the group.
Therefore, in this example, both of the Managed Server instances will initially contain the

same values.

Table 4-4 ManagedServers Process Group Template Properties

In this field . .. Specify the following information . ..

Name MS_1. WLOC automatically appends O to the first process instance name.
For each additional process instance that is configured, a numeric suffix
is added to the name starting with 1 and incrementing by 1 for each
additional process instance.

Because we are defining two ManagedServers, the first instance is
automatically named MS_10 and the second instance is named MS_11.

Description MS_1

Main Class Leave this option selected. Because our service is managing WLS Admin
and Managed Servers, we need to invoke the weblogic.Server main
class.

Main JAR Leave this option unselected.

Host: localhost

The host and port number are used to determine the address the Agent uses
to collect IMX metric information from the endpoint.
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Tahle 4-4 ManagedServers Process Group Template Properties

In this field . ..

Specify the following information . ..

Starting Port#

7002

Classpath

The CLASSPATH for the domain. This field is prepopulated with the
CLASSPATH that we entered for the AdminServer process group.

JVM Arguments

The JVM arguments to be used when the process starts. This field is
prepopulated with the arguments that we entered for the AdminServer
process group. We need to modify them as follows for the MS_1 Managed
Server:

1. Add the following argument required to start Managed Servers:
-Dweblogic.management.server=http://localhost:7
001

2. Change the name of the server:

-Dweblogic.Name=MS_1

The remaining values apply to both the AdminServer and the Managed
Servers.

Java Arguments In this example, we do not need to specify any Java arguments.

UserName The username required for authenticating JMX connections.
We use weblogic in this example.

Password The password required for authenticating JMX connections.

We use weblogic in this example.

Instance Directory

Leave this field blank.

Native Lib Directory

Leave this field blank.

Use Native JIMX

Leave this unchecked.

SSH Enabled

Leave this unchecked.

Protocol

Leave iiop selected.

5. Define the ready metric for the MS_1 process instance as follows.
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Table 4-5 ManagedServers Ready Metrics

In this field . .. Specify the following information . ..
Instance Name com.bea:Name=MS_1,Type=ServerRuntime
Attribute State
Value RUNNING
Operator Value Equals (the default)
Value Type String
Wait 300000
6. Click Next.

The Process Requirements page is displayed listing both the AdminServer and
ManagedServers process groups in the table.

Services

Add Process Group Remove Process Group [l Add Resource Reguirements

Process Requirements

Specify the process requirements for your service. Once you have specified the processes you may optionally define any resource
reguirements far a process group.

Process Group Number of Processes
D AdminServer 1

ManagedServers 2z
D g

Add Process Group Rernove Process Group [l Add Resource Reguirerents

We now need to modify the properties for the second Managed Server instance, MS_2.

Select the ManagedServers name in the Process Group table. The list of defined processes
in the process group is displayed. Note that the second ManagedServer instance created is
named MS_11 and the port is automatically incremented to 7003.
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Sernvices

Process Requirements > Process Group Processes

This page allows you to edit the processes you've specified for the service.

Name Host Port Priority
D MS_10 localhost TO0z o

Ms_11 localhost To0z o
D =

8. Select MS_11 in the Name column. The properties for the process are displayed.

Services

Process Properties
Specify the properties for the selected process.
Juh Template Properties

Wihat wauld you like to name the process?

Name: Ms_11
Description: Ms_1

® main Class: wehlogic.Server
O main JAR: wehlogic jar
Host: localhost

Wihat priarity should be given this process in starting relative to other processes?
Priority:
What port numhber woauld you like to start at?

Starting Port=: 7003

Clazspath: Dowls_92patch_wehlogic92 1profilesidefaulfisys_manife
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9. In the Name field, change MS_11 to MS_2.
10. In the Description field, change MS_1to MS_2.

11. In the JVM Args field, change the argument -Dweblogic.Name=MS_1 to
-Dweblogic.Name=MS_2.

12. In the Ready Metric section, change the Instance Name field from
com.bea:Name=MS_1,Type=ServerRuntime to
com.bea:Name=MS_2,Type=ServerRuntime.

13. Click Save. The updated process is shown in the table.

Senvices
=]

Process Requirements > Process Group Processes

This page allows you to edit the processes you've specified for the service

Name Host Port Priority
D Mz_10 localhost 7oz o
D Ms_2 localhost Fooz o
(1]

To avoid confusion, we will also change the name of the first Managed Server from
MS_10to MS_1 to match the name of the Managed Server in the WLS domain.

14. Select MS_10 in the Name column. The process properties are displayed.

15. In the Name field, change MS_10 to MS_1 and click Save. We now have two processes in
the MangedServers process group named MS_1 and MS_2.

Services
... |

Process Requirements > Process Group Processes

This page allows you to edit the processes youve specified for the service

Name Host Port Priority
D Ms_1 localhost 7002 o
I:l MS_2 localhost 7003 o
[-.. BB
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16. Click Finish.

17. Define the resource requirements for the process groups as described in the following section.

Define Resource Requirements for the Service

Before we finish creating the service, we need to define the resource requirements for each
process group. When you define a resource requirement, you are creating a resource agreement.
Resource agreements define requirements that are evaluated before starting a service or instance,
which can occur both at deployment and runtime.

To define the resource requirements for the process groups in the CreditCheckService, we
complete the following steps.

1. Select the AdminServer process group check box and click Add Resource Requirements.

Sernvices

m ' | Foup | Fraup Add Resource Reguirements |

Process Requirements

Specify the process reguirements for your service. Once you have specified the processes you may optionally define any
rESOUrCE requirements for a process group

Process Group Number of Processes
AdminSarver 1

ManagadServars 2
D =

m ' | Foup | Fraup Add Resource Reguirements |

2. Inthe Minimum # of Processes field, enter 1 and click Save.

This value specifies the number of instances that will be started when the service is
deployed. It will also generate a policy that ensures that the minimum number specified is
maintained while the service is running.

We do not need to specify any other requirements for the AdminServer process group for
this example.
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Services

Process Requirements > Resource Agreement

This page allows you to optionally specify any resource requirements for your service and its processes

Process Reqguirements

What is the minimum numhber of processes that a required for the process group?
Minimum # of Processes: 1

What is the maximum number of processes that should be started for the process group?

Maximum # of Processes:

3. Repeat steps 1 and 2 for the ManagedServers process group.
4. Click Finish to create the service.

The CreditCheckService is now shown in the Services table and the Task and Events
Viewer at the bottom of the Console indicates that the CreditCheckService was added.
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New service created successfully

Services

Service(s) are collections of software and processes. This tahle lists the services currently defined in your enviranment.

[Type Fitter (Ex Column=value) |  Filter Clear Filter Showing 1-10f 1
[] Name Status Frocesses
[ CreditCheckService undeployed 1]

Description
A new service was added CreditCheckService
A new resource pool was discovered plain-resource-pool

View Deployment Policy

When you specify the resource requirements for the service, the deployment policy for the service
is created automatically. A policy consists of a constraint and an action to take when the
constraint is violated. In this example, we set the minimum number of processes to 1 which
indicates that there must be one running instance in both the AdminServer and ManagedServers
process groups. This constraint is automatically bound to the StartJavalnstanceAction

To view the deployment policy, select the Policies tab.
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Active Policies

Falicies | Definitions

Policies define a Quality of Service for a Service and its Processes. A policy consists of a rule and an action or pipeline. This table lists the policies
currently defined in your environment.

Agsian Policy

service Process Policy

CreditChedi@enice AdminSener - gy b clcoryice-AdminServer-minprocess it Number. Frocesses is < 1 then run action Credit CheskServicestartaction

All if Service.Deployment State is starting then run action

i Ged Sz ezl iy Credit CheckServicestartserviceaction

Al if Service. Deployment State is stopping then run action

CradiChecks deploy-k
redli-neckssncaInasplay-key CreditCheckServicestopserviceaction

]
O
a
|
a

ManagedSeners o ool coryice-ManagedServers-minprocess if Mumber Processes is < 1 then run astion CreditCheskServicestartaction

Create Services Using Helper Methods

In this example, we created the service using the Start from Scratch option to demonstrate the
complete method for defining process requirements. However, the WLOC Administration
Console provides efficient helper methods that simplify this process by importing the information
from the WLS domain. These helper methods include:

e Import from another Service
e Import from a Running WebLogic Domain

e Import from a WebLogic Domain Configuration

If you had selected one of these options in step 5 above, much of the information that we provided
manually could have been captured from the config.xml file for the domain.

CreditCheckService Service Metadata Configuration

When you create the service, the associated constraints, actions, and bindings are created
automatically. Listing 4-1 shows how the CreditCheckService service configuration is
represented in the metadata-config.xml file.

Listing 4-1 CreditCheckService Metadata Configuration

<ns2:services>
<ns2:service>
<ns2:name>CreditCheckService</ns2:name>
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<ns2:description>Credit Check Service</ns2:description>
<ns2:state>undeployed</ns2:state>
<ns2:priority>0</ns2:priority>
<ns2:constraint-bindings>

<ns2:constraint-binding>

<ns2:constraint-key>CreditCheckServicedeploy-key</ns2:constraint-key>

<ns2:action-key>CreditCheckServicestartserviceaction</ns2:action-key>
</ns2:constraint-binding>
<ns2:constraint-binding>

<ns2:constraint-key>CreditCheckServiceundeploy-key</ns2:constraint-key>

<ns2:action-key>CreditCheckServicestopserviceaction</ns2:action-key>
</ns2:constraint-binding>
</ns2:constraint-bindings>
<ns2:process-types>
<ns2:process-type>
<ns2:constraint-bindings>
<ns2:constraint-binding>

<ns2:constraint-key>CreditCheckService-ManagedServers-minprocess</ns2:constrai
nt-key>

<ns2:action-key>CreditCheckServicestartaction</ns2:action-key>
</ns2:constraint-binding>
</ns2:constraint-bindings>
<ns2:name>ManagedServers</ns2:name>
<ns2:description>ManagedServers-description</ns2:description>

<ns2:metadata-key>CreditCheckService-ManagedServersmetakey</ns2:metadata-key>
</ns2:process-type>
<ns2:process-type>
<ns2:constraint-bindings>
<ns2:constraint-binding>

<ns2:constraint-key>CreditCheckService-AdminServer-minprocess</ns2:constraint-
key>

<ns2:action-key>CreditCheckServicestartaction</ns2:action-key>
</ns2:constraint-binding>
</ns2:constraint-bindings>
<ns2:name>AdminServer</ns2:name>
<ns2:description>AdminServer-description</ns2:description>

<ns2:metadata-key>CreditCheckService-AdminServermetakey</ns2:metadata-key>

</ns2:process-type>
</ns2:process-types>
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<ns2:max-failed-event-retry-count>10</ns2:max-failed-event-retry-count>
</ns2:service>
</ns2:services>
<ns2:connection-factories/>
<ns2:connection-infos/>
<ns2:constraints>
<ns2:deployment-state-constraint>
<ns2:name>CreditCheckService-service-deploy</ns2:name>
<ns2:key>CreditCheckServicedeploy-key</ns2:key>
<ns2:priority>0</ns2:priority>
<ns2:state>starting</ns2:state>
<ns2:evaluation-period>0</ns2:evaluation-period>
</ns2:deployment-state-constraint>
<ns2:deployment-state-constraint>
<ns2:name>CreditCheckService-service-undeploy</ns2:name>
<ns2:key>CreditCheckServiceundeploy-key</ns2:key>
<ns2:priority>0</ns2:priority>
<ns2:state>stopping</ns2:state>
<ns2:evaluation-period>0</ns2:evaluation-period>
</ns2:deployment-state-constraint>
<ns2:min-process-constraint>
<ns2:name>CreditCheckService-AdminServer-minprocess</ns2:name>
<ns2:key>CreditCheckService-AdminServer-minprocess</ns2:key>
<ns2:priority>0</ns2:priority>
<ns2:state>deployed</ns2:state>
<ns2:evaluation-period>0</ns2:evaluation-period>
<ns2:value>1</ns2:value>
</ns2:min-process-constraint>
<ns2:min-process-constraint>
<ns2:name>CreditCheckService-ManagedServers-minprocess</ns2:name>
<ns2:key>CreditCheckService-ManagedServers-minprocess</ns2:key>
<ns2:priority>0</ns2:priority>
<ns2:state>deployed</ns2:state>
<ns2:evaluation-period>0</ns2:evaluation-period>
<ns2:value>1</ns2:value>
</ns2:min-process-constraint>
</ns2:constraints>
<ns2:notifications/>
<ns2:pipelines/>
<ns2:actions>
<ns2:action>
<ns2:name>CreditCheckServicestartserviceaction</ns2:name>
<ns2:key>CreditCheckServicestartserviceaction</ns2:key>

<ns2:impl-class>com.bea.adaptive.actions. internal .StartServiceAction</ns2:impl
-class>

<ns2:adjudicate>false</ns2:adjudicate>

<ns2:properties/>

4-22 Use Case Example



Step 1: Create the Service and Process Groups

</ns2:action>

<ns2:action>
<ns2:name>CreditCheckServicestopserviceaction</ns2:name>
<ns2:key>CreditCheckServicestopserviceaction</ns2:key>

<ns2:impl-class>com.bea.adaptive.actions. internal .StopServiceAction</ns2:impl-
class>
<ns2:adjudicate>false</ns2:adjudicate>
<ns2:properties/>
</ns2:action>
<ns2:action>
<ns2:name>CreditCheckServicestartaction</ns2:name>
<ns2:key>CreditCheckServicestartaction</ns2:key>

<ns2:impl-class>com.bea.adaptive.actions. internal .StartJavalnstanceAction</ns2
cimpl-class>
<ns2:adjudicate>false</ns2:adjudicate>
<ns2:properties/>
</ns2:action>
<ns2:action>
<ns2:name>CreditCheckService-ManagedServers-defaultaction</ns2:name>
<ns2:key>CreditCheckService-ManagedServers-defaul taction</ns2:key>

<ns2:impl-class>com.bea.arc.ui.actions.ConsoleNotificationAction</ns2:impl-cla
ss>
<ns2:adjudicate>false</ns2:adjudicate>
<ns2:properties/>
</ns2:action>
<ns2:action>
<ns2:name>CreditCheckService-AdminServer-defaul taction</ns2:name>
<ns2:key>CreditCheckService-AdminServer-defaultaction</ns2:key>

<ns2:impl-class>com.bea.arc.ui.actions.ConsoleNotificationAction</ns2:impl-cla
ss>
<ns2:adjudicate>false</ns2:adjudicate>
<ns2:properties/>
</ns2:action>
</ns2:actions>

AdminServer Process Group Metadata Configuration

Listing 4-2 shows how the AdminServer process group configuration is represented in the
metadata-config.xml file. The ready metric configuration is shown in bold type.

Use Case Example 4-23



Define the Service Under Management

Listing 4-2 AdminServer Process Group Metadata Configuration

<ns2:metadata-group>
<ns2:name>CreditCheckService-AdminServermetal</ns2:name>
<ns2:key>CreditCheckService-AdminServermetakey</ns2:key>
<ns2:instances>
<ns2:jvm-instance>
<ns2:name>AdminServer</ns2:name>
<ns2:description>AdminServerJVM</ns2:description>
<ns2:main-class>weblogic.Server</ns2:main-class>
<ns2:ready-information>
<ns2:check-type>ValueEquals</ns2:check-type>
<ns2:max-wait-period>300000</ns2:max-wait-period>

<ns2:instance>com.bea:Name=AdminServer,Type=ServerRuntime</ns2:instance>
<ns2:attribute>State</ns2:attribute>
<ns2:value>RUNNING</ns2:value>
<ns2:value-type>java. lang.String</ns2:value-type>
</ns2:ready-information>
<ns2:jvm-args>
<ns2:arg>-Xmx128m</ns2:arg>
<ns2:arg>-Xms64m</ns2:arg>
<ns2:arg>-da</ns2:arg>
<ns2:arg>-Dwls._home=D:\wls_92\weblogic92\server</ns2:arg>
<ns2:arg>-Dweblogic.management.discover=true</ns2:arg>
<ns2:arg>-Dweblogic.Name=AdminServer</ns2:arg>
<ns2:arg>-Dweblogic.management.username=weblogic</ns2:arg>
<ns2:arg>-Dweblogic.management.password=weblogic</ns2:arg>

<ns2:arg>-Djava.security.policy=D:\wls_92\weblogic92\server\lib\weblogic.polic
y</ns2:arg>

<ns2:arg>-Dweblogic.RootDirectory=D:\wls_92\user_projects\domains\LOC_base_dom
ain</ns2:arg>
<ns2:arg>-cp</ns2:arg>

<ns2:arg>D:\wls_92\patch_weblogic921\profiles\default\sys manifest_classpath\w
eblogic_patch.jar;
D:\wls_92\JDK150~1\lib\tools.jar;D:\wls_92\WEBLOG~1\server\lib\weblogic_sp.jar

D:\wls_92\WEBLOG~1\server\lib\weblogic.jar;D:\wls_92\WEBLOG~1\server\lib\webse
rvices._jar;
D:\wls_92\WEBLOG~1\common\eval\pointbase\lib\pbclient51._jar;D:\wls_92\WEBLOG~1
\server\lib\xgrl.jar;</ns2:arg>

</ns2:jvm-args>

<ns2:java-args/>

<ns2:native-lib-dir></ns2:native-lib-dir>

<ns2:instance-dir></ns2:instance-dir>
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<ns2:native-jmx>false</ns2:native-jmx>
<ns2:protocol>iiop</ns2:protocol>
<ns2:host>localhost</ns2:host>
<ns2:port>7001</ns2:port>
<ns2:username>weblogic</ns2:username>

<ns2:password>{Salted-3DES}WOv+mTzrr9u/PRD30V1XGw==</ns2:password>
<ns2:ssh-enabled>false</ns2:ssh-enabled>
<ns2:wailt-for-ssh>false</ns2:wait-for-ssh>
<ns2:priority>0</ns2:priority>
<ns2:copies-at-create/>
<ns2:copies-at-shutdown/>
</ns2:jvm-instance>
</ns2:instances>
</ns2:metadata-group>

Step 2: Define the Adaptive Runtime Policies

Now that we have defined the service and the initial deployment policies, we need to define the
runtime policies.

WLOC policies specify runtime requirements (constraints or rules) for a service and actions to
take when the service operates outside of the constraints. These policies define service level
agreements (SLAS) for your services. For example, you can define a policy that increases the
amount of memory available if the memory requirements for a specific JVM grow beyond a
specified number of MBs.

WLOC contains a set of predefined constraints, called SmartPacks, that you can use to place
requirements on some common measurements of service health and performance. In this
example, we will define a runtime policy for the ManagedServers process group using the
MaxAverageJVMProcessorLoad constraint that is provided as part of the Smart Pack constraints.

For the runtime policy, we will define a rule (constraint) in which we specify a value of 0.8 for
the MaxAverageJVMProcessorLoad constraint. This value indicates that when the average JVM
processor load exceeds 80%, an action must occur. In this example, a second Managed Server
instance will be started.

To create the runtime policy and assign it to the ManagedServers process group:

1. Selectthe Policies tab in the WLOC navigation bar, select the Definitions tab, and then select
the Rules tab.

The list of the process constraint deployment polices are shown in the table.
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Definitions

Policies | Definitions

Rules | Actions  Pipelines  Smart Packs

Rule(s) define conditions that are periodically checked. This table lists the rules currently defined in vour environment

Add Policy Definition Delete Palicy Definition

O Name Definition

[]  CrediChuchSenvica-heminSarvar mingrocess iy rpar Procasses is « 1

[]  CredtCheckGervice ManagedServersminprocess ¢y iber progesses s < 1

[ Credicheckervicedzploy-key if Service.Deployment State is starting
[]  CredtchuckSenicaundsplay-kay bt Sty

Add Palicy Definition Delete Policy Definition

2. Click Add Policy Definition.

3. Inthe Policy Properties page, enter MaxAverageJVMProcessorLoad in the Name field.

4. Select Based on a named attribute from the Type drop-down menu and click Next.
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Rules | Actions | Pipelines | Srart Packs

Policy Properties

Specify the properties for the policy. You can change the rule and action or pipelines to run.

Mew Policy Definition

Wihat wauld you like to name your new policy?

Name:

Wihat type of palicy woul

MaxfverageVMMProcessorLoad

dyou like to create?

Type:

Based on the value of an attribute or function

Based on the value of an attribute or function

Based onfi a service event at a date time

Based on fi a process group event at a date time
Based on deploying a service at a datetime

Based on undeploying a service at a datetime
Based on fi a process group event based on the outcome of an action
Based on fi a process group event based on the outcome of another event
Based on a named attribute

Based on a service deployment state

Based on a minimum amount of CPU

Based on a maximum amount of CPU

Based on a share of CPL

Basedonar mum amaount of memory

Based on a maximum amount of memory

Based on a share of memory

Basedonar mum number of processes

Based on a maximum number of processes

Based on software availability

Based on an IP Address

Based on IS0 software availability

Based on an of Local Disk Size required

5. In the Rule Properties page, accept the default for the Name and Priority fields.

Description

6. In the Attribute field, select MaxAverageJVMProcessorLoad from the drop-down menu.
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Definitions

Policies | | Definitions

Rules | Actionz | Fipelines | Smart Packs

Rule Properties

This page allows wou to specify the parameters for the Mamed Policy definition.

New Named Policy Definition
Wihat would yvou like to name waur nesww rule definition’?

Name: MaxtveragelVMProcessarLoad
‘What priority should instances ofthis rule be given aver others?

Priority:

Flease specifythe propedies ofthe managed objectthis rule applies to.

Attribute: MinFreeHeapSize b

MinFreeHeapSize
MaxFreeHeapSize
MinAverageFreeHeapSize
MaxAverageFreeHeapSize
MinFreePhysicallemory

How often should this rule be e{MaxFreePhysicalMemory
MinAverageFreePhysicalMemory
MaxAverageFreePhysicalMemory
MinUsedPhysicalMemory
MaxUsedPhysicalMemory
MaxAverageUsedPhysicalMemory
MinAverageUsedPhysicalMemory
MinJhvmProcessorLoad
MaxvmProcessorLoad
MinAverage mProcessorLoad

MaxAverage.vmProcessorLoad

7. Specify the remaining values as shown in the following table and click Finish.

Value:

Evaluation Period:
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In this field . . .

Do the following . . .

Value

Enter 0.8.

Evaluation Period

Enter 10000. This is the amount of time, in milliseconds, to wait
before reevaluating the constraint.

Service State

Select deployed from the drop-down menu. This indicates that the
service must be deployed before the constraint will be evaluated.

Definitions

Policies | Definitions

Rules | Actions

Pipelines  Smart Packs

TR

What priority should instances afthis rule be given over others?

Priority:

Flease specify the properties ofthe managed object this rule applies to.

Attribate:

Value:

MaxAverage mProcessorLoad  w

ne

How often should this rule be evaluated? Specify interval in milliseconds,

Evaluation Period:

10000

What state should the service be in far this rule to he applicable?

Service State

deployed w

The new policy rule is added to the Definitions table.
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Definitions
Folicies | Definitions |
Rules | Actions  Pipelnes  Smart Packs

Rule(s) define conditions that are periodically checked. This table lists the rules currently defined in your environment.

Add Policy Definition Delete Policy Definition

Name Definition
CreditCheckService-AdminServer-minprocess

it Number Processes is < 1

CreditCheckSarvice-ManagedServers-minprocess ooy
CreditCheckServicedzploy-kay it Service.DeploymertStste is starting

CraditCheckSarviceundeploy-key R s

O0
O
O
O
O
O

Add Policy Definition

Maxveragelviprocessor oad if MaxAverage v mProsessor Load » 0.8

Delete Policy Definition

8. Select the Policies subtab to return to the Active Policies page.

Active Policies

‘Fnhcles Definitions

Folicies define a Quality of Service for a Service and its Pracesses. A palicy consists of a rule and an action or pipeline. This table lists the policies currently defined in your
ervironmert

[] Service Process Policy

[]  CreditChecSerice AdminSener o gicheckSarvice-adminServer-minprocess if Number Processes is < 1 then run action CreditChec kServicestartaction
il ] CreditcheckSeruicedeploy-key it Service DeploymentState iz stating then run action CreditCheckServicestartserviceaction
O Al CreditcheckSeruiceundeploy-key if Service Deployment State is stopping then wn action CreditChesk Servicestopserviceaction
il hanagedSeners . e cksapyice-ManagedServers-minprocess  if Number. Processes is 5 1 then mn action CreditChes kServicestartaction

9. Click Assign Policy to assign the policy (the rule and the action to take) to the
ManagedServers process group.

10. In the Policy Properties page, specify the properties of the policy as follows:

a. Inthe Service drop-down menu, select CreditCheckService to assign the policy to the
service.

b. Inthe Process drop-down menu, select ManagedServers to assign the policy to the
ManagedServers process group.

¢. Inthe Instance drop-down menu, select All Instances for ManagedServers to assign the
policy to all the Managed Server instances in the process group.
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d. Inthe Definitions drop-down menu, select MaxAverageJVMProcessorLoad to assign
the rule definition to the policy.

e. Inthe Run Action drop-down menu, select CreditCheckServicestartaction to specify
the action to take when the constraint (rule) is violated.

f. Because we did not define an action pipeline in this example, leave None selected in the
Run Pipeline drop-down menu.

Active Policies

11.

Policies | Definitions

T T T ST TS G T

BT T e T
Assign Policy
What service will this policy apply to?
Service: CreditCheckService v
Which process in the service will this policy apply to?

Process: ManagedServers v

Which process instance inthe process will this apply to?

Instance: All nstances for ManagedServers v

Which rule definition waould you like to use?

Definitions:  [mayaverageJVMProcessorLoad v

Which action would you like fo run if the rule is true?

RunAction: 5y [CreditCheckSenvicestartaction v
Which pipeline would you like to run ifthe rule is true?

Run Pipeline: O [nonE ~

[ Canie
Click Finish to finish assigning the policy to the process group.

The policy assignment is created and the Binding created successfully confirmation
message is displayed.

Note that the MaxAverageJVMProcessorLoad policy is now assigned to the
ManagedServers process group in the Active Policies table.
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Binding created successfully
Active Policies

Folicies | Definitions

Policies define 3 Quality of Service for a Service and its Processes. A palicy consists of 3 rule and an action o pipeline. This table lists the policies currently defined in your
emvironment.

ManagedSeners oo checkService-ManagedServers-minprocess it Number. Processes is < 1 then run action CreditCheck Servicestartaction

Assign Palicy

[0 Service Process Policy

[  CreditChedSenice AdminSener oo icheck Service-Admingerver-minpracess if Number Frosesses is < 1 then mn astion CreditCheckServicestartaction

l L CreditCheckServicedeploy-key if Service. Deployment State is starting then run action CreditCheck Servicestartserviceaction
H All CreditCheckServiceundeploy-key if Service. DeploymentState is stopping then run action Credit CheckServicestopserviceaotion
-l

L}

ManagedSeners pyoyaoragelyMProcessorLoad if MaxAoverage JwmProcessarLoad » 0.8 then run action Credit Check Servicestartaction

Runtime Policy Metadata Configuration

Listing 4-3 shows how the MaxAverageJVMProcessorLoad configuration for the constraint
binding, custom constraint, and associated action is represented in the metadata-config.xml
file.

Listing 4-3 Runtime Policy Metadata Configuration

<ns2:process-types>
<ns2:process-type>
<ns2:constraint-bindings>
<ns2:constraint-binding>

<ns2:constraint-key>CreditCheckService-ManagedServers-minprocess</ns2:constrai
nt-key>

<ns2:action-key>CreditCheckServicestartaction</ns2:action-key>
</ns2:constraint-binding>
<ns2:constraint-binding>

<ns2:constraint-key>MaxAverageJVMProcessorLoad</ns2:constraint-key>
<ns2:action-key>CreditCheckServicestartaction</ns2:action-key>
</ns2:constraint-binding>

</ns2:constraint-bindings>
<ns2:name>ManagedServers</ns2:name>
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<ns2:description>ManagedServers-description</ns2:description>

<ns2:metadata-key>CreditCheckService-ManagedServersmetakey</ns2:metadata-key>
</ns2:process-type>

<ns2:custom-constraint>
<ns2:name>MaxAverageJVMProcessorlLoad</ns2:name>
<ns2:key>MaxAverageJVMProcessorLoad</ns2:key>
<ns2:priority>0</ns2:priority>
<ns2:state>deployed</ns2:state>
<ns2:evaluation-period>10000</ns2:evaluation-period>
<ns2:constraint>MaxAverageJvmProcessorLoad</ns2:constraint>
<ns2:value>0.8</ns2:value>

</ns2:custom-constraint>

<ns2:action>
<ns2:name>CreditCheckServicestartaction</ns2:name>
<ns2:key>CreditCheckServicestartaction</ns2:key>

<ns2:impl-class>com.bea.adaptive.actions. internal .StartJavalnstanceAction</ns2
cimpl-class>
<ns2:adjudicate>false</ns2:adjudicate>
<ns2:properties/>
</ns2:action>

What’s Next?

Now that we have defined the service to be managed and assigned deployment and runtime
policies, we need to deploy the service as described in Chapter 5, “Deploy the Service Against
Available Resources.”
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Deploy the Service Against Available
Resources

The next task in the use case example is to deploy the service to the resource pools on which it
will run. To start a WLOC service, you deploy it using the WLOC Administration Console, or
configure it for auto-deployment. WLOC chooses one or more resource pools for the initial
deployment.

To choose resources pools for an initial deployment, WLOC follows this procedure:

1.
2.

3.

The Controller examines the process requirements that you configured for the service.

The Controller examines all resource pools that are currently active—including those that are
hosting other services—and uses the following process of elimination to determine which
resource pools are candidates for hosting the service:

— If the service specifies software requirements, resource pools that do not offer access to
all of the required software are eliminated as candidates.

— If the service consists of a single process, resource pools that offer fewer computing
resources than the service's minimum resource requirements are eliminated.

— If the service consists of multiple processes, WLOC may use multiple resource pools to
run the service.

After this process of elimination, WLOC determines which resource pool or combination of
resource pools can be used to host the service. Then, it uses one of the following placement
algorithms that you configure when you create the service to choose a resource pool or
collection of resource pools:

— Prefer resource pools with the most resources: WLOC selects the resource pool
combination that provides the greatest amount of computing resources.
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— Prefer resource pools with fewer resources: WLOC selects the resource pool that
most closely matches the minimum resource requirements of the service. This
algorithm ensures the most efficient use of resources in your data center.

Deployment Scenario

In this example, we will deploy the CreditCheckService from the Administration Console. Note
that before we start the service, the state of the service is undeployed, which indicates that there
are no instances running. When we start the service, the following occurs:

5-2

1.

The Controller evaluates the process requirements for each process group in the service.
When we specified the resource requirements in “Define Resource Requirements for the
Service” on page 4-17, we specified that there should be a minimum of 1 process for each
process group.

The Controller compares the resource pools available for each process group in the service
against the resource agreements and eliminates any resource pools that cannot host the
service. Because the only requirement that we specified is minimum number of processes, it
will randomly choose one of the two Managed Servers for the ManagedServers process
group.

Use the placement algorithm that we specified when we defined the service properties, Prefer
resource pools with the most resources, to determine the resource pool on which to place
the service.

The Controller stages each of the instances individually.

The Controller starts each of the instances individually. When the minimum number of
processes from each group is started, the service is deployed.

The Controller evaluates the runtime policy. When the average load across all the instances
in the ManagedServers process group exceeds the defined value, another JVM instance is
started.

In a real world client application, a typical setting for the MaxAverageJVMProcessorLoad
might be .8, indicating that when the average load across all the instances in the
ManagedServers process group exceeds 80%, an additional JVM instance is started. For
the purposes of this example, we set the value of MaxAverageJVMProcessorLoad to 0 to
trigger the required action.

The runtime policy is continually evaluated. When the constraint is violated again and there
are no other available processes to start, the action fails.
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Deploy the Service

To deploy the CreditCheckService:
1. Click the Inventory tab in the WLOC navigation bar and click Services.
The CreditCheckService is displayed in the Services table.

2. Select the CreditCheckService check box and click Start.

P A~ D 7
#hea WebLogic Operations Control v Al M
\ﬁ'-_,

Home | Preferences | Lagout | Hel

Home |Inventory | Policies  Ewents  Monitoring | Controller  Agents

Inventory Services
Interactive Sewice(s) are collections of sofware and processes. This tahle lists the services currently defined in your environment,
A Liguid Operations Environment
-8 Services Delete start [l Stop
: Jelete Sia Stop
B e hekSanvics | O=c= [} cien f Son
{2 Resovrce Pools " "
B gents Type Filter (Ex. Column=Yalue) Filter Clear Filter Showing 1-10f 1
[0 Name Status Processes
CreditCheckService updeployed 1}

X | I

The message Request to start service was successfully sent is displayed, and
the Status column in the table reflects the transition states of the service.

3. As the service is proceeding through the various transition states of the deployment process,
view the following in the console:

— The runtime status changes in the Status column to reflect the current or transitional
state as follows:

 undeployed—No JVM instances are running.

 staging—The service is transitioning from undeployed to staged state.
 staged—No JVM instances are running (same as undeployed for a Plain Agent.)
« starting—The service is transitioning from staged to deployed state.

 deployed—The minimum number (at least) of JVMs associated with the service are
running.
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Request to start service was successfully sent

Services

Service(s) are collections of software and processes. This table lists the serdces currently defined in your environment,

[ooco [ o ] o |

|Type Filter (Ex. Column=Yalue) | Filter Clear Filter Showing 1-10of 1
[0 Marne Status Processes
[ creditCheckService starting 7

— The Task and Event Viewer displays each event as it occurs.

Tasks and Events
TimeStamp Description

Tue Apr 01 17:20:32 EDT 2003 A LM AdminServer WM has started..

Tue Apr 01 17:20:32 EDT 2008 Action Succeeded. . FindlnstancesAction
Tue Apr 01 17:20:32 EDT 2008 Action Succeeded.. FindPlacementsAction
Tue Apr 01 17:20:32 EDT 2008 Action Succeeded.. ResernelnstancesAction
Tue Apr0d1 17:20:31 EDT 2008 Senvice CreditCheckService is .. starting

Tue Apr 01 17:20:22 EDT 2008 Action Succeeded.. DeploySenice-Fipeline

When the minimum number of instances are started, the service state is changed to
deployed and the runtime policy is evaluated. The Task and Event Viewer indicates a
Quality of Service (QOS) violation and the second ManagedServers JVM instance is
started.
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Home | Inventory | Policies  Ewents  Monitoring  Controller | Agents

oy Request to start service was successfully sent
Services

Interactive

[i Liquid Operations Environment Service(s) are collections of software and processes. This table lists the services currently defined in your environment.

Services

B Resource Pools

-8 Agents

Twpe Filter (Ex Column=Yalue) Filter Glear Filter Showing 1- 10f 1

[] Hame Status Processes

[ CreditCheckService deployed 3

Tasks and Events

TimeStamp Description

Tue Apr 01 17:22:23 EDT 2008 A S MS_2 has started.
Tue Apr01 17:22:23 EOT 2008 A Iy WMS_2 has been initialized. . -
Tue Apr 01 17:22:23 EDT 2008 A new JvMMS_2 was created.

QOS violation policy MaxAveragelvMProcessorLoad MaxAverageJvimProcesserLoad.MaxAverageJVMProcessorLoad is not greater than
Tue AprDTI72223 EOT2008 g "y rent valus i< 0.004004004004004004

Tue Apr 01 17:22:12 EDT 2008 Action Succeeded. . CreditCheckSericestartserviceaction

I

The runtime policy is continually evaluated. Another QOS violation occurs. Because there
are no other available processes to start, the action fails.

Tasks and Events
TimeStamp Description
Tue Apr 01 17:23:12 EDT 2008 Action Failed...CreditCheckSericestartaction Could not reserve process CreditCheckSenice ManagedSemvers

QO vinlation olicy MaxAveragelvMProcessorLoad MaxAverageJvinProcessorLoad.MaxAverageJVMProcessorLoad is not greater than
Tue Apr 01172312 EOT2005 o TO TR L i 07167 53750090057 ! ! :
Tue Apr 01 17:23:08 EDT 2008 Action Succeeded. . CreditCheckSenicestattaction
Tue Apr 01 17:23:08 EDT 2008 Action Succesded  CreditCheckServicestartaction
Tue Apr01 17:22:23 EDT 2008 A JYMMS_2 has started

What's Next?

After the service has deployed successfully, we can monitor the available resources as described
in Chapter 6, “Monitor WLOC Services and Resources.”
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Monitor WLOC Services and Resources

Now that the service is deployed, we can use the WLOC Administration Console to monitor how
well the service is meeting its service level agreement, and to see which resource pools are
hosting services.

To gather monitoring data, the WLOC Controller either actively polls the monitored object or
passively listens for changes to a monitored object, depending on the type of data that it is
gathering.

The Monitoring tab of the WLOC Administration Console contains a dashboard that enables you
to construct graphs to chart metrics of services. Specifically, you can:

e Create views to organize charts according to your needs. For example, you can define one
view that contains a set of charts to monitor your environment at a high-level. You can
then define additional views to access more specific details, such as CPU usage on a
specific set of JVMs.

e Develop custom metrics that are defined as functions of monitorable resource attributes.

e Set preferences to customize charts and graphs as desired.
The tasks described in this topic include:

e Create a View

e Browse the Resources Pane
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Create a View

To create a view:

1. Click the Monitoring tab in the WLOC navigation bar.

The Views tab is selected by default. Because we have not created any views yet, only the
Default view is listed.

- . ay /
s hea WebLogic Operations Control ' A \

Harie | Preferences | Logaut | Help

Home Inwentory Policies  Events |Monitoring | Controller  Agents

Views | Resources | Custarn | Preferences Resume Active View: default
[Type New Yiew Narme]

[ default

2. In the text box, enter the name of the view that you want to create and click Add.

In this example, we will create a view named HeapFree which will show the current free
heap metrics for the MS_1 JVM. The view name is added to the list.

3. Click the HeapFree view name to make it the active view.

Home | Inventory  Policies  Events | Monitoring | Controller  Agents

Yiews | Regources  Custom  Prefarences

Resume

Active View: HeapFreeD

[ default

[] HespFresn

4. Add monitoring charts to a view by selecting resources to monitor using standard metrics
available from the Resources pane. For instructions on browsing the Resources pane and
adding charts to a view, see “Browse the Resources Pane” on page 6-2.

Browse the Resources Pane

When you select the Resources tab, it displays a list of the resources that you can monitor. Using
this pane, you can monitor the CPU and memory usage for the services, resource pools, and

JVMs. You can also monitor the values of one or more MBean attributes, over time, for each of
the MBean Servers.

To browse the Resources pane and add a chart to the HeapFree view:
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1. Select the Resources tab.

2. Expand the list of resources in the Resources pane to view the monitorable types for each
resource.

Home  Inventory  Polides  Ewents | Monitaring | Controler | Agents

Wiews | Resources | Custom | Preferences

Resume Active View: HeapFre:
[ Moritorable Types
=@ Services
I CreditCheckBervice
=-§® Resource Pools
R plain-resource-paol
B VM3
;EJVM MS_1 (CreditCheckService-Manage)
;EJVM MS5_2 (CreditCheckService-Manage,
;EJVM AdminServertyh (CreditCheckServi
=g MBean Servers

---ﬁMBean Server AdminServerJyi @Iu:ajﬂ
v

[

3. Scroll down to view the available MBean Servers and select MBean Server MS_1 from the
list.

A list of the available MBeans types is displayed.

Home  Inventory  Policies | Events | Monitoring | Controller  Agents

Views | Resources | Custom | Preferences
:_- CreditCheckSenice A

=-B8 Resource Pools
& J8 plain-resource-pool

B g5 s
\EJVM MS_1 (CreditCheckService-Manage
H \EJVM MS_2 (CreditCheckService-Manage,
o5 Jyh AdminServervi (CreditCheckSeni

- MBean Servers
i oF MBean Server AdminServervM @ locall
o5 MBean Server MS_1 @ localhost7o02
* 8 MBean Server MS_2 @ Iocalhost 7003

Active Vien HeapFree

EIBComponentRuntimeNMBean not available |
EIBPaclRuntinsMBean nat available
EJETransactionRuntimsMBsan not available J
IBBCServiceRuntimeMBean not available
IMSRURkimEMEzan nat available
IRackitRuntimenBesn not available
ITARecoveryRuntimeMEean not available
ITARuRtimeMEgan not available
LibrsryRuntimeMEazsn nat available
LogBroadcasterRuntimsMEsan not available
LogRuntimeBean not available ﬂ

4. Select the JRockitRuntimeMBean type from the list.

The MBean instance MS_1 is displayed at the bottom of the Resources pane.
5. Click MS_1.

A list of the monitorable MBean attributes for MS_1 is displayed.

6. Scroll down the list of MBean attributes and select the HeapFreeCurrent attribute. The
metric chart illustrating the current free heap utilization, over time, is added to the HeapFree
view.
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6-4

Home Inventory  Policies Ewents | Monitoring | Controller | Agents

Resources | Custom | Preferences

i - lEgcreditChecksenice =
=88 Resource Poals

{ R plaineresourse-pool
B off Jhls

igws

31822650
\EJVM MS_1 (CreditCheckService-Manage,
\EJVM MES_2 (CreditCheckService-Manage)
- g8l WM AdminServer Vi (CreditCheckSeni §

=15 MBean Servers
- ol MBean Server AdminServeryM @ localk

s MBean Server MS_1 @ lacalhost 7002

& MBean Server MS_2 @ lncalhost 7003

o
2
W INI88 14
B
3

reEeT ST

Metric j

GCHandlesCompadtion

GCHandlesCompaction Eracass Matis 0
Geplgorithm Gatlgerithm Process Metrie J
Generational Generational Pracess Metric

HeapFreeCunent Process

HespFreeCurvert Metto

HeapFreePercent Prosess

HeapFreePercent Mette

Heap&izeGunent Frocess

HeapSizeCurrent Mette

HeapSizelax HeapSizeMax Process Metiic
Tncremental Incremental Prosess Metric ﬂ

HeapFreeCurrent Process Metric

e e

TAL20 174430 174440 ATA450 A7AS0  17EE10 174621
Utilization over time

[ HeapFreecunent@ms_1

The HeapFree view is saved automatically.
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